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Foreword 

The tremendous research and development effort that went into the 
development of radar and related techniques during World War II 

resulted not only in hundreds of radar sets for military (and some for 
possible peacetime) use but also in a great body of information and new 
techniques in the electronics and high-frequency fields. Because this 
basic material may be of great value to science and engineering, it seemed 
most important to publish it as soon as security permitted. 

The Radiation Laboratory of MIT, which operated under the super¬ 
vision of the National Defense Research Committee, undertook the great 
task of preparing these volumes. The work described herein, however, is 
the collective result of work done at many laboratories, Army, Navy, 
university, and industrial, both in this country and in England, Canada, 
and other Dominions. 

The Radiation Laboratory, once its proposals were approved and 
finances provided by the Office of Scientific Research and Development, 
chose Louis N. Ridenour as Editor-in-Chief to lead and direct the entire 
project. An editorial staff was then selected of those best qualified for 
this type of task. Finally the authors for the various volumes or chapters 
or sections were chosen from among those experts who were intimately 
familiar with the various fields, and who were able and willing to write 
the summaries of them. This entire staff agreed to remain at work at 
MIT for six months or more after the work of the Radiation Laboratory 
was complete. These volumes stand as a monument to this group. 

These volumes serve as a memorial to the unnamed hundreds and 
thousands of other scientists, engineers, and others who actually carried 
on the research, development, and engineering work the results of which 
are herein described. There were so many involved in this work and they 
worked so closely together even though often in widely separated labora¬ 
tories that it is impossible to name or even to know those who contributed 
to a particular idea or development. Only certain ones who wrote reports 
or articles have even been mentioned. But to all those who contributed 
in any way to this great cooperative development enterprise, both in this 
country and in England, these volumes are dedicated. 

L. A. DuBridge. 





Preface 

The pulsed 10-cm magnetron, perfected by the British in 1940, consti¬ 
tuted the starting point for the development of microwave radar. 

From that time until the end of the war the magnetron proved to be one 
of the most important components in radar systems. As a consequence 
of this, the armed services, both in this country and in England, insti¬ 
gated extensive programs of research and development to produce new 
types and improve the characteristics of existing ones. The program 
soon became a major one for the electronic industry. At the Radiation 
Laboratory alone, over forty highly trained physicists and engineers spent 
more than four years studying magnetron performance and producing 
new designs. Comparable effort was expended by the many other 
industrial and research laboratories. The result was over twenty dis¬ 
tinct types of magnetrons, producing powers in the tens to thousands of 
kilowatts at frequencies that were largely unexplored before 1940. What 
is more important, this program led to a better understanding of the 
principles of magnetron operation and to an increased appreciation of 
the importance of the field of electronics at high frequencies. 

During the war very little attention could be given to evaluating, 
correlating, and recording these new developments, and what reports 
were written are disconnected and incomplete. Actually, much of the 
information existed only in the minds of the investigators and in their 
personal notebooks. The purpose of this book is to present in a usable 
form this large amount of theoretical and practical knowledge. 

Conditions surrounding the preparation of the volume produced 
special problems. The time available was short, considering the amount 
and complexity of the material, and a division of labor among many 
authors was necessary. This permitted the selection of authors best 
qualified to present different subjects but resulted in a not too consistent 
style and level of presentation. Furthermore, it was appreciated that 
although microwave magnetrons were developed for use in radar systems, 
their importance to science and engineering was much broader; thus the 
material for the book was evaluated largely in terms of its possible future 
usefulness, and the uncertainty of this resulted in a tendency to include 
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too much rather than too little. More serious are the errors that may 
not have been eliminated because of insufficient time for adequate review. 

The book contains a large fraction of what was known, as of January 
1946, about the theory, design, and operation of magnetrons in the 
frequency range 1000 to 25,000 Mc/sec and the many modifications that 
extend the usefulness of these tubes. There is in this book, because of 
its radar background, a strong emphasis on magnetrons intended for 
pulsed operation, but the treatment is extended to c-w applications 
whenever possible. 

The scope is dictated by the primary premise that all information 
necessary to “make a magnetron ” be included. As a result, the character 
of the chapters ranges from a detailed theory of the various aspects of 
magnetron operation to the details of construction of production magne¬ 
trons. An introductory chapter reviews the early work on magnetrons, 
including the first 10-cm tube of the British, and presents the basic 
principles of magnetron operation in order to orient the reader unfamiliar 
with the subject. 

Except for this introduction, the material is arranged so that theory 
precedes practical considerations. A final chapter gives operating data 
and important dimensions for a variety of magnetrons. 

Although the authors of this volume were nearly all members of the 
MIT Radiation Laboratory or Columbia Radiation Laboratory, a great 
deal of the material included originated in the industrial concerns of this 
country and England. References to contributions by other laboratories 
is given whenever possible, but the free exchange of information existing 
during the war makes the origins of many of the ideas uncertain. In 
particular, the contributions of the Bell Telephone Laboratories and the 
Raytheon Manufacturing Company have been extensive and in many 
cases undistinguishable from those of the MIT and Columbia groups. 
The important contributions of these and the many other institutions are 
acknowledged. 

The early work of the British deserves special recognition. All too 
few references to it are found in this volume, because soon after the 
original design was divulged to laboratories in this country, the develop¬ 
ment here proceeded along rather independent lines. The British magne¬ 
tron, however, was the key to the production of high-power microwaves. 
A discussion of this tube and its important features is found in Chap. 1, 
based on material kindly furnished by Professor J. T. Randall and 
Dr. H. A. H. Boot who, more than any others, were responsible for its 
invention. 

Acknowledgments are due to the many who reviewed chapters of the 
book. In particular, mention should be made of Dr. Lewi Tonks of the 
General Electric Company, Drs. W. B. Hebenstriet and H. D. Hagstrum 
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of the Bell Telephone Laboratories, Drs. A. Nordsieck and A. V. Hollen- 

berg of Columbia University, Dr. Lloyd P. Smith of Cornell University, 
and Miss Helen Wieman for her assistance in preparing the manuscript 

for publication. 

In conclusion, the editor wishes to emphasize that a book of this 
magnitude could not have been written without the wholehearted 

cooperation of all the authors, many of whom worked on the manuscript 
long after leaving the Radiation Laboratory. 

The publishers have agreed that ten years after the date on which 
each volume in this series is issued, the copyright thereon shall be relin¬ 

quished, and the work shall become part of the public domain. 

George B. Collins. 

Cambridge, Mass., 

July, 1946. 
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CHAPTER 1 

INTRODUCTION 

George B. Collins 

A magnetron is a diode, usually cylindrical, with a magnetic field 
parallel to its axis. In modern usage, however, the word implies a diode 
that, with the aid of a magnetic field, produces short electromagnetic 
waves, and it is with this meaning that the term is used in this volume. 
Those magnetrons which produce radiation within the wavelength range 
1 to 30 cm are here defined as microwave magnetrons. This class of 
tubes is sometimes called cavity magnetrons from the fact that, in the 
usual design, the resonant circuit is a number of closely coupled cavities 
contained within the evacuated portion of the tube. 

1-1. Early Types of Magnetrons.—Microwave magnetrons and the 
theory of their operation have their origin in contributions made by a 
great many investigators extending back at least to 1921. A review of 
this development will be given here with the purpose of pointing out the 
significant steps that have led to the present highly efficient sources of 
microwaves. Editorial policy precludes the assignment of credit for 
origination of ideas or inventions, and this question will be purposely 
avoided as far as possible. 

Nonoscillating Diodes with Magnetic Fields.—The basis for much of 
the theory of .magnetron operation was laid by Hull1 who investigated 
the behavior of electrons in a cylindrical diode in the presence of a mag¬ 
netic field parallel to its axis. Such a diode is shown in Fig. l*la. A 
cylindrical anode surrounds a centrally placed cathode which is heated 
to provide a source of electrons. A nearly uniform magnetic field parallel 
to the axis of the tube is produced by a solenoid or external magnet not 
shown in the diagram. In the crossed electric and magnetic fields which 
exist between the cathode and anode an electron that is emitted by 
the cathode moves under the influence of a force F« = Ee and a force 

Fm = e/c(v X B) (see Fig. 1*2), where E is the electric field, B the 
magnetic field, c the velocity of light, v the velocity of the electron, and 
e is its charge. The solution of the resulting equations of motion, which 
neglect space-charge effects, shows that the path of the electron is a 
quasi-cycloidal orbit with a frequency given approximately by 

1 A. W. Hull, Phys. Rev., 18, 31 (1921). 

1 

(1) 
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When this orbit touches the anode, a condition of cutoff is said to 
exist, and Eq. (2) holds 

where V is the potential difference between the anode and the cathode 
and ra and rc are their radii. The relation 
is an important one from the standpoint 
of magnetron operation. It implies that 
for V/B2 less than the right side of Eq. 
(2), no current flows and, as V/B2 is 
increased through the cutoff condition, a 
rapid increase in current takes place. For 
obscure reasons the reduction of current at 
cutoff, which is observed experimentally, is 
not so abrupt as the theory outlined above 
would indicate. 

Cyclotron Frequency Oscillations.—The 
type of diode shown in Fig. L*la can be made 
to oscillate at very high frequencies if the 
cathode and anode are made part of a resonant circuit with reasonably 
high impedance and low losses. Conditions for oscillation are that V/B2 
must be adjusted close to the cutoff condition given by Eq. (2) and that 
the frequency of the resonant current be close to the transit frequency of 

the electrons. An explanation of these 
oscillations is given in terms of Fig. T3. 
The dashed circle represents the path of 
an electron in the interaction space and 
modifies the trajectories of such an elec¬ 
tron. Curve (1) represents the trajec¬ 
tory of an electron emitted at an instant 
when the r-f field is in the same direc¬ 
tion as the d-c field. Thus the effective 
V acting on the electron is increased, 
and from Eq. (2) it is seen that this 
increases the cutoff radius with the 
result that the electron strikes the 
anode. 

Curve (2) is for an electron emitted one-half period later when the 
r-f fields are opposed to the d-c field. The electron now misses the anode 
and returns toward the cathode. Since the frequency of rotation as 
given by (1) is made close to the r-f frequency, electron (1) will return 
toward the cathode also retarded by the r-f field. This electron thus 

Fig. 1*3.—Trajectories of electrons: 
(l) phase with respect to the r-f field is 
unfavorable for the support of oscil¬ 
lations; (2) favorable. 

Fig. 1 -2.—Forces on an 
electron moving in a diode with 
a magnetic field parallel to its 
axis. 



4 INTRODUCTION [Sec. M 

contributes energy to the r-f oscillation, and the process will continue as 
long as the phase relationships with the r-f field persist or until the 
electron is removed by some process. As these phase relationships 
cannot be maintained indefinitely, provisions are usually made for remov¬ 
ing the electrons before they fall out of phase. One method is to tilt 
the magnetic field slightly with respect to the axis of the tube. This 
causes the electrons to spiral out of the end of the anode before too many 
revolutions occur. 

A characteristic of this type of magnetron, which is important to 
the operation of many magnetrons, is the quick removal from the r-f 
field of the electrons whose phase is unfavorable to the support of oscilla¬ 
tions and the retention in the r-f field of the favorable ones. 

Split-anode magnetrons such as shown in Fig. 1*16 will also oscillate 
when the frequency of the resonant circuit (now connected to the two 
segments) is close to the transit frequency of the electrons and the anode 
voltage adjusted close to cutoff conditions. No satisfactory analysis 
has been made that gives the trajectory of the electrons in this case, but 
it is probable that the unfavorable and favorable electrons are segregated 
by processes similar to that illustrated in Fig. 1*3. 

No large number of cyclotron-type magnetrons have been made, 
but they have been used effectively as experimental sources of radio 
frequency.12,8 At 50-cm wavelength output powers of 100 watts have 
been obtained; at 10-cm wavelength about 1 watt; and detectable 
radiation has been produced at 0.6 cm. The efficiency of the split- 
anode tubes is around 10 per cent for moderately long wavelengths as 
compared with 1 per cent for the diode variety. 

The shortcomings of this class of magnetron are low efficiency, low 
power, and generally erratic behavior, but extremely high frequencies 
can be generated by these oscillators. 

Negative Resistance or Habann Type.—If the magnetic field of a split- 
anode magnetron is greatly increased over what is required for the 
cyclotron-type oscillations, a new type can occur which has been called 
negative-resistance or Habann-type oscillations. The frequency is 
determined almost wholly by the resonant circuit, and the magnetic 
field is not critical as is the case with cyclotron oscillations. These 
oscillators have been investigated by Kilgore1 * 3 4 who observed in a mag¬ 
netron containing gas at low pressure, luminous paths corresponding to 
electron trajectories of the form shown in Fig. T4. 

The form of the r-f field is shown, and this combined with the d-c 

1 A. Zarek, Cos. Pro. Pest Math, a Frys., Prague, 58, 578 (1924). 

1H. Yagi, Proc. IRE, 16, 715 (1928). 

3 C. E. Cleeton and N. H. Williams, Phys. Rev., 50, 1091 (1936). 

« G. R. Kilgore, Proc. IRE, 84, 1140 (1936). 
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field and the high magnetic field causes the electrons to spiral out to 
the anode segment that is at the lowest (most negative) potential. 
The magnetron thus has the characteristics of a negative resistance neces¬ 
sary to produce oscillations. It is observed that the efficiency of this 
type of oscillation is enhanced if the electron moves out to the anode 
making ten or more spirals. The frequency of the spiraling is determined 
by Eq. (1), and thus magnetic field strengths are needed that are ten 
times those required to produce the same frequency by cyclotron-type 
oscillations. Providing sufficiently high magnetic fields to satisfy this 
requirement for very high frequencies is one of the principal objections 
to this type of oscillation as a practi¬ 
cal source of microwaves. 

An important modification in 
the design of split-anode magne¬ 
trons was made when the resonant 
circuit was placed entirely within 
the vacuum system. This step 
was the result of efforts to increase 
both the frequency and power out¬ 
put. Figure Tic shows such a 
design. This type of tube has pro¬ 
duced power outputs of 100 to 400 
watts at 50 cm and 80 watts at 20 
cm. 

Traveling-wave Oscillations.— 

This third type of oscillation also 
occurs in split-anode magnetrons 
and is related to the negative resist¬ 
ance type. The two differ only in the ratio of the angular frequency of the 
traveling wave to the cyclotron frequency. In the negative-resistance 
magnetron the magnetic field is so high that on the cyclotron time scale 
the traveling wave remains nearly stationary. There is no sharp dividing 
line between the two. For the same frequencies the magnetic field 
required is much lower than that needed to produce negative-resistance 
oscillations; and although the magnetic field may be close to the value 
necessary to produce cyclotron-type oscillation, its value is not critical 
and the anode potential is lower, so that oscillations occur below cutoff 
conditions. 

Traveling-wave oscillations have also been observed1 in four-segment 
and even eight-segment magnetrons. Figure Tld illustrates a four- 
segment magnetron and shows in particular the manner in which the 
alternate segments are connected together within the vacuum envelope. 

1 K. Posthunms, Wireless Eng., 12, 126 (1936). 

Fig. 1-4.—Trajectories of an electron in 
a split-anode magnetron when used as a 
Habann-type oscillator. 
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A particularly important feature of this design is that for a given B and 
ra the four-segment magnetron can be made to oscillate at twice the 
frequency of a two-segment one. Posthumus1 developed a theory for 
oscillation of this type, which although space-charge effects are neglected, 
gives a reasonable explanation of the observed characteristics. This 
explanation can be made conveniently in terms of the four-segment tube. 
Figure 1 *5 shows in an approximate manner the electric field distribution. 
These fields vary with time in a sinusoidal manner and may be considered 
as standing waves resulting from two sets of traveling waves rotating in 
opposite directions around the anode. For oscillations to occur the 

angular velocity of the electrons 
must approximate that of one of the 
rotating waves so that the electrons 
retain for an appreciable length of 
time their phase relationship with 
the r-f field. Posthumus showed 
that this condition exists when 

1 ~ riB (3) 

Fig. 1*5.- - Electric fields in a four-segment 
magnetron. 

when / is the frequency, Va and ru 
the anode potential and radius, B 
the magnetic field, and n the number 
of pairs of segments. 

The theory also shows that elec¬ 
trons which are retarded by the r-f field and thus contribute energy to it 
spiral outward and eventually strike the anode. 

Equation (3) is consistent with the characteristics of these oscillations 
as observed by Posthumus. The upper-frequency limit for a given tube 
is inversely proportional to B, and for n = 2 this limiting frequency is 
twice that for n = 1. The theory is also consistent with such facts, 
now well known, that the anode voltage is proportional to the square 
of rtt and that for oscillations to occur the ratio V/B must remain constant. 

Of the three types of oscillations—cyclotron frequency, negative 
resistance, and traveling wave—the last has proved the most effective 
in magnetrons that are used as practical sources of microwaves. Some 
advantages of the traveling-wave type of oscillations are good efficiencies 
at high frequencies, moderate magnetic field requirements, and stability 
of operation over a wide range of input and output conditions. 

For frequencies below 1000 Mc/sec it is convenient to have the reso¬ 
nant circuit external to the vacuum system, as the elements are rather 
bulky and because external circuits can be tuned more readily. This 

’ Ibid. 



Sec. M] EARLY TYPES OF MAGNETRONS 7 

circumstance has led to the development of split-anode magnetrons in 
the 100 to 1000 Me/sec region that has culminated in the design shown 
in Fig. 1*1 d. An important feature of these tubes is the large-diameter 
conductors connecting the two sections of the anode to the external 
circuit. This reduces losses in the resonant circuit and increases the 
anode dissipation. Power outputs of 150 watts at frequencies between 
15 and 1200 Mc/sec can be obtained reliably from this tube and similar 
ones.1 

Fig. 1*6.—Early form of internal resonator magnetron. 

In a search for magnetron sources of higher frequencies and higher 
powers certain modifications are suggested by the performance of the 
designs shown in Fig. 1*1. In particular the combination of the internal 
resonant circuit Fig. l*lc with the multisegment feature of Fig. Vie 
seems desirable, as the internal resonant circuit is capable of handling 
high powers at high frequencies and the multisegment structure reduces 
the anode voltage and magnetic field. Figure 1*6 shows an arrangement 
of internal circuits that was investigated by Aleksereff and Malearoff.2 

1 This line of magnetron was developed by the General Electric Co. 

2 N. T. Aleksereff and D. E. Malearoff, Jour. Tech. Phys. USSRf 10, 1297 (1940). 

Republished Proc. IRE, 32, 136 (1944). 
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Similar arrangements have been suggested by many others. 1*2*> Here 
the resonator system is made up of a number of internal resonators 
arranged around the axis of the cathode so that the capacitive portion 
of each resonator opens out into the cathode-anode space. The mag¬ 
netron shown in Fig. T6 was tried with anode blocks having up to 
eight resonators and with various anode sizes. Powers of a few hundred 
watts at 9-cm wavelength are reported with efficiencies as high as 20 
per cent, and a few watts were produced at 2.5-cm at very low efficiency. 
The power output was limited by overheating of the cathode which 

presumably resulted from back 
bombardment by electrons that 
received energy from the r-f field. 

1-2. The British Cavity Mag¬ 
netron.—The wartime need of 
radar for a transmitting tube capa¬ 
ble of very high pulsed-power out¬ 
puts at wavelengths of 10 cm or 
less led British investigators4 to 
attempt late in 1939 the develop¬ 
ment of a magnetron with these 
characteristics. They invented 
and perfected a traveling-wave 
type magnetron with internal 
resonators that when pulsed pro¬ 
duced microwave radiation with 
peak powers several orders of mag¬ 

nitude greater than had been obtained before by any means. The fact 
that this magnetron was operated under pulsed input conditions is par¬ 
ticularly significant. Duty ratios [(pulse duration)/(interval between 
pulses) + (pulse duration)] of about 0.001 were used so that heating of the 
cathode and anode was greatly reduced over that for c-w operation. 
Specifically, with a duty ratio of 0.001, pulse powers one thousand times 
the maximum c-w inputs are possible without producing overheating. 
After a comparatively short period of development 10-cm magnetrons 
were made that operated efficiently with peak power inputs of several 
hundred kilowatts and outputs in excess of 100 kw. Figure 1*7 shows the 

1 A. L. Samuel, U.S, Patent 2063341, 1936. 
2 British Patent 509104, Oct. 7, 1938. 
3 Reichspatent 663259, Aug. 3, 1938. 
4 Professor J. T. Randal and Dr. H. A. H. Boot, University of Birmingham, 

Birmingham, England. The work of these investigators was greatly aided as a result 
of cooperation with The General Electric Company, Ltd., Wembley, England, which 
made many contributions essential to the success of the production version of these 
early magnetrons. 

Fig. 1 7.—Anode block of fir&t Bntish 10-cm 
magnetron. 
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first anode constructed by these investigators, and Fig 1 8 the first ex¬ 
perimental magnetron This tube had an output of 400 watts e-w at a 
wavelength of 9 8 cm Figure 1 9 shows the construction of this mag¬ 
netron as it was produced for use in microwave radars 

lie* 1 8—Im>t British 10-cm magnetron 

The effectiveness of this magnetron is due especially to three impor¬ 
tant features of design. 

1 A large-diameter oxide-coated cathode was used The large 
diameter contributes appreciably to stable operation and provides 
a large emitting area 
Under pulsed conditions the 
oxide coating was found to 
provide peak emission cur¬ 
rents of 10 to 20 amp/cm2 
This surprising performance 
of oxide coatings—the pulse 
emission is ten times the d-c 
value—is largely responsible Fig 
for the magnetron's ability 

1 9.—Production version of British 
10-cm magnetron 

to accept high pulse-power inputs. Instabilities such as sparking 
might have been expected, as the magnetron operated with a plate 
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voltage of 10 kv, a figure considerably above the value considered 
safe for the use of oxide cathodes under normal conditions. Fortu¬ 
nately under pulsed conditions little trouble was experienced. 

2. The anode block is part of the vacuum envelope. All the mag¬ 
netrons shown in Figs. 1*1 and 1-6 have anode blocks suspended 
inside vacuum, and large anode dissipation is difficult to obtain; 
with the anode block a part of the vacuum envelope, a low- 
impedance thermal path from interior to exterior exists, and heat 
dissipation of several hundred watts of average power can be 
accomplished with air cooling alone. 

3. The separate resonators are coupled by conducting elements or 
straps.1 Without these the magnetron’s several resonant fre¬ 
quencies are so close together that unstable operation results. 
With straps the efficiency is raised and stable operation may be 
obtained over a wide range of powers. 

Other features and certain optimum dimensions, which in all con¬ 
tribute significantly to the operation of this magnetron, were incorporated 
as a result of experiment. Good examples of such features are the output 
construction and the critical cathode diameter and coupling loop size. 

This early work also contributed greatly to the understanding of 
magnetron operation. The role of the electrons that return to the 
cathode in producing secondaries from the cathode was appreciated, 
and, in fact, magnetrons with secondary emitting cathodes and no pri¬ 
mary emission were operated by Boot and Randall. In addition, a very 
useful technique for investigating the resonant modes of magnetrons by 
the use of signal generators (Chap. 18) was developed. 

In spite of the spectacular performance of this early pulsed microwave 
magnetron its characteristics were not entirely satisfactory. Its per¬ 
formance was erratic, with regard both to the operation of individual 
tubes under varying conditions and to the operation of different but 
presumably identical tubes under the same conditions. In addition, 
any modification of the original design almost invariably resulted in 
unsatisfactory performance. For example, attempts at designing tubes 
to operate at wavelengths shorter than 10 cm or at lower anode voltages 
were not at first successful. The cause of most of these difficulties was 
the lack of a complete understanding of the principles of operation of the 
magnetron. 

1*3. Description of a Microwave Magnetron.—The class of magnetron 
with which this book is concerned is distinguished by a resonant system 

1 The addition of straps to the resonant system of the magnetron was made 
by J. Sayers, of Birmingham University, about a year after the original magnetron 
was perfected. 
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within the tube envelope; this system is composed of a number of coupled 
resonators surrounding a relatively large cylindrical cathode. An 
example that will be used as a basis for discussion is shown in Figs. 
1*10 and 1*11. 

These magnetrons are self-excited oscillators, the purpose of which is 
to convert the d-c input power into r-f output power. This conversion 
takes place in the interaction space I which is between the cylindrical 
cathode C and the anode block A. A constant and nearly uniform magnetic 
field is maintained in this interaction space in a direction parallel to the 
axis of the tube. In operation, the cathode is maintained at a negative 
potential, while the anode block is usually at ground potential. The 

Fig. 1 10.- Cutaway of typical microwave magnetron showing construction. 

anode block is pierced in a direction parallel to the axis by a number of 
resonators R which open into the interaction space so that the anode 
surface consists of alternate segments and gaps. The ends of the 
resonating cavities open into chambers that are called “end spaces” 
through which the lines of flux extending from one resonator to the next 
pass. The coupling between the resonators is increased by conduct¬ 
ing bars called straps S which connect alternate segments. Power is 
extracted from one resonator, one method being a coupling loop L which 
forms a part of the output circuit The combination of resonant cavities, 
end spaces, straps, and output circuit is called the resonant system. 

In this design, the cathode C is oxide-coated and heated indirectly by 
an internal heating coil of tungsten or molybdenum. It is attached 
mechanically to two cathode stems supported by glass to provide anode- 
to-cathode insulation. Coaxial line chokes K are frequently placed on 
these stems to prevent the escape of any stray radiation that may be 
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picked up by the cathode structure. At each end of the cathode there 
is an end shield H whose purpose is to prevent electrons from leaving 
the cathode structure in a direction parallel to the axis of the magnetron. 
These end shields must be kept at a temperature too low to cause the 
emission of electrons. 

H S 
Fio. 1-11.—Cross-sectional views of typical magnetron shown in Fig. 1-10. 

The radial dimensions of the interaction space depend upopkt^he wave¬ 
length and voltage at which the magnetron is to operate and fomny given 
type are proportional to the wavelength and to the square root of fyhe anode 
voltage. For efficient operation, the ratio of cathode diameter to anode 
diameter must remain within narrow limits set by the number of resona¬ 
tors. In a 12-resonator magnetron, this ratio is about i the anode; 
for fewer oscillators, it is somewhat smaller, and for more than 12 oscil¬ 
lators, somewhat larger. 

A magnetic field parallel to the axis of the cathode is required; it is 
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often produced by an electromagnet or permanent magnet with pole 
faces external to the magnetron. Figure 1 • 12a shows a typical permanent 
magnet and magnetron with radial cathode supports. Another type of 
magnetron construction, favored for the higher-frequency magnetrons 
where magnet weight is of importance, is shown in Fig. 1-126. This 
magnetron-magnet combination is frequently called a “packaged 
magnetron.” The cathode is usually supported axially through iron 

*.t 
Fig. 1*12.—Two types of magnetron construction: (a) radial cathode supports with separate 

magnet; (6) axial cathode support with attached magnet. 

pole pieces which extend quite close to the anode and thus reduce the 
magnetic field gap. Since the weight of a magnet that will produce a 
given magnetic field strength over a given iron-sectional area increases 
very rapidly with the length of the gap, considerable magnet weight 
can be saved in this manner. It is customary to supply this type of 
magnetron permanently attached to its magnet. The saving of size 
and weight resulting from this axial construction may be considerable. 

14. The Resonant System.—The combination of the anode block, 
output circuit, end spaces, and other parts that contribute to the r-f 
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properties of the tube is defined as the resonant system. It is a most 
important part of the magnetron, for it determines the frequency and 
also plays a most important role in the electronic processes. This 
integration of the entire oscillating system into one tube complicates 
the problems of design and limits the versatility of single magnetrons as 
compared with low-frequency oscillators where the oscillator tube is 
distinct from the associated resonant circuits. 

The function of the resonant system is to present to the space charge 
an r-f field of the desired frequency and with the proper configuration and 
magnitude to effect an efficient generation of radio frequency and further 
to transmit this power to an external load. The resonant system accom¬ 
plishes this by storing a quantity of the energy to produce the r-f fields, 
at the same time releasing a portion to the external load. 

A specific example will serve to fix the order of magnitude of the 
quantities involved in this process. For a pulse-power input of 100 k\\, 
the 2J32 (see Fig. 1*11) delivers about 40 kw to its load, or about 
1.3 X 10~6 joule per cycle, as the frequency is 3000 Mc/sec. Under 
these conditions, about 10~2 joule is stored in the resonant system, and 
this energy results in an r-f voltage at the anode surface of about 10 kv. 
About 55 per cent (or 45 kw) of the input power is lost because of heating 
of the anode by the electrons, and 5 per cent (5 kw) is lost because of 
heating of the anode by the circulating r-f currents. 

A good resonant system should have characteristics that make the 
operation of the magnetron as stable as possible. This includes stability 
against small changes in frequency and stability against discrete fre¬ 
quency jumps and constitutes one of the major problems of magnetron 
design. 

The entire resonant system presents a problem too complicated for 
qualitative analysis, and it is usually assumed that only the anode block 
and output circuit affect the operation of the magnetron. Although 
this assumption is not always justified, as other parts of the magnetron 
may, indeed, affect its operation, it has usually been possible to isolate 
their effects and consider them as special problems. The discussion 
here of the resonant system as well as the more detailed treatments in 
Chaps. 2, 3, and 4 follow this procedure. 

The so-called hole-and-slot anode block, shown in Fig. (1*10 and Fig. 
1*11), will be used as a specific magnetron about which the following 
discussion will be centered. When operating in the desired manner, 
oscillations result in a disposition of charge and electric field, as is illus¬ 
trated in Fig. 1-13. Figure l-13a illustrates such a disposition at an 
instant when the concentration of charge on the ends of the anode seg¬ 
ments is at maximum. One-quarter of a period later the electric field 
and charges have disappeared and currents are flowing around the inside 
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of the cavities, producing a magnetic field along the hole portion of the 
cavities. Figure 1*136 depicts the currents and fields at this instant; 
Fig. l*13c shows the disposition of charges and electric fields another 

quarter period later. 

ft =1 n =2 

ft = 3 ft = 4 
Fig. 1*14.—Field and charge distributions for the four principal modes of an eight-oscillator 

magnetron. 

Oscillations of this character are called w-mode oscillations from the 
fact that the phase difference between adjacent resonators is v. ' Other 
modes are possible, however, and each is characterized by varying phase 
differences among the eight coupled resonators that comprise this 
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particular resonant system. The number of possible modes is reduced 
by the fact that the resonator system is a closed one and the total phase 
shift around the resonator system must be a multiple n of 2v, where n 
is called the mode number. For an eight-resonator magnetron, the 
important modes are n = 1, 2, 3, 4. In general n = 1, 2, 3, • • • , N/2 
where N is the number of resonators. The phase differences between the 
resonators in the example chosen for n = 1, 2, 3, 4 are t/A, tt/2, 3x/4, and 
7T. The charge and electric field distribution for these modes is illustrated 
in Fig. 114. In principle, one would also expect modes corresponding 
to n > N/2 in which the phase difference between resonators is some 
multiple of t corresponding to harmonics of the individual resonators. 
These modes apparently are unimportant to the operation of magnetrons 
and have only rarely been observed. Figure 3-7c shows the charge 
distribution for this harmonic type of oscillation. 

A more serious complication arises from the twofold degeneracy of 
some of the N/2-modes discussed above. The amplitudes of oscillation 
of the separate resonator segments may be considered as points on a 
closed standing-wave pattern containing a number of wavelengths equal 
to the mode number. The degenerate forms of each mode correspond 
to a rotation of this standing wave so that the positions of the nodes and 
antinodes are interchanged. Figure T15 shows views of a magnetron 
in a plane parallel to the cathode and at the same time opened out so 
that the anode faces lie in a plane. The closed lines surrounding the 
segments represent the magnetic flux, and the numbers on the faces of 
the segments indicate the maximum charge. The smoothed-out dis¬ 
tribution of charge around the anode is shown below each. Eight such 
views are shown representing the four principal resonances or modes, 
each with their two degenerate forms. One of the degenerate forms of 
the (n = 4)-mode corresponds to a condition of zero charge on every 
segment and thus does not exist. This nondegenerate characteristic 
of the (n = N/2)-mode is an important feature of 7r-mode operation. 

If all the resonators are identical, the frequencies of these degenerate 
modes are identical. In actual magnetrons, asymmetries usually exist 
and the degenerate forms have slightly different frequencies. As a 
general rule, then, it may be stated that the number of modes encoun¬ 
tered is equal to JV — 1. The question of the frequencies of these 
(N — l)-modes can best be discussed by considering first an unstrapped 
anode block such as is shown in Fig. IT3. 

Each of these resonant cavities is similar to a simple oscillating 
circuit consisting of a lumped L and C. Although the inductance and 
capacitance of a magnetron cavity is not strictly lumped, the inductance 
of the oscillator resides mainly in the circular hole, and the capacitance 
mainly between the parallel plane surfaces of the slot. Since the fre- 
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Fig. 1-15.—View from the cathode of an opened-out magnetron showing the mag¬ 
netic fidds and charge distribution for the four principal modes each with its two degenerate 
forms. 

the resonant system as a whole, it should be noted that the arrangement 
of these cavities is such that for the desired or ir-mode of operation, 
their individual C’s and L’a are all connected in parallel. Thus 
the effective capacitance for the whole magnetron oscillator is NC and the 
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effective inductance is L/N, where N is the number of resonators. The 
frequency of the magnetron is thus nearly that of an individual resonator. 

The frequencies of the various modes will, in general, differ. This 
may be seen by referring to Fig. 1*14 and observing that the distribution 
of charge for the various modes is not the same and thus the effective 
capacitance for the various modes will be different. The same could 
be said with regard to the currents and effective inductances, so that 
different frequencies are to be expected. Unfortunately, the difference 
in frequencies of the modes, or mode separation as it is called, is not so 
great as is desirable. A separation of 5 to 20 per cent between the 
desired mode and the nearest one to it 
is needed. 

Figure 1*16 shows the effect of ^I 
strapping on the wavelengths of the g10 '-| — 
modes of an eight-oscillator 10-cm mag- .s — I 
netron. Wavelengths for an un- 1§> -1- 
strapped tube are shown, and it is seen -5 

that the x or (n = 4)-mode has a | g | 
separation of less than 2 per cent from unstrapped 

the (n = 3)-mode. The frequencies Single ring strapping-' 

of these modes depend upon the height 7 Degree of strapping'_ 

of the end spaces, but for practical Fi«. 1 • io.— Effect of strapping on 

structures they are always quite close the mode separation of an eight-oscil- 

together. As a further complication, lator magnetron' 
each of these modes, except the 7r-mode, is a close doublet. Chapter 2 

deals with the problem of the unstrapped resonant system in detail. 
The effect of adding straps to an unstrapped resonant system is to 

increase the separation of the tt- or (n = A/2)-mode from its nearest 
neighbor, usually the [N/2 — l)-mode. In Fig. 1T6, the mode spectrum 
of a single-ringed strapped magnetron is shown. The x-mode separation 
is now seen to be over 10 per cent. Even greater mode separation is 
possible if larger or more straps are introduced. Several forms of 
strapping are shown in Fig. 4T. 

The explanation of the effect of strapping can be made in several 
ways. The simplest is to conceive of the strap as maintaining 7r-mode 
oscillations by tying together points that for this type of oscillation 
remain at the same potential. A more sophisticated explanation arises 
from a consideration of the effective capacitance and inductance of the 
straps for the various modes. For ir-mode operation the concentration 
of charge on the strap is a maximum and the effective capacitance of the 
strap is relatively large. For any other mode the potential difference 
between adjacent segments will be less, resulting in less charge on the 
strap and thus decreasing the effective capacitance that it contributes to 
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the resonant system. Also, for other modes, currents will flow along the 
entire strap, decreasing the effective inductance of the resonant cavity. 
Thus the straps present both a reduced capacitance and a reduced induct¬ 
ance for all non-jr-modes, and the frequency of these modes is increased 
with respect to the ir-mode. A detailed quantitative analysis of strapped 
resonant systems is given in Chap. 4. Certain types of magnetrons, par¬ 
ticularly low-frequency and low-power ones, have a good mode separation 
even without straps. In these cases strapping does not improve their 
performance, but in general the increase in stability and efficiency resulting 
from strapping is so great that straps are considered essential. The addi- 

Fiu. 1*17.—Oross-soctional views of rising-sun magnetron. 

tion of straps to the original British magnetron resulted in a major improve¬ 
ment in performance. A great deal of the erratic changing of the mode of 
oscillation characteristic of the unstrapped tube was eliminated; the 
efficiency was improved; and operation at higher-power levels was possi¬ 
ble. For example, the early British unstrapped magnetrons operated 
very unstably, had efficiencies ranging from 15 per cent to 40 per cent, and 
were prone to erratic mode shifting, while the strapped variety showed 
efficiencies consistently above 35 per cent and, over a considerable 
range of input conditions, rarely shifted modes. 

At high frequencies (above 10,000 Mc/sec), straps become quite 
small and mechanically difficult to incorporate into the magnetrons. 
In addition, their small spacing results in large copper losses and thus 
lower magnetron efficiencies. Adequate mode separation in these high- 
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frequency tubes is still essential. The^rising-sun magnetron is a most 
successful anode-block design for producing^good mode separationat 
high frequencies that does not possess the disadvantages of strapping. 
Examples of this design are shown in Fig. 1-17. The essential features 
of the rising-sun design are the alternately large and small resonators. 
When oscillating in the desired mode the charge on the segment ends is 
alternating plus and minus, as shown in Fig. 3*7a, and the frequency is 
intermediate between that of a large and a small resonant cavity. The 
r-f voltage across the large cavities is larger than that across the small 
cavities, and as a result the r-f fields extending into the 
interaction space from the segments are not uniform, as 
shown in Fig. 1*13, but alternate between some large and 
small values. Fortunately this interaction-space field 
appears to be nearly as efficient as a uniform one. The 
peculiar mode spectrum of a typical rising-sun anode 
block is shown in Fig. 1*18. As an example an 18- 
resonator magnetron is chosen because one of the main 
advantages of the rising-sun design is its effectiveness 
when a large number of cavities is needed. 

The difference between the mode spectrum of a 
strapped resonant system and a rising-sun system is 
conspicuous. The desirable operating mode in both 
cases is the N/2- or 7r-mode, but in the strapped system 
the x-mode is the longest wavelength, while in the rising- 
sun system the x-mode lies between groups of modes at 
a longer and shorter wavelength. Optimum separation 
between the x-mode and the long and short wave-length 
neighbors, which in general should not be the maximum 
possible, is obtained by adjusting the ratio of the fre¬ 
quencies of the large and small cavities or by other 
means such as closing off the ends of the anode block (Fig. 11*12). 

The explanation of this mode spectrum is given in Chap. 3 in terms 
of an equivalent circuit and also by field theory methods. This mode 
spectrum can be visualized by considering the rising-sun anode block as 
consisting of two resonant systems, one comprising the small cavities 
and the other the large cavities. Each of these systems by itself would 
have the type of mode spectrum of an unstrapped anode block with N/2 
resonators. Some coupling exists, however, between the corresponding 
modes of these two systems, and the resulting frequencies.differ from those 
of the isolated systems by an amount that depends on the degree of 
coupling. In Fig. 1*18 the modes numbered 1 to 4 correspond to the 
first four modes of the nine large resonators, and the modes numbered 
8 to 5 correspond to the first four modes of the nine large resonators. 

N 
0.50J 

Fig. 1*18.— 
Wavelength distri¬ 
bution of the nine 
principal modes of 
an 18-oscillator ris¬ 
ing-sun magnetron 
having a ratio of 
cavity depth n =* 
1.9. 
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Weak coupling exists between 8 and 1, 2 and 7, etc., and their frequencies 
are thus only slightly altered. The coupling between the ir-modes of 
the two systems is strong, however, and they combine to produce the 

operating or (n = 9)-mode inter¬ 
mediate between the two sets of 
modes and an (n = 0)-mode whose 
frequency is zero. 

Associated with the 7r-mode of 
a rising-sun resonant system there 
is a net r-f current circulating 
around the entire anode with the 

Fig. 1‘19.—Currents in oscillators of Same frequency as the TT-mode. 
rising-sun magnetron showing oiigin of The source of this net circulating 
circulating current. . ° 

current may be seen m Fig. 1*19. 
The r-f currents in the large cavities exceed those in the small ones as is 
shown by the length of the arrows in each cavity; as the large cavity cur¬ 
rents are always in the same direction around the anode, a net circulat¬ 
ing current results. The direction of this at the moment chosen is shown 
by a dotted arrow. 

This circulating current can 
reduce the efficiency of the mag¬ 
netron if the magnetic field is such 
that the cyclotron frequency of 
the electrons, as given by Eq. (1), 
is close to that of the magnetron. 

Finally mention should be 
made here of some of the various 
forms of resonant systems that 
have been investigated. By far 
the most usual and successful type 
is that exemplified by the original 
British design (see Fig. 1-11), and 
the related rising-sun design. 
Another type that has been the 
subject of considerable experi¬ 
mentation but is not generally 
used is shown in Fig. 1-20. The 
essential distinction between this 
and the more usual cavity type is 
that r-f currents flow axially along 
the segments instead of the predominantly radial currents of the conven¬ 
tional cavity type. Many variations of this basic design have been tried, 
but none has been found to possess any advantage over the cavity type. 

Fig. 1*20.—Magnetron anode block having 
large axial r-f currents. 
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Other forms of resonant systems have been investigated, but in most 
cases they were found unsatisfactory. Examples of such attempts are a 
linear resonator system and the so-called “inside out” magnetron in 
which the cathode surrounds the anode block. In both these designs, 
oscillations in the desired mode were not observed. The performance 
of all these various types of resonant systems has been poor in comparison 
with the cavity type. That this is due to some basic reason seems 
unlikely; it is more likely a consequence of the fact that the designs have 
not received the attention given to the cavity type. In any event, no 
further mention will be made of them. 

1*6. The Cathode.—The cathode plays a much more important role 
in the operation of magnetrons than does the cathode of any other 
form of tube. In addition to being a source of electrons, a magnetron 
cathode must dissipate the relatively large amount of heat resulting 
from back-bombarding electrons. By means of so-called “end shields” 
it must prevent the axial escape of electrons from the interaction space, 
and these end shields should not emit electrons. The cathode is also 
part of the resonant system, as r-f currents are induced on its surface. 

As a result of back bombardment, wide changes in the cathode tem¬ 
perature occur between starting and operations conditions which com¬ 
plicate the problem of emission. In pulsed tubes not only do these 
changes in temperature occur, but extremely high peak currents are 
extracted from the cathode. Current densities of from 10 to 100 amp 
per cm2 ai*e obtained from oxide cathodes, depending on the pulse length 
and other conditions. 

The size of the cathode must be held within close limits so that 
electrons are released to the space charge at a point where the r-f field 
conditions are proper for the efficient functioning of the space charge. 
Too small a radius results in mode instabilities; too large a radius results 
in inefficient operation. The optimum size in most cases is such that 
Tc '/va equals or slightly exceeds (N — 4)/(iV + 4), where rc and ra are 
the cathode and anode radii and N is the number of resonators. The 
end shields may be small if they are located within the anode block and 
must increase in size as the distance above the anode is increased. No 
definite specifications are possible, as the curvature of the magnetic field 
at the ends of the anode also contributes to preventing the escape of the 

electrons. 
It is not surprising in view of these manifold requirements that the 

cathode constitutes a major source of trouble and in nearly all cases is 
the single element that determines the life of the magnetron. 

Oxide cathodes in one form or another have been used in nearly all 
pulsed and many c-w magnetrons. They are used in pulsed magnetrons 
because of their ability to emit very large currents under pulsed operation. 
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They are used in low-power c-w magnetrons because oxide cathodes are 
more efficient emitters and do not involve large heater currents that 
interact with the fixed magnetic field. The usual emission troubles are 
encountered, particularly in very high or very low power magnetrons 
where the back-bombarding electrons are not in the energy range for 
efficient production of secondary electrons. 

In pulsed magnetrons sparking (the generation of bursts of gas) 
is a serious problem. The cathode is probably not wholly responsible 
for this phenomenon, but local vaporization of the oxide coating is 
observed, accompanied by the ejection of small pieces of the coating. 
The cathode is thus presumed to be a major source of trouble. The 
frequency and severity of the sparking is increased at high voltages and 
high-current densities, but extremely low current densities must be used 
to reduce the sparking rate essentially to zero. The emission and 
sparking of oxide cathodes is considered in detail in Part 1 of Chap. 12, 
together with an account of some preliminary investigations on thoria 
cathodes. Part II of Chap. 12 deals with the problems of cathode 
design 

sjtfa. The Space Charge.—An electron in the interaction space of a 
magnetron is acted on by a constant magnetic field parallel to the axis 
of the cathode, a constant radial electric field resulting from the applied 
d-c potential, and the varying electric field extending into the interaction 
space from charges concentrated near the ends of the anode-block 
segments. Under these conditions the electron is part of a space charge 
with extreme variations in density, and the resulting problem is one of 
considerable complexity which is understood only in a qualitative way. 
No analytical expressions relating such quantities as current, d-c voltage, 
r-f voltage, and magnetic field have been obtained. The qualitative 
theory is presented here in outline. A more comprehensive review of 
the whole problem of magnetron electronics is found in Chap. 6. 

Consider the simple case of a single electron in the interaction space 
of a magnetron in the absence of any perturbing r-f fields. In crossed 
magnetic and electric fields, there is a force — eE due to the electric field 
and another, (e/c)v X B, due to the magnetic field, where E and B are 
the electric and magnetic field strengths, e and v are the charge and 
velocity of the electron, and c is the velocity of light. The resulting 
motion shown in Fig. 1-21 is approximately represented by superposing 
a slow rotation around the cathode at nearly constant radius Rq (the Rq 

rotation) and a faster circular motion with a smaller radius r0 (the 
r0 rotation). The resultant of these two motions corresponds roughly 
to the motion of a point on the circumference of a wheel as it rolls around 
a circle somewhat smaller than the cathode in such a way that its center 
moves in a circle of radius Rq. The Speed of the slow Rq rotation is given 
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approximately by the ratio E/B. The fast r0 rotation corresponds to 
the cyclotron frequency and is thus determined by B alone; its angular 
velocity is wo = eB/m. Although the angular velocity of this r& rota¬ 
tion is constant, the magnitude of ro depends on the initial kinetic energy 
of the electron and may vary for a* 
different electrons. The maxi- / \ 
mum distance that any electron _J 
can proceed toward the anode 
(Ro + r0) in the absence of r-f 
oscillations is fixed by the ratio w / \ 
E/B and for good operating con- ^ j S \ < 
ditions is made to be about half of C—• I \ \ / 
the way from cathode to anode. ^—i l /r0 J ^ ,—i 

This description of the path of 'X \ / 7 
a single electron is exact only for /r \ y / S 
the case of small r0 and has little ^ X \ 
significance when normal space- 
charge conditions exist. It is l— I I 
given, as it assists in understand- 
ing the interaction of the electrons Fig. 1*21.— Path followed by a single electron 

,, ,. , , . n ,, in a nonoscillating magnetron. 
with the alternating electric fields. 

In an oscillating magnetron, these electrons pass through the r-f * 
fields, shown in Fig. 1T3, and a change in their velocity results. A' 
somewhat surprising fact is that those electrons which are speeded up 
have their curvature increased and return to the cathode while those 

which are slowed down have their curvature 
reduced and move out toward the anode. 

J_^ v > To make this appear reasonable, consider 
Bey gjr the situation shown in Fig. 1*22. An electron 

Ji c y>E£ moves through crossed, uniform electric and 
B magnetic fields with a velocity v that is normal 

^ Ec to E and £. The force equation under these 
VS=7F conditions is 

Fig. i-22. Paths of elec- where R is the radius of the orbit of the elec¬ 
trons in crossed electric and trons (R is positive for orbits curving down), 
magnetic fields. Where the path of the electrons is a straight line, 

the condition is obtained by letting R = «. Equation (4) then reduces to 

Ec 
v - -g * (5) 

Inspection of Eq. (4) also shows that for v < Ec/B the electromagnetic 
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force will be reduced and the electrons will be deflected in the direction 
of the electric force. For v > Ec/B, the deflection will be in the direction 
of the magnetic force. The deflection that an electron suffers in this 
example when speeded up or slowed down thus corresponds to what 
happens in a magnetron, and it is significant that the operating conditions 
are ones for which v Ec/B. 

The separation of the fast and slow electrons for an actual magnetron 
is shown in Fig. 1-23. Consider an electron at point A at the instant 
for which the fields are as shown. The r-f field at this point tends to 

Fig. 1*23.—Paths followed by electrons in oscillating magnetron. 

speed up the electron. As it speeds up, the curvature of its path is 
increased, and it will move along a path corresponding to the solid line and 
strike the cathode with appreciable energy. This electron is thus 
removed from the space charge and plays no further role in the process 
except perhaps to produce a few secondary electrons from the cathode. 
An electron at point B, however, is in a decelerating r-f electric field. As 
a result of the reduction in its velocity, the curvature is reduced. If 
the frequency of oscillation is appropriate, this electron will always be in a 
decelerating field as it passes before successive anode segments. The 
r-f phase shown in Fig. 1*23 is correct only when electrons A and B are at 
the points indicated. The result is that the electron eventually strikes 
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the anode following a path of the type shown. Because of retardation by 
the r-f field, this electron gives up to the r-f field a large part of the energy 
gained in its fall through the d-c field to the anode. 

Since the electron moves from the cathode to the anode in a very 
small number of oscillations, the condition that the electron keep step 
with the variations of r-f oscillations, in its course around the cathode, 
need not be exactly satisfied. Electrons, once in step with the r-f field, 
remain in this state long enough to get to the anode even if their angular 
velocity is not exactly correct. This explains why the operating condi¬ 
tions of magnetrons are not very critical with respect to the magnetic! 
field, input voltage, or other quantities that might affect the velocity 
of the electrons. 

Appreciable energy is associated with the r0 rotation. This motion 
takes place, however, in a substantially constant r-f field, since the R0 
rotation keeps the electron in step with the variations of the r-f field. 
As a result, the r-f field has little effect on the energy associated with 
the r0 rotation during the last part of the trajectory. 

This qualitative picture shows how those electrons whose initial 
phase relationship is such that the}' absorb energy from the r-f field 
are eliminated at once from the space charge. This is the result of the 
fact that such electrons strike the cathode in the course of the first r0 
period. On the other hand, electrons that leave the cathode at such a 
time and place that they transfer energy to the r-f field continue around 
the cathode in a cycloidal path which expands toward the anode, trans¬ 
ferring to the r-f field the energy that they gain from the d-c field. 

In addition to describing the paths taken by individual electrons in 1 
the interaction space, it is helpful to consider the behavior of the space 
charge as a whole. In the absence of r-f fields, the space charge forms a^ 
rotating cylindrical sheath around the cathode. Under the influence 
of the r-f fields, following the reasoning above, the electrons in this 
space charge that are in an accelerating r-f field travel back toward 
the cathode, while those in a decelerating r-f field travel toward the anode. 
As a result the rotating cylindrical sheath is distorted (for an eight- 
oscillator magnetron) into a smaller cylinder with four spokelike ridges 
running parallel to its axis. The configuration taken by the space 
charge is shown in Fig. 1*24. This space-charge configuration rotates 
with an angular velocity that keeps it in step with the alternating r-f 
charges on the anode segments, and the ends of these spokes may be 
thought of as brushing by the ends of the anode segments and thus 
transferring charge from the cathode to the anode. 

These spokes of space charge are rather narrow and have fairly sharp 
boundaries. This is a consequence of the focusing action of the r-f fields, 
the nature of which may be seen by considering Fig. 1*25. Here one of 
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Fig. 1*25.—Diagram showing focusing action of r-f fields on space charge. 

the space-charge spokes is shown in proper relation to the r-f fields extend¬ 
ing in from the anode segments, and dashed lines show the direction of 
the d-c electric field. Any electron that, due to an excess in angular 
velocity, precedes this rotating spoke would be at a point such as a. 
Here the radial component of the r-f field and the d-c field are in opposi¬ 
tion, and from the relation v = Ec/B its velocity will be reduced, even- 
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tually returning it to the space-charge spoke. The converse is true for 
an electron that lags corresponding to point 6. When the space-charge 
spoke is opposite a segment, the direction of the r-f field is such that this 
focusing action would not take place, but at this moment the intensity 
of the fields is zero, and the net effect of the fields on the rotating space 
charge is to produce the focusing action mentioned. 

The r-f current set up in the oscillators is principally a displace¬ 
ment current produced by this rotating space charge. As the spokes 
of space charge pass in front of an anode segment, a positive charge is 
induced on its surface. Half a period later, this positive charge has 
flowed around the back of the two adjacent oscillators to the two adjacent 
anode segments, and the spoke of the space charge has rotated to a 
position in front of the next anode segment. 

In addition to these displacement currents, conduction currents are 
produced by the flow of electrons from space charge to the anode. These 
electrons, however, arrive at the anode at such a time as to constitute a 
conduction current 90° out of phase with the r-f voltage and thus do not 
contribute energy to the oscillations. 

1-7. D-c Voltage Magnetic-field Relationship.—The concepts dis¬ 
cussed in Secs. 1*4 and T6 lead to a simple expression relating the operat¬ 
ing voltage F, the magnetic field By the wavelength X, and the anode and 
cathode radii, respectively r0 and rc. Again as an example the magnetron 
shown in Fig. 1T0 is chosen. For efficient operation of the magnetron 
V and B must be such that the angular velocity of the electron keeps 
pace with the changes in phase of the resonators. Thus an electron 
must move from a point opposite any segment to a point opposite the 
next in one-half a period. Assuming that the electron is intermediate 
between the cathode and anode this distance is 

2 TT (ra + rc\ 
N\ 2 )’ 

where N is the number of resonators. The velocity must then be 

v 
r(ra + rc) 

% 
; 

where / is the frequency of the magnetron. Introducing the mode 
number 

v = 

and \o 

vc(ra 4* rc) 

f?\o 

c 

1 
(6) 
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From Eq. (5) the velocity of the electron is given by v = Ec/B\ and if 
one makes the simplifying assumption that the field E is given by the 
relation E =? V/(ra — rc), 

„ = 
B(ra — r.) 

Equating (6) and (7) gives 

V = 
7T 

n\ o 
(rj - rl)B. (8) 

If this problem is solved rigorously, Eq. (8) becomes 

v - ss « - ■» (B 2*mc r2\ 
en\ o 7 (9) 

which is of the same form as Eq. (3), Sec. 1*1, developed by Posthumus. 
Equation (9) reduces to 

V volts = (r\ — r*) ( 
n0 \ 

B 
10.600 

n0 > (10) 

This voltage (which is a linear function of B) is known as the Hartree 
voltage after Hartree1 who developed this theory. This voltage is that 
at which oscillations should start provided at the same time that B is 
sufficiently large so that the undistorted space charge does not extend 
to the anode. 

Figure T26, which is known as a Hartree diagram, explains the 
situation. This is a plot of Eq. (10) together with that of the Hull 
cutoff parabola given by Eq. (2). This diagram is based on the mag¬ 
netron shown in Fig. 1T0. To the left of the cutoff parabola no oscil¬ 
lations occur as ordinary anode current is drawn. To the right of this 
parabola no current flows unless oscillations exist to distort the space 
charge until it touches the anode. This distortion is dependent on the 
existence of the proper electron velocities just discussed, and therefore 
current flows only when V and B correspond to a point near one of the 
straight lines representing the different values of n. Note that as n 
decreases, the electron must travel a greater distance around the cathode 
in one period and thus a larger E/B is required. This is evident from 
the (n = 3)- and (n = 2)-lines whose position was calculated assuming 
the same wavelengths as the (n = 4)-mode. Considerable departure 
from these lines is observed experimentally as a result of drawing large 
currents. The dotted lines above and parallel to the (n = 4)-line show 
the order of magnitude of this effect for different currents. 

Important relationships among X, V, B, and ra can be obtained from 
the formula for the cutoff parabola Eq. (3) and the Hartree resonance 
formula Eq. (10). Assuming a constant ratio rc/ra, consider the effect 

1 Hartree, CVD Report. 
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Fig 1 27 —An array of anode blocks of different wavelength and power output Top 
row 10-cm, pulse power 2500 to 0 1 kw, second row 3 2 cm, pulse power 600 to 0.025 kw; 
single block and insert 1 25 cm, 80 kw 
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of keeping B and X fixed and varying ra- In Eq. (9), V is proportional 
to rj, so that operating conditions remain unchanged if the operating 

voltage is increased proportional to the square of the anode radius. 
This relationship is illustrated in Fig. 1-27. The upper row are all 10-cm 
anode blocks which have operating voltages of 50, 25, 15, 5, and 1 kv, 
respectively. The reduction in anode diameter with voltage is evident, 
although the number of resonators is not the same for all of these blocks 
and some allowance must be made on this account. The second row 
shows a corresponding series of 3.2-cm anode blocks whose operations 
voltages are 30, 20, 5, and 2.5 kv. 

It may be seen from the same equations that if V is kept constant, 
ra must vary roughly as X0 and B as 1/X0 in order to preserve equivalent 
operating conditions. A simplified proof of these relationships is possible, 
neglecting the final term in Eq. (10) which, in general, is small compared 
with B the product (r* — r*)B ~ X. Since rjrc is assumed constant, 
r2aB ~ X and from Eq. (3) Sec. 1 

raB — const. 

Combining the two proportionalities gives the static proportionalities 

Two major difficulties in making very short wavelength magnetrons 
are inherent in these expressions: The cathode and anode become exces¬ 
sively small, and the requirements for magnetic fields excessively high. 

1*8. Component Modes.—In Sec. 1*4 the modes of the resonant 
system are discussed; and if longitudinal oscillations are excluded, the 
number of these modes is stated to be A — 1, each of which is charac¬ 
terized by a certain field distribution and frequency. The most effi¬ 
cient process is based on the equality of the angular velocities of the 
rotating space charge and rotating r-f fields. Another possibility is 
the excitation of a mode by the interaction of the space charge with 
one of the components of the r-f field rotating less rapidly than the 
fundamental. 

These components of the fundamental mode patterns are associated 
with the fact that the variation in intensity of the r-f field around the 
anode is not sinusoidal. The nonsinusoidal spatial variation can be 
represented by a sum of Fourier terms, each of which corresponds to a 
closed rotating wave containing a number of cycles, or complete periods, 
different from the fundamental and rotating with a different velocity. 
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These components are limited, according to Hartree,1 to those which 
contain a number of complete periods around the circumference, given 
by the relationship 

7 = n + mNj (11) 

where m is a whole number, n the mode number of the fundamental, 
and N the number of resonators. The angular velocity of these compo¬ 
nents is given by 

(12) 

where / is the frequency. Equation (11) applies only to the case of the 
symmetric anode block, whether it is strapped or not. 

These components have a physical significance. If the electrons 
forming the undistorted space charge have angular velocities close to 
that of one of these components, the effect of the r-f field will be cumula¬ 
tive and the space charge will be distorted into the form shown in Fig. 
1-24, but with a number of spokes equal to 7. The field of the compo¬ 
nents (or fundamental) that have a different angular velocity will not 
remain in phase with the electrons, and its effect will average out after 
a few cycles. 

Table IT shows the values of 7 for the important components of the 
four modes of an eight-resonator magnetron. Negative values of 7 mean 
that the component is rotating in a direction opposite to the fundamental 
and values of 7 for m = 0 correspond to the fundamental field pattern 
of the modes. 

Table 1-1.—Values of y (Number of Cycles) for Certain Components of the 

Four Principal Modes of an Eight-resonator Magnetron 

Since for every value of n there is a fundamental rotating in both 
directions, producing the familiar standing-wave pattern, there are two 

1 Hartree, CVD Report. 
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complete sets of components each rotating in opposite directions. This 
is implied by the ± sign in Eq. (12). 

Although the number of components is infinite, only values of y 
for ±w up to 2 are given, since higher values are of no practical impor¬ 
tance. Actually, mode excitation in the case of symmetric resonant 
systems has been observed only for the (m = — l)-component. The 
unimportance of higher m values is probably due to the fact that they 
are necessarily associated with large values of |t| and that the falling 
off in intensity of these components is proportional to (r/ra)y. Moreover 
large y values give rise to values for the 7X product considerably larger 
than that of the 7r-mode and require different operating conditions. 

The nomenclature y/n/N has been adopted to designate first the y 
component responsible for the excitation of the mode number n in a 
magnetron having N oscillators. Thus the 7r-mode in an eight-oscillator 
magnetron, when excited through its fundamental, is represented by the 
symbol 4/4/8, and the (n = 3)-mode when excited by its fundamental by 
3/3/8. If the (n = 3)-mode is excited through the (7 = -^-compo¬ 
nent, it is designated by 5/3/8. The 3/3/8 and 3/5/8 modes have 
identical frequencies and r-f characteristics. 

In unstrapped magnetrons and less frequently in strapped magnetrons 
component excitation of unwanted modes is a source of considerable 
trouble. Difficulties are most likely to arise when the product 7X for 
the 7r-mode and an unwanted mode are nearly equal, as under these 
conditions both have the same angular velocity and may be excited by 
the same rotating space charge. The 2J32 (Fig. 110) is a good example. 
This tube has a tendency to oscillate during occasional pulses in the 5/3/8 
mode. It is significant, however, that increased strapping of this tube, 
which decreases the wavelength of the (n = 3)-resonance with respect 
to the (n = 4)-resonance, resulted in mode changing by making the 
7X's for the two modes more nearly equal. This problem is considered 
in detail in Chap. 8. 

In rising-sun magnetrons an extension of these principles must be 
made due to the two sets of resonators. The mode spectrum (Fig. 
1*18) shows that the coupling between these two sets of resonators is 
small except for the ir-mode and (in considering the interaction of the 
field components of the modes with the space charge) that the modes 
associated with large and small sets can practically be treated separately 
as though each consisted of a resonant system consisting of N/2 oscilla¬ 
tors. Equation (1) then becomes 

y = n ± (13) 

When applying this relationship to the long- and short-wavelength 
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group shown in Fig. 1*18, the resonances marked n = 8, 7, 6, 5, 4 should 
be assigned the values nr = 1, 2, 3, 4, respectively. Table 1-2 gives 
the values of y for significant m1 s for a typical rising-sun magnetron 
shown in Fig. 1*17 having 18 oscillators. Both long- and short-wave- 

Table 1-2.—Values of y from Eq. 3 for Rising-sun Magnetron with N — 18 

m 
n or n' 

1 2 3 4 

0 1 2 3 4 
-1 -8 -7 -6 i -5 
+ 1 10 11 12 13 
-2 -17 -16 -15 -14 
+2 + 19 -f-20 

1 
1 

+23 

! 

+22 

length resonances aie 'observed to compete with (n = 9)- or ir-mode 
operation. 

Excitation of the long-wavelength resonances occurs through the 
(m = — l)-component, as these give y values such that the y\’& may be 
close to the value of 7X for the 7r-mode (the X’s are larger, and the 7 
smaller). From Table 1*2 it is seen that components for values of m 
other than m = — 1 need not be considered, as the 7X product will not 
be close to the 7X for the 7r-mode for the longer-wavelength set. 

Excitation of the short-wavelength resonances can, on 7X product 
consideration, occur through the (m = + l)-component. Here the y\ 
product may approximate that of the 7r-mode, since the X’s are shorter 
and the 7’s larger than the 7r-mode values. Actually only the components 
of (n' = l)-mode have ever been observed to interfere with 7r-mode 
operation. 

The theoretical basis for these results is found in Sec. 3*2, and its 
application to practical magnetron design is considered in Sec. 11-6. 

1*9. Efficiency and Frequency Stability.—The uses to which a magne¬ 
tron is put are usually such that it is desirable to attain both high effi¬ 
ciency and high-frequency stability against changes in load and changes 
in input conditions. These objectives are not consistent, and most 
magnetrons represent a compromise between efficiency and stability 
that depends on the particular application. The problem is a most 
important one in magnetron design. 

For any given frequency, a variety of oscillator configurations is 
possible corresponding to different oscillator impedances of L/C ratios, 
and the efficiency and frequency stability desired determine the proper 
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oscillator impedance to use. Figure l-28 shows three forms of oscillators 

arranged in order of increasing impedance.1 

The efficiency y with which a magnetron converts the input power 
into r-f power at the output (cathode power is excluded) is given by 
tj = (power input—losses) /power input. The losses arise from the 

Fig. 1*28.—Three common types of magnetron cavities: (a) slot; (6) hole and slot; (c) vane. 

bombardment of the anode by the electrons and from the circulating r-f 
currents producing PR losses in the copper and other materials. To 
distinguish these two sources of energy loss it is customary to express the 
over-all efficiency 17 of a magnetron as the product of the electronic; 
efficiency rje and circuit efficiency rjc or rj = rjerjc. The electronic efficiency 

is defined as the fraction of the 
input power that is converted into 
r-f power within the anode block, 
and the circuit efficiency is the 
fraction of this r-f power which is 
transmitted to the load. The prob¬ 
lem of high efficiency may then 
be restated as one of making the 
product rjcVe a maximum. 

Both rje and rje are affected by 
the impedance of the oscillators, 
but in different ways. The circuit 
efficiency rjc is highest in high-im¬ 

pedance oscillators such as shown in Fig. T28c, since the circulating cur¬ 
rents are less. In Chap. 4 it is seen that the electronic efficiency rje depends 
on the r-f voltage across the oscillator gaps in such a way that maximum 17, 
occurs at a lower r-f voltage than can usually be obtained in actual 
operation, and the problem of increasing rje is therefore one of reducing 
the r-f voltage for a given power output. The r-f voltage can be reduced 
either by decreasing the oscillator impedance (decreasing L/C) or by* 
coupling the system strongly to the load so as to reduce the amount 

1 It should be remarked that the straps of a magnetron also affect the oscillator 
impedance, but for the sake of brevity they are not considered here. 

Fig. 1*29.—Efficiencies as a function of 
oscillator impedance ye. 
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of stored energy. The most efficient oscillator configuration is that 
compromise between a high-impedance oscillator giving high rje and a low- 
impedance oscillator giving high rje which gives a maximum ijcrje. In 
Fig. 1*29 two curves show the manner in which r?c and rje vary with 
oscillator impedance. A third curve shows how ij varies, and the opti¬ 
mum impedance is indicated by P. 

Increasing the loading of the magnetron generally increases its 
efficiency. Only rarely can the loading be made so heavy that a decrease 
in efficiency results because the r-f voltage is reduced below the optimum 
value. It is usually necessary to place a lower limit on the frequency 
stability, and this requirement alters both the loading and resonator 
impedance values corresponding to maximum efficiency. Heavy 
loading means closer coupling between load and magnetron, and this 
makes the magnetron more sensitive to load changes; in other words, 
it reduces the frequency stability. A high-impedance oscillator also 
has less stability against load changes than a low-impedance one. The 
determination of the oscillator impedance and loading to satisfy given 
requirements for frequency stability and provide maximum efficiency 
is given in Chap. 10. 

In addition to providing resonators with the proper frequency and 
impedance, the anode block should provide suitable mode separation, 
reasonably uniform r-f voltages across the different gaps, and adequate 
thermal conduction away from the anode surface and have a configuration 
that it is possible to construct. 

Further interpretation of the Hartree diagram is made in the following 
section in connection with a discussion of performance charts. 

1-10. Performance Charts and Rieke Diagrams.—For the interpreta¬ 
tion of microwave magnetron performance it is necessary to make 
observations that are not usually made at lower frequencies with con¬ 
ventional types of tubes. The reasons for this are that at the frequencies 
considered the concept of lumped circuit constants breaks down and also 
because the magnetron is inseparable from its oscillating circuits. As a 
result of experience, particularly with pulsed magnetrons, it has been 
found convenient to present operational data by means of two charts 
discussed here. 

Four parameters determine the operation of a magnetron: two asso¬ 
ciated with the input circuit and two with the output circuit. A typical 
set is the magnetic field ^current 7, the conductance (?, and susceptance 

Oi£ associated with the r-f load on the magnetron. The observed quanti¬ 
ties are three in number, usually power P, wavelength X, and voltage V. 
The problem of presenting these observed quantities in terms of the four 
parameters is greatly simplified by the fact that the input and output 
parameters operate nearly independently of each other. Thus, it is 
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possible to keep G and B (the load) fixed and study the effect of H and I 
on P, X, and V with the assurance that the nature of the results will not 
be greatly altered by changes in G and B. Conversely, H and I (the 
input) may be fixed, and the effect of G and B on P, X, and V observed. 
The “performance chart” shows the relationship among H, /, V, P, 
and X for constant load, and the “ Rieke diagram ” shows the relationships 
among (?, B, P, X, and V for constant I. 

Performance Charts.—Figure 1 -30 is a performance chart for a typical 
pulsed magnetron (4J31) with a frequency of about 2800 Mc/sec. 

0 10 20 30 40 50 60 70 80 
Current in amperes 

Fig. 1*30.—Typical performance chart of a magnetron (4J31). 

It has been customary to plot V in kilovolts along the ordinate and 
current I in amperes along the abscissa. On such a graph the lines of 
constant H appear as more or less parallel lines which slope upward to 
the right. Thus (referring to Fig. I-30) if the magnetron is operated at a 
constant magnetic field, say 2100 gauss, the relations of voltage and cur¬ 
rent are given by points on the H = 2100 gauss line (at 20 kv, the current 
drawn will be 48 amp). 

On the same chart are plotted the lines of constant power output. 
These are the solid lines the form of which suggests hyperbolas; they 
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show the pulse r-f power that is obtained under varying input conditions. 
Thus at 20 kv and 48 amp, the power output is 470 kw. This same 
power can also be obtained at 25 kv and 30 amp with a magnetic field a 
little less than 2700 gauss. Curves of constant efficiency, obtained 
directly from the above data, are added. These are the dotted lines 
looping up and to the right on the diagram. 

It is possible to add to this chart lines of constant frequency, so that 
the variation of frequency with input parameters may be studied. This 
information is useful in establishing limits on the variation of current 
during a pulse. The dashed lines are contours of constant frequency. 
In this case, they are nearly parallel to the lines of constant magnetic 
field, an ideal condition, since changes in current produce no change in 
frequency. 

Many of the features of a performance chart can be interpreted in 
terms of the qualitative electronic theory (Sec. 1*7) and in terms of a 
Hartree diagram such as shown in Fig. 1-26. If the efficiency of a 
magnetron were independent of V and /, the contours would be hyper¬ 
bolas asymptotic to the V and / axis. Inspection of Fig. 10*16 shows 
that to a first approximation this is the case. But it is the departure 
from this condition which is of interest and must be explained in terms 
of the variation in the efficiency as revealed by the performance chart. 
A simplified and somewhat idealized performance chart is shown in 
Fig. 1*31 which shows only contours of constant magnetic field and 
constant efficiency for a typical strapped magnetron. Performance 
charts for rising-sun magnetrons differ in having a distinct drop in 
efficiency at magnetic fields which by Eq. (1) result in a cyclotron fre¬ 
quency close to the operating frequency. This characteristic of rising- 
sun magnetrons is discussed in detail in Chap. 3. 

Performance charts for different types of strapped magnetrons show 
considerable divergence, and Fig. 1*31 has been idealized to show only 
those features which are common to most performance charts. 
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1. Except for very low currents, increasing the current I while 
keeping B constant results in a decrease in efficiency. In Fig. 
1-26 this corresponds to moving up from the n = 4 Hartree line 

toward cutoff. 
2. Decreasing the magnetic field at constant current results in a 

decrease in efficiency. In Fig. 1*26 this corresponds to moving 
along the n = 4 Hartree line toward cutoff. From this it is 
clear that on the Hartree diagram electronic efficiency is increased 
if V and B correspond to points that are both near the Hartree 
line and far from cutoff. All magnetrons, the operation of which 
appears normal, support this conclusion. Accordingly, magnetrons 
are designed to operate at relatively high magnetic fields which 
correspond to points far from cutoff. 

3. A drop in efficiency at very small currents which is indicated by a 
curving up of the line of constant efficiencies at the extreme left 
of Fig. 1-31. This is probably due to unproductive leakage current 
from the cathode. This falling off in efficiency is usually accom¬ 
panied by a drooping of the lines of constant B as shown in Fig. 
1*31. 

These are the three most general features shown by performance 
charts. An inspection of those given in Chap. 19 will reveal many 
unusual configurations which are not capable of explanation. 

Rieke Diagram.—The performance of a magnetron in terms of its 
output parameters, or r-f loading, is conveniently presented on a Rieke 
diagram. It would appear useful to express the r-f loading in terms cf 
the resistance and reactance presented to the magnetron at the output 
loop. Since these quantities are difficult to determine experimentally, 
the Rieke diagram is in terms of quantities that can be obtained with ease 
experimentally. At microwave frequencies, it is customary to determine 
the constants of a load by observing the phase and magnitude of the 
standing waves set up by it, and the Rieke diagram is designed to use 
these experimental data directly. The desired range of r-f loading is 
obtained by adjusting a tuner until the desired phase and standing-wave 
ratio is indicated by a sliding pickup probe such as shown in Fig. 18-4. 
The standing-wave ratio is transformed into a reflection coefficient K by 
the relation K = (1 — p)/( 1 + p) and K and $ used as coordinates of a 
polar diagram. This is known as the Smith1 % chart, and the Rieke 
diagram is obtained by measuring the power output, frequency, and 
voltage at constant H and V for enough points on this chart to construct 
contours for these quantities. Such a diagram is shown in Fig. 1*32. 
Inspection of the Rieke diagrams given in Chap. 19 will show considerable 

1 P. H, Smith, Electronics, 12, 29 (1939). 
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variation in their form; but as in the case of performance charts, certain 
features are exhibited by all of them. 

Referring again to Fig. 1*32, it is seen that the power contours 
approximate one set of circles tangent at one point on the (K = l)-circle, 
and it is significant that on a Smith chart the contours of constant load 
conductance are, indeed, such circles. The frequency contours are seen 
to approximate sections of a second set of circles which are everywhere 
perpendicular to the first set and are tangent at the same point. Again 

Frequency of 0 Me contour=9375 Me/sec 
Fig. 1 *32.— Typical Rieke diagram (725). 

it is significant that on a Smith chart the contours of constant susceptance 
correspond to this second set of circles. 

The comprehensive treatment of the Rieke diagram is found in 

Sec. 7-5. 
Rieke diagrams provide information of considerable importance to 

magnetron designers and users. They are usually furnished as operating 
data, together with performance charts, by magnetron manufacturers 

for every type of tube. 
As an example of their usefulness consider the effect of a mismatch 

in the magnetron's output. Assume that a reflection coefficient of 
0.4 (p = 2.3) exists, and suppose further that the phase of this mismatch 
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at the magnetron is such that the voltage minimum corresponds to point 
A (Fig. 1-32). The result will be a power output for the specified input 
conditions of about 50 kw. If the phase of the reflection is changed, 
say by increasing the line length between the magnetron and the mis¬ 
match until point B is reached, the power output falls to 33 kw. The 
efficiency of the magnetron at point A is thus 50 per cent greater, but 
operation at this loading may be unsatisfactory for reasons of stability. 
As representative of a general class of load instability, consider the 
effect of a change in phase angle about the loading A of ±7.5° (arrows) 
that might result from the turning of an imperfect rotary joint. The 
power output will be essentially unaltered, but a maximum change in 
frequency of 10 Mc/sec occurs. At point B, however, corresponding to 
light loading, a phase shift of ±7.5° results in only a 3-Mc/sec frequency 
shift. In radar systems or in other applications where frequency stability 
is required under conditions of changing load, a compromise must be 
made between’efficiency and frequency stability on the basis of Rieke 
diagrams. Magnetrons are usually designed with an output coupling 
such that the center of the Rieke diagram, which corresponds to a 
matched load, represents a reasonable compromise between efficiency 
and frequency stability. 

It is possible to adjust the loading on the magnetron to any reasonable 
value by the suitable use of r-f transformers in the output line. As an 
example, suppose that it is desirable to operate the magnetron repre¬ 
sented by Fig. 1*32 at a point of high efficiency and low-frequency 
stability corresponding to point A. This can be accomplished by intro¬ 
ducing a transformer that sets up a 2 to 1 VSWR and making its distance 
from the magnetron such that the phase of this VSWR corresponds to 
point A. By moving this transformer along the line in either direction 
one-quarter wavelength, operation corresponding to point B can be 
obtained. 

1*11. Pulsed Magnetrons.—The most outstanding characteristic of 
microwave magnetrons is their extremely high pulse-power output which 
is over one thousand times the best c-w output at the same frequency. 
These high powers are due mainly to three factors. 

1. The electronics of the magnetron are such that high efficiencies 
persist at very high levels of power. 

2. The oxide cathode under pulsed conditions yields currents one 
hundred times that obtained under d-c conditions. 

3. The procedure of pulsing at very small duty ratios has largely 
eliminated the problem of anode dissipation. 

Because of these factors and intensive development as a result of the 
war effort magnetrons with frequencies up to 25,000 Mc/sec and pulse- 
power outputs from 0.02 to 2500 kw are available. 
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These high-pulsed powers together with the discovery of high-pulsed 
emission from oxide cathodes are examples of the many advances that 
have resulted from the introduction of pulsed techniques. From the 
standpoint of magnetron operation, however, pulsing also introduces 
certain problems. The most serious one is the buildup of oscillations 
from noise to full power that must occur reliably for every pulse in a time 
that may be as short as 10""8 sec. Failure of the buildup to occur results 
in misfiring or mode changing, a phenomenon exhibited by essentially 
all magnetrons under certain conditions. 

The explanation of mode changing is extremely involved, as the 
buildup of oscillations in a desired mode depends on a large number of 
factors, many of which are interrelated. The more important factors are 

1. Rate of rise of voltage pulse. 
2. Rate of buildup of oscillations in desired mode and undesired 

modes which involves the loading of the various modes and the 
noise level from which they start. 

3. Voltage and current range over which oscillations in the desired 
mode and undesired modes may persist. 

4. Impedance of the pulser. 

As an example of the interrelation of these factors consider a particular 
kind of misfiring that results when the pulse voltage reaches and exceeds 
the limits within which oscillations can start before oscillations can 
build up. Misfiring or mode changing will then be more likely to occur 
when the rate of rise of the pulse is fast, when the voltage range over 
which oscillations can occur is small, and when the impedance of the 
pulser is high, since a high-impedance pulser means a higher no-load 
voltage for a given operating current and voltage. This example is a 
simple one, and in practice the solution of a particular problem of mis¬ 
firing or mode changing will involve the transient characteristics of the 
pulser as well as the transient characteristics of the magnetron and the 
reactions of the pulser and magnetron on each other. The theory of 
transient behavior is given in Chap. 8, but the problem is such a compli¬ 
cated one that it can sometimes be used only as a guide to the experi¬ 
mental elimination of trouble. 

The demands of microwave radar resulted in a rather extensive 
development of magnetrons the frequencies of which are concentrated 
more or less into four bands. Figure 1-33 shows on a logarithmic chart 
the frequency and peak power of magnetrons that have been produced 
in appreciable numbers and thus constitute well-tested designs. Produc¬ 
tion magnetrons are identified by their RMA type numbers, and experi¬ 
mental ones by the designation assigned to them in the laboratory where 
they were developed. 
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From this chart it is seen that the maximum pulse power increases 
with the wavelength.1 If this power is limited by either cathode emission 
or voltage breakdown within the tube, the maximum pulsed power would 
vary as X2 for comparable designs. 

A summary of the more important characteristics of pulsed mag¬ 
netrons in several wavelength bands is given in Table 1*3. These data 
refer to magnetrons in production and do not represent the limits reached 

Table 1*3.—Summary of Characteristics of Representative Magnetrons in 

Certain Wavelength Bands (1945) 

Wave¬ 
length 
band, 

cm 

Power 
level 

RMA 

type 

Average 

power 

output, 
watts 

Pulse 
power 

output, 
kw 

Input 
voltage, 

kv 

Input 
imped¬ 

ance, 
ohms 

Maximum 
pulse 

length, 

sec 

30 4J21 800 800 25.0 500 6.0 

in / High 4J39 600 1000 30.0 400 2.5 
JLU 

l Low 2J39 100 10 5.0 1000 2.0 

Q Q r High 4J50 500 250 20.0 700 5.0 
o.c 

\ Low 2J41 3 1000 2.5 1500 0.5 
1.25 3J21 50 50 15.0 1000 0.5 

in experimental tubes. The figures for maximum pulse length should 
not be taken too literally, as the input power affects the maximum pulse 
length at which stable operation can be obtained. 

(a) (6) 

Fig. 1*34.—Maximum pulsed-power output and efficiency for magnetrons developed 
up to 1946. 

Detailed information on the construction and operation of most of 
these tubes is given in Chap. 19. 

1 An exception to this are the magnetrons in the 1000- to 1500-Mc/sec range 
whose pulse power is not so high as might be expected. This situation results from 
a lack of need for very high powers in this wavelength range. 
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This information reflects the status of pulsed magnetrons only up to 
the year 1946, and it is interesting to speculate on future trends. Figure 
l*34a shows the highest pulsed power obtained from experimental 
magnetrons at three wavelengths bands for the years 1940 to 1945, and 
Fig. 1*346 shows the efficiency of these tubes during the same period. 
From Fig. l*34a it must be concluded that this design of high-frequency 
generator has not been fully exploited as far as maximum power output 
is concerned, since the curves show that the power obtained is roughly 
proportional to the integrated effort put into development. The leveling 
off of the 10-cm curve results from a cessation of work in this band, while 
the increase in the 3.2- and 1.20-cm curves reflects continued effort by 
the Columbia University Radiation Laboratory. Figure 1*346 indicates 
that the efficiency of magnetrons as they are now designed is reaching a 
limit, as the curves for all three bands have leveled off. 



PART I 

RESONANT SYSTEMS 
The description of a microwave magnetron given in Chap. 1 has shown 

that the device may be naturally analyzed into three parts which differ 
in function. These are the electron stream, the resonant system, and 
the output circuit. The electron stream, flowing in crossed magnetic 
and electric fields, interacts with that part of the field of the resonators 
which penetrates the interaction space in such a way that energy is 
continually abstracted from the electrons to appear as electromagnetic 
energy in the resonant system. The principal function of the resonant 
system is to serve as a frequency-determining element. It accomplishes 
this by storing the energy received from the electrons over a large 
number of cycles. It may be thought of as a filter circuit with a narrow 
pass band which allows only the frequency component in the electron 
stream that is of interest to be transmitted. Finally the output circuit 
constitutes a coupling path between the electron stream and an external 
load. The properties of this transmission path are so arranged that the 
r-f voltages which the electron stream encounters are suitable for efficient 
power transfer. 

The purpose of the four following chapters is to discuss some of the 
fundamental electromagnetic properties of the resonant system and of 
the output circuit. The simplest feature common to all resonant systems 
used in multisegment magnetrons is that they should be capable of being 
fed from a series of slots in a cylindrical anode, parallel to the axis of the 
cylinder. Systems filling this requirement may be devised in great 
variety; in practice, three such schemes have been used almost exclu¬ 
sively. These are the unstrapped system, the strapped system, and the 
alternating unstrapped, or rising-sun, system, in order of historical 
development. 

The unstrapped system consists of a series of identical resonators 
between which the only coupling is that provided by the electromagnetic 
fields in the interaction space and in the end spaces. The alternating 
unstrapped system also utilizes these coupling paths, but alternate 
resonators are of two different kinds. The strapped resonator system, 
on the other hand, has a system of identical resonators, but a special 
coupling link is provided between each pair of neighboring resonators. 
The following discussion will deal exclusively with these three types of 

47 



48 RESONANT SYSTEMS 

resonant systems. In the practical design of magnetrons the unstrapped 
system has been superseded by the other types, although it was his¬ 
torically the first to be used. It may, however, be discussed theoretically 
rather completely, and in the analysis a number of concepts are brought 
out that are essential to the understanding of the rising-sun and strapped 
systems. It is possible to discuss unstrapped systems fairly rigorously by 
electromagnetic field theory, but the greater complexity of strapped 
structures requires the use of a more intuitive approach by the use of 
equivalent circuits. 

The type of information sought in each case is essentially the same. 
The fields in the interactions space, the mode spectrum of the resonant 
system, and its dependence upon the dimensional parameters are found, 
and a number of circuit constants of interest in the electron-field inter¬ 
action or in the oscillator-load coupling are derived for the three cases. 
The discussion does not take up specific problems in the design of reso¬ 
nator systems, a topic that is extensively discussed in Chaps. 10 and 11; 
instead, attention is concentrated on features of the three systems that 
are of importance in over-all design. 

In the chapter devoted to the output circuit, the latter is considered 
primarily as a transducer the function of which is to convert the imped¬ 
ance of an external load to such a level within the magnetron that the 
electron stream encounters r-f voltages such that it delivers power 
efficiently. An account of transducer theory adequate for the needs 
of the problem is given, and various classes of output circuit are considered 
in some detail. 



CHAPTER 2 

THE UNSTRAPPED RESONANT SYSTEM 

By N. Kroll 

The unstrapped resonant system shown in Fig. 2Ta was one of the 
first systems developed for microwave multiresonator magnetrons. 
Figures 2T b and c show variations of this early design. These anode 
blocks consist of an anode divided into a number of equal segments con¬ 
nected by identical resonators. These resonators are referred to as “side 
resonators” or “side cavities.” Various shapes of side cavities are 
possible; those shown in Fig. 2T are the ones most commonly used. 
Although the unstrapped resonant system is now almost obsolete, a 

careful discussion of it is worth while for two reasons. (1) Many concepts 
that are used in the discussion of the more complicated systems are 
based on those developed for this system. (2) The problems that arise 
in the analysis of resonant systems and the possible methods for solving 
them are seen in their simplest form in the study of the unstrapped 
system. 

2*1. The Magnetron Cavity as a Circuit Problem.—The interior of 
the magnetron (anode block, interaction space, and end spaces) can be 
thought of as constituting a cavity resonator of complicated geometry. 
It is a well-known fact that such a resonator has an infinite number of 
resonant frequencies and a particular field distribution associated with 
each one. The rigorous method of solving these problems is to find 
a solution of Maxwell’s equations that behaves properly at the boundaries. 
However, because such a solution can ordinarily be found for only the 
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simplest geometries, it will be necessary to employ circuit analogies and 
approximate methods that use simplified geometry and simplified bound¬ 

ary conditions. 
The problem will be simplified 

by making certain restrictive 
assumptions concerning the dis¬ 
tributions of charge, current, and 
field. Consequently the solution 
will contain only those modes 
which approximately satisfy the 
assumed conditions and will not 
contain the complete set of reso¬ 
nances. In addition, of course, 
these assumptions introduce some 
error in the resonances found. 

The most interesting modes are 
those with which the electrons can 
couple, according to the scheme 
described in Chap. 1. They re¬ 
quire strong electric field lines 
going from anode segment to anode 
segment with little axial variation 

of field. Thus, the initial assumptions are that the electric field be trans¬ 
verse and that there be no axial variation of field. It then follows, as 
shown in Sec. 2-5, that the magnetic field is axial and has no axial varia¬ 
tion (see Fig. 2*2). 

On the basis of the preceding assump¬ 
tions the equivalent circuit representa¬ 
tion shown in Fig. 2*3 is possible. The 
circuit elements representing the side 
resonators are labeled Yr; A is a sym¬ 
metric network with N pairs of terminals 
and represents the interaction space. 
Such a representation requires that an 
impedance or admittance at the various 
terminals be defined. Figure 2*2 shows 
the situation at a side resonator. The 
voltage at the terminals can be defined 

as JA E • ds; evidently the voltage so 

defined will be dependent upon the path (assumed to be in a plane 
perpendicular to the axis) of integration. This ambiguity, however, 
will be of no significance if the path used for the computation of the 

(2) 

Fig. 2*3.—Circuit representation of 
the unstrapped resonant system. 

Fig. 2-2.—Typical orientation of electric 
and magnetic fields in the side resonator of a 
magnetron. Solid lines indicate electric 
field; dotted lines indicate magnetic field. 
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admittance of a side resonator coincides with that used for the computa¬ 
tion of the admittance of the interaction space.1 The voltage so obtained 
has no axial variation. Inasmuch as the magnetic field is axial, the 
current is entirely transverse and is given by the magnetic field at the 
terminals A and B multiplied by the length of the anode h. Using 
current I and voltage V as defined above one might take for the admit¬ 
tance Y = J/F. 

There are, however, other possibilities. One can write 

Y yy* -yt’ 

where P* is the complex conjugate of the complex power (defined as 
J-F/*).2 The complex power can also be written in terms of the Poynting 
vector 

1>-'J EX K* nda, 

which suggests for the admittance 

h [BE*XK nds 
Y — _IA_ _ " i/>*r a) 

uhere the path of integration is the same for the two integrals. The 
expression, i/E X H* • n da, depends upon the surface over which the 
integration is performed and will, in general, differ from %VI*. Conse¬ 
quently, the two expressions for admittance will differ; and for reasons 
to be given in Sec. 2-5, the latter expression is the one that will be used. 

Because end-space effects are small in many applications, they have 
been completely ignored in the suggested equivalent circuit. There 
are, however, certain applications for which end-space effects are 
important. These will be discussed in Sec. 2*8. 

The problem has now been reduced to the investigation of the circuit 
properties of the side cavities and of the interaction space. More specifi¬ 
cally, it is necessary to calculate the admittance of the side resonators 
as a function of frequency. It is also necessary to calculate the admit¬ 
tance of the interaction space at any pair of terminals as a function of 
frequency, with proper restrictions on the admittances seen at the other 
(N — 1) pairs of terminals^ 

Two different approaches will be used. The first consists of represent¬ 
ing each circuit element by a lumped-cqnstant network. The magnitude 

1 In order to obtain manageable expressions one often finds it necessary to have 
the paths coincide only approximately. 

* V and 7 are the peak rather than the rms values of voltage and current. 
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of the constants of the network must ordinarily be determined experi¬ 
mentally. The choice of network is at best an intelligent estimate so 
that the over-all results are ordinarily only semiquantitative. This 
method, however, has the advantage of simplicity and serves to introduce 
some important concepts. The second approach involves the calcula¬ 
tion of the distribution of electric and magnetic field from which the 
admittance can be calculated. The main advantages are (1) more 
accurate results, with no need for guessing networks or for experimental 
evaluation of parameters, (2) the fact that the field distribution is part 
of the result. 

2*2. Equivalent Network for the Side Resonators.—A simple parallel- 
resonant circuit (Fig. 2-4) will serve as an equivalent network for the side 
resonators. The admittance is given by the well-known formula 

j[o)C — (1/wL)]. The values for the induct¬ 
ance and capacitance can be chosen to give 
the correct value for the resonant frequency 

o)o = l/VTC and the correct admittance at 
one other frequency. If the range is 
limited, the intermediate values will be 
fairly accurate. It is to be noted that there 
is no resistance in the circuit. In all fre¬ 
quency and field calculations resistive losses 
will be neglected on the assumption that the 

walls are of perfectly conducting material. Actually, the conductivity 
of^materials used is so high as to make errors resulting from this assump¬ 
tion negligible in comparison with others already introduced. 

2*3. Equivalent Network for the Interaction Space.—The interaction 
space is represented by the network in Fig. 2*5. This network takes into 
account capacitance between the anode segments and the cathode. It 
ignores all inductive effects and capacitive effects among anode segments. 
It should be most nearly correct when the anode circumference is small 
compared with the wavelength and the distance between cathode and 
anode is small compared with the width of the anode segments. (These 
conditions are rarely met by magnetrons.) It would be possible, but 
lengthy, to compute the admittance at a set of terminals assuming the 
admittances j[coC — (1/coL)] across the other (N — l)-pairs. The 
problem can, however, be simplified considerably by making use of 
the symmetry present. Because all the side resonators are identical, the 
admittance looking into any one of them is the same. At resonance the 
admittance at the various terminals of the interaction space matches 
the resonator admittances; thus, at resonance, all of these admittances 
must be the same. It can also be assumed that the voltage and current 
distribution in one section differs from that in the adjacent section only 

Fig. 2*4.—Equivalent net¬ 
work for a side resonator of an 
unstrapped resonant system. 
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by a phase difference that is constant from section to section.1 With 
the above information it is a simple matter to compute the admittance. 

<*>• Jl> 

Fig. 2*5.—Equivalent network for the interaction space of an unstrapped resonant system. 

The admittance looking into the network (see Fig. 2*6) is given by 
iq/vq. From KirchhofTs laws 

1 It can be proved from the symmetry that the existence of any resonance for 
which the above is not true implies the existence of a partner resonance having the 
same resonant frequency and a distribution of amplitude as assumed. This means, 
of course, that a degeneracy of at least the second order must exist. 
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and the admittance Y is given by 

Jac 

— cos 7) 

Evidently the admittance of the network depends upon the phase 
angle y. So far in this chapter this 
quantity has not been restricted. 

T T Because each section must be in 
_Jj {L_r phase with itself, e*#* must equal 1, 

, i, i, | and Ny = 2mi, where n is any 
if positive or negative integer or zero. 

Thus, 

B D 

Fig. 2-6.-- A single section of the equivalent 
network for the interaction space. 1 — COS 

2*4. Spectrum Predicted by the Equivalent Network.—Resonance 
occurs when the admittance looking out from the side resonators equals 
the admittance looking into the interaction space, that is, when 

i)- r-;(. 

008 N 

By setting co0 = l/y/LC and c/C — p it is found that 

1+2? 2*n\ 
\1-°m H) 

A different resonant frequency is found for each value of n in the 
range 0 to N/2 [or (N — l)/2 if N is odd], after which the values begin 
to repeat. That is, replacing n by n + mN (where m is an integer) 
or by —n leaves « unchanged. A qualitative diagram for the spectrum 
is given in Fig. 2*7. 

Each resonance, together with its associated fields (or voltages and 
currents), is called a “mode of oscillation” or, more simply, a “mode.” 
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The number n is called the “mode number/' If there are several 
linearly independent sets of field (or voltage) distributions with the same 
resonant frequency, the mode is said to be “degenerate," the order of 
the degenerency being the same as the number of linearly independent 
distributions. 

All of the modes have a second-order degeneracy excepting those for 
which n = 0 or n = N/2. In other words, the same frequency is 
obtained by replacing n by — 72, but a linearly independent set of ampli¬ 
tude coefficients e2rinq^N (q is the section number) is obtained by replac¬ 
ing n by — n, except for n =0 and n = N/2A 

V 

Fig. 2*7.—The spectrum predicted b> Eq. (2) with p =■ 1 for an eight-iesonator unstrapped 
system. 

The limitations of this equivalent circuit will become apparent after 
the admittances have been more correctly calculated. It suffices here 
to note that the circuit gives a good qualitative picture of the order and 
separation of the longest-wavelength group of magnetron modes. In 
order to apply the theory quantitatively it is, of course, necessary to 
evaluate experimentally the parameters p and w0. The over-all quantita¬ 
tive agreement depends upon the particular way in which these param¬ 
eters are evaluated. The previous discussion associates co0 with the 
side resonators alone and suggests that this parameter may be evaluated 
by means of an experiment involving only the side resonators. For 
example, one might measure the resonant frequency of the cavity formed 
by placing two side resonators facing each other. A value of p can then 
be chosen to give the correct resonant frequency for one of the modes. 
Under these conditions the predicted spectrum will differ considerably 
from the observed one. On the other hand, if one chooses p and o>o 
to give the correct values for the (n = 1)- and the i\T/2-modes, the 

1 While replacing n by n + mN leaves the frequency unchanged, it also leaves 
the amplitude coefficients e*T>n*/N unchanged. The addition of mN corresponds to an 
increase in the phase difference between voltages and currents at adjacent sections 
by 2irm, which, of course, hag no physical significance. 
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frequencies of the intermediate modes may be given with reasonable 
accuracy.1 

2-5. Admittance of Side Resonators by Field Theory.—Consider the 
side resonator shown in Fig. 2*8, which has an arbitrary cross section 
and an arbitrary boundary (dotted line) across which the admittance is to 
be measured. A distribution of the tangential electric field (Et) varying 
sinusoidally in-time with arbitrary frequency a> is assumed along this 
boundary. Because the tangential electric field is zero along the metal 

walls, it is possible in principle to apply Max¬ 
well's equations and compute the electric field 
throughout the bounded region. A further 
application of Maxwell's equations yields the 
magnetic field throughout the bounded region, 
and the admittance can then be computed using 
the formula [from Eq. (1)] 

Fig. 2*8.—A side reso¬ 
nator of arbitrary cross 
section. 

_ hfEfHgds 
\JEtds\2 ' 

where the integrals are evaluated along the dotted boundary. Evidently 
the value computed for the admittance depends upon two arbitrary 
choices: the choice of the boundary across which the admittance is 
measured and the distribution of tangential electric field assumed along 
this boundary. The choice of the boundary has no particular significance 
as long as the boundaries chosen for two adjoining elements (for example- 
at the junction between the interaction space and a side resonator) 
coincide. On the other hand, the values found for the resonant fre¬ 
quencies will to some extent depend upon the assumed electric field. 
Clearly, the proper distribution to use is that which actually obtains at 
resonance; but because this distribution is ordinarily not known, it is 
necessary to assume some arbitrary one. Equation (1) is used rather 
than I/V for the admittance because it can be shown2 that resonant 
frequencies computed on the^basis of this expression are considerably less 
sensitive to the assumed field distribution than are those computed on 
the basis* of I/V. In the work that follows, the boundary will always 

1 This latter procedure can be justified by improving the equivalent network for 
the interaction space. That is, one can take into account the capacitance between 
adjacent anode segments by introducing a capacitance, c', between each pair of 
terminals of the network in Fig. 2*5. In this case Eq. (2) still holds with m now given 

by l/\/L{C -f c7) and p by g y and thus a>o depends upon the interaction space as 

well as the side resonators. 
* N. Kroll and W. Lamb, “The Resonant Modes of the Rising Sun and Other 

Unstrapped Magnetron Anode Blocks/' Appendix I. J. of Applied Phyaica, 19, 
183, (1948). 
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be chosen so that there is either exact or very near coincidence of bound¬ 
aries when two elements are joined. The tangential electric field along 
the boundary will always be assumed constant. 

The Rectangular-slot Side Resonator.—Differently shaped side reso¬ 
nators must be considered separately. The rectangular slot shown in 
Fig. 2-9 is considered first because it is the simplest. Maxwell's equations 
for free space are 

and 

curl E + 
<*

i a
 

^
 | 

w
 

II o, (3) 

curl H - 
3D _ 
dt 0, (4) 

div D = 0 (D = eoE), (5) 

div B = 0 (B = MoH). (6) 

time variation of all field com- Fig. 2-9.—Rectangular-slot side 

ponents is given by ei(at because for an resonator, 

impedance calculation one is concerned only with fields harmonic in time. 
The operator d/lU is then replaced by jo>. 

It has already been assumed that Ez = 0 (E is transverse) and that E 
has no axial variation. It follows directly from Eq. (3) that H is axial 
and has no axial variation. That is, 

Hz = Hz(x}y)e'<*\ 

From Eq. (4) it follows that 

//* = 0, and Hy = 0. 

Ex = 
k 

Mo 

co dHz 

W’ 
and 

Eu 

/mo 

• Veo dHz 
k dx 

where y/uo/eo = impedance of free space = 376.6 ohms and 

k = « V^o - y • 

(7) 

(8) 

(9) 

By combining Eqs. (3) and (4) it can be shown that H„ Ex, and Ev must 
satisfy the familiar wave equation 

V2F + k2F = 0. (10) 

A distribution of E satisfying the following conditions must be found: 
(1) Its components Ex and Ey must satisfy Eq. (10); (2) Et = 0 at * = l, 
and E„ =■ 0 at y = ±d/2, (3) Ev must have the constant value E at 
* » 0; and (4) all fields must be continuous. The rectangular-slot 
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resonator can be thought of as a parallel-plate transmission line or wave¬ 
guide with planes located at y = ± d/2 and short-circuited with a plane 
at x = L Assuming d < X/2 (as it always is) the complete fundamental 
set of fields for a parallel plane waveguide (omitting the time factor 
elut) is given by 

-f kx cos 

ET = - 

Tv)<±k' 

,tAn(iry)‘: 

:>s yj c±k* 

and by 

(p = any positive integer) 

A™ = + jk<*k*9 
= 0, 

Any field configuration in a parallel-plate section, subject to the 
condition of no axial variation, must consist of a linear combination of 
the above fields.1 Any field so formed satisfies the boundary condition 
Es[xy ± (d/2)] = 0. Application of the condition that Ev be constant 
at x = 0 restricts the solution to a combination of the zero-order fields 
[.E2* and //£0)]. The requirements remaining are that E(VQ) = 0 at x = l 
and £^0> = E at x = 0. Constants a and & must be chosen such that 

(Ey)x-i = -jk(ac’kl - pe~ikl) = 0 (13) 

(Ey)z~ o = — jk{a — j3) = E. 

Thus, 

which give 

( E \ A _ _ e*kl f E\ 
- if*\-jk)' and P - c>kl\-jk)’ 

Eu =_~_ e-jk(x-D] _ e ng) 
** f J ^ sin H 1 ; 

1 See* for example, R. I. Sarbacher and W. A. Edson, Hyper and UUra-high Fre¬ 
quency Eiigineefing, Wiley, New York, 1943, pp. 119-132. 
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and thus 
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u __ — jE cos k(l — x) 
lit —  -;—ri-> 

£ 
sin kl 

It is now possible to compute the admittance from 

d 

h f\llzE*dy 

y = 7-, 

59 

(16) 

l/>4 
to be evaluated at x = 0. 
Because Eu and Ht are both independent of y, the integrations are trivial 
and 

Y = 
[m o , 

cot kl, (17) 

which is the well-known form for the admittance of a short-circuited 
h 

transmission line of length l and surge admittance-j======' 
rfVMo/eo 

The Cylindrical Side Resonator.—In solving for the admittance of 
the cylindrical resonator shown in Fig. 2-10, the cylindrical coordinates 
p, <t>, and z are preferable. Assuming 
as before that Ez = 0 and that E has 
no axial variation, it follows from Max¬ 
well's equations that 

and 

Ht(p,<t>)0al- 
H* = 0, ' 

(18) 

dH, 
kp d<f>, 

(19) 

/mo 
Veo dHj 
k dp 

(20) 
Fig. 2*10.—Cylindrical resonator. 

The fundamental set of solutions for the wave equation in cylindrical 
coordinates are the functions 

Jp(kp)eip* 

and 
NP(kp)e>p*, 
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where p is zero or any positive or negative integer and Jp and Np are 
the well-known Bessel and Neumann functions.1 The functions Jp are 
regular at p = 0, whereas the functions NP become infinite at the origin. 
For this problem only the functions Jp need to be considered, since the 
solution must be regular at the origin. Taking 

= J P(kp)e,p* (21) 

it follows from Eqs. (19) and (20) that 

and 

Ew = Jp(kp)c’p*, (22) 

ET =j^J'P(kp)e”*. (23) 

A linear combination of these functions is required such that E+ = 0 at 
p = a when \p g <f> ^ (2t — yp) and E+ = the constant E at p = a 
when Such a combination can be found by making a 
Fourier expansion for E+ in terms of the functions E$\ Thus 

00 

E* = j si~ 2 CrJWp)e,P*> (24) 
pas — eo 

where the constants Cv are to be determined. 

(£*),- = ^ CpJP^eiP* = /(♦)» (25) 
p ms — oo 

where 
/(<£) =0 for \p ^ <t> ^ 2tt — \f/, 

and 
/(<£) = E for —^ < <f> < \p. 

The constants Cp will be given by 

1 See, for example, J. A. Stratton, Electromagnetic Theory, McGraw-Hill, New 
York, 1941, pp. 351-360. 
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JLUUB 

t 
ptm — CO 

60 

jp / , \ —jE4> V Jp(kp) (sin pA . 

*•<»*>—or 4 *7;rH)(ri*rr ■ 
P as — 00 

and 

p* - « 

Because Jp = ( — l)*\/_p, the above relations can be rewritten as 

P / ,N _ Et [«W*p) I o V Ain pA W ,m „,1 
+ 2 4 j^j)«»>*j. 

p« i 

- v*f Zp (cw) si° ”*■ m 
p-1 

and 

tt ( ,• fio Ei \Jo(kp) . o V Ain pA J „(kp) 1 
- -} ^T Ltrh) + 2 4 jssj c“ p*i 

p= 1 

For a calculation of admittance, Hz(a,<t>) is required for —\p<<l><\l> 
and 2?*(a,</>) over the same range. Now 

E^ia^) = E for — \p < <t> < 
and 

*■<»,*> - - As v [^ + 21 (^) $8 - H-<27) 
p“ 1 

The admittance looking in across the boundary indicated in Fig. 2T0 

is given by 

— h f* aEl(a,<t>)H,(a,<l>) d<f> 
Y = 4z±_, 

[/^ aE<t,(a,<j>) d<t>Y 

which yields 
60 

. , . Ehpaf„, Jo(ka) , 0 V/sin pA jp(ka) (2 sin pAI 
+h> vs ” L:w 7S5)+ 2 4 VTsry tjm v ^ /J 

V — __£^i_ 
y “ [2*a£]2 

60 

. feo h [ Jo(ka) _j_ 0 ('®b Vi\ Jp(kd) 1 /oe\ 

^3 S7o %ra[7m+ 2 4 vw) J p-i 

which yields 
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Although the admittance function looks complicated, it is not difficult 
to compute for low frequencies.1 Like all admittances in lossless systems, 
this admittance has a slope that is always positive (neglecting the factor 

j); and like that of the rectangular 
resonator, it has an infinite set of 
resonances which are alternately series 
and parallel. The series resonances 
occur at the roots of J'p(ka), and a par¬ 
allel resonance occurs between each 
pair of series resonances. 

The Annular-sector Resonator.— 
One of the most common resonator 
shapes is the annular-sector resonator 
shown in Fig. 2*11, which is often 

referred to as the “vane type” resonator. Application of the methods 
used in the preceding paragraphs leads to the following expression for 
the admittance.2 

2*11.—Annular-sector resonator. 

= 3 J~ 
o 

h [JoikcOWiOcb)] - [Ji(kb)]\N0(ka)] 
n0 [.h{ka)][Nx(kb)] - \Jx{kb)][Nx{ka))' 

(29) 

This function behaves very much like the other admittance functions. 
In fact Y approaches [ —j \/ (e0/juo) cot k(b — a)} as k becomes large. 

Fig. 2-12.—Arbitrary terminations: (a) for a rectangular-slot rcbonator; (b) for an annulai- 
sector resonator. 

Transformation Formulas.—Because many side resonators are of 
composite shape, for example, a rectangular slot or annular sector termi¬ 
nated by a hole, transformation formulas giving the admittance at the 
front of the resonator in terms of the admittance at the back are useful. 
For the rectangular slot (Fig. 2* 12a) 

dJyl^ 

sin kl + Yi 

cos kl — 

(jh/d) \/«0/mo 
Yt 

(jh/d) \Ao/mo 

cos kl 

~~~ i 

sin kl 
(30) 

1 See Sec. 2-11. 
. 2 In practice the center of curvature of the rear surface often coincides with the 

center of the magnetron rather than with the center of curvature of the annular 
sector. The error in Y, however, is negligible if one takes for b the dimension indi¬ 
cated in Fig. 2*11. 
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for the annular sector (Fig. 2-126) 

63 

Mka)_ No(ka) 

fe, h MOL. ~ iV(^7g(W)^oW 
Mo I (kn\ - -~ j vWmh) (6/^6) J o(£6) ^ . 

l( ^ Ni(kb)Yt - jVMti (h/tb)N0(kb) l( ) 
(31) 

Although these formulas allow for a change in height at the junction, 
they are considerably less dependable when such a change occurs. 

2*6. Admittance of the Interaction Space by Field Theory.—The 
admittance of the interaction space (Fig. 2-13) is evaluated by applying 
the methods used for the circular res¬ 
onator combined with those used for 
handling the lumped-constant equiva¬ 
lent of the interaction space. Again it 
is convenient to use cylindrical coordi¬ 
nates. In the following derivations 
N = the number of anode-block seg¬ 
ments, r0 = the anode radius, rc = the 
cathode radius, and 26 = the angle 
subtended by the space between the 
segments of the anode block. It will 
be assumed that E+ across each gap is 
constant and further that the field at 
any gap differs from the field at an adjacent gap only by a constant phase 
factor. At the cathode and at the anode segments E+ must, of course, be 
zero. Explicitly, the boundary conditions for E+ are as follows: 

= 0, 

E*(ra,4>) = Ee>™»* for “ *) < <t> < + *)> (32) 

and 

E^(ra,<t>) = 0 

Fig. 2-13.—The interaction space of an 

unstrapped resonant system. 

for all other values of <t>. In Eqs. (32),. q is the gap number and has the 
values 0 to N — 1, and n is an integer. As in the solution of the circular 
resonator, the solution for the interaction space is compounded out of 
the functions 

Jy(kf>)e’’*+ and Ny(kp 

In this problem it is necessary to use both functions to ensure E+ = 0 
at p * rc. It is evident that the following set satisfies this condition. 
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/ 
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H™(p,<t>) = Zy(kp)** = J-,{kP) - iy* = fu~\ — 
N'y(kre.) 

E™(p,4>) =-li°ZT(W^ 

tf,(*p) 

MO 
(33) 

(p» - WpV* =i^ [j;(M -$$$ K(kp) ] c’y*. 

A linear combination of the functions E^ip,#) that will satisfy the 
conditions stated at p = ra can be found, as they were for the circular 
resonator, by making a Fourier expansion. Thus 

oo 

E* = j ^ ^ CyZ’(kP)en*. (34) 
y® — OO 

The constants Cy are determined by 

00 

E*{ra,<t>) = j £ CyZ'y(kra)e>'y* = /(<*>), (35) 
y = — 00 

where 

/(<£) = for ^ - 8) < <f> < ^ 

and/(0) = 0, for all other values of <p. 
Then 

CyZy(kra) 27T 
d<f>, 

E_ 
2ir 

JV-l 

f,j(2rn/N)Q 

r2rq/N+6 

J2*q/N-0 
e-tt* d<t>, 

N — l 

E0sin 70 

T 70 

« #0 sin 70 &-— 

7T 70 

s g/(2irn/JV) Cg—? (2*-y<z/jV)^ 

for 7 = n + mN, 

where m is any integer 

= 0 otherwise. 

Thus the fields are given by 
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Ee(p,<f>) 

Ejp (p,0) 

and 

F NO V /sin yd\ Z^fip) 
ir Z/ \ yd ) Z'y{kra) 

e>'v*, 

(sin yd\ Zy(kp) 
~Te~)z%ku) 

e>y*. 

=n+mN (36) 

The admittance looking in across the boundary indicated in Fig. 2T3 
at the gth opening is given by 

which yields 

/ raE 
J (2ttq/N) — 0 _ 

r*E* (ra,<t>)IIt {ra,<t>) d<t> 

j' (2»a/V) 4 0 ~|2 

/ raE^ra,<t>)d4>\ 

V _ • /i Nh V 4sin yflV Zyi)a\ 
^ \ Ho 2irra 4 \ ^ / 

(37) 

when 7 = n + wiN. 
It is evident that as a result of the assumption concerning E$ at the 

anode radius, the admittance looking in at each gap is the same. This is 
a condition which is obviously necessary for resonance. The functions 

X(sin y$\2 Zy(kra) 
\ ye J Zy(kra) 

m — — » 

will henceforth be designated by the symbol ^ (Ar«). The dependence 

of the admittance on both frequency and n is contained in these func¬ 
tions. As in the solution for the equivalent circuit, only values of n from 
0 to N/2 or to (N — l)/2 need to be considered because the functions are 
not changed when n is replaced by — n or by n + mN. 

The low-frequency behavior of the admittances Yn as predicted by 
the field theory (Fig. 2-14) is qualitatively similar to that predicted from 
the lumped-circuit network. As the frequency approaches zero, the 
values of F« for n ^ 0 approach zero with finite positive slope in either 
case. Furthermore this slope decreases as n increases. On the other 
hand, the ratio of these slopes for different n as predicted by the field 
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theory is quite different from that predicted by the lumped-circuit 
network. For n = 0 the behavior in the two cases is also somewhat 
similar, because Y0 is infinite according to the lumped-circuit network, 

Fig, 2*14.—The qualitative behavior of the admittance functions for an interaction space 
with N = 8 [see Eq. (37)]. 

whereas the field theory predicts that it will approach minus infinity 
as the frequency approaches zero. In addition the field theory predicts 
an infinite set of alternately series and parallel resonances (indicated by 
the infinities and zeros of the admittance functions) for each of the 
admittances, which have been omitted by the lumped-circuit network. 

Fig. 2*15.—Graphical representation of the resonance equation F» * — Yr. The first 
asymptote corresponds to the first series resonance of Fx; the second to the first series reso¬ 
nance of Yr. 

2*7. The Spectrum Predicted by Field Theory.—As in Sec. 2-4 the 
spectrum is found by setting the admittance looking out from a side 
resonator (the negative of the admittance looking in) equal to the 
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0 12 3 
Mode number n 

Fig. 2*16.—Typical spectrum pre¬ 
dicted for an eight-resonator resonant 
system. Only the larger wavelength 
groups are shown. The Xc(p) are the 
parallel resonances (Fr =0) of the side 
resonators, \0W being the p + 1 parallel 
resonance. 

admittance looking into the interaction space. That is, Yn + Yr — 0 

at resonance, where Yr is the admittance of a side resonator. Since both 
functions involve the frequency in a complicated way, it is best to solve 
the problem graphically by plotting 
both admittances as a function of k 1,5xo( 
as shown in ; Fig. 2T5. The reso- \l 
nances are those values of k at which [X. 
intersection occurs. A typical spec- 3 4 

trum as predicted by the theory ap- ^ ^ 
pears in Fig. 2T6. A comparison 1? °Jn 
with the spectrum of the equivalent J> rs. 1 

circuit shows a qualitative similarity i -c,3* ^ 
for the resonances with wavelengths (2)L0^__ 
longer than that of the first parallel _ 
resonance of the side resonators. As w0 1 2 3 

are those of the equivalent circuit, Mode number n 

each resonance predicted by field J1?' t 2’16, spfctrum pre~ 
r J dieted for an eight-resonator resonant 

theory is a doublet (degeneracy of system. Only the larger wavelength 

order 2) except those for which n = 0 Krou'f, arp *ho™- The ^ "e the 
' * parallel resonances (jrr =0) of the side 

or N/2 (these are nondegenerate). resonators, being the p + 1 parallel 

This result follows from the fact that resonance. 

although the same wavelength is obtained for — n as for n (except in the 
case of n = 0 and n = AT/2), the electromagnetic field is different and 
the two fields are linearly independent. The equivalent-circuit theory 

has missed all of the resonances that 
occur at frequencies higher than 
that of the first parallel resonance of 
the side resonators. The equiv¬ 
alent-circuit representation is con¬ 
siderably improved in this respect if 
the side resonators are represented 
by short-circuited transmission 
lines instead of by simple lumped 
LC-eircuits. 

Inasmuch as there are an infinite 
number of resonances associated 
with each value of n, n is inade¬ 
quate for designating a particular 

Henceforth » trill be 
to designate a principal resonance, 

that is, a resonance of the first group or the lowest-frequency root of the 
resonance equation. Resonances of the pth higher-order group [that is, 
members of the (p + l)-group or the (p + l)-root of the frequency equa¬ 
tion] will be designated by np. 

■ 
Fig. 2*17.—Cross section of an 18-resonator 

unstrapped resonant system. 
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The most important features of the spectrum can be best described 
in terms of a specific example. The 18-resonator anode shown in 
Fig. 2-17 will be used. Only relative dimensions are significant, and 
accordingly all dimensions are given as fractions of the 9-mode wave¬ 
length. The dimensions and the wavelengths of the members of the 
first group are given in Table 2T. The most significant feature of this 

Table 2-1.—The First Group of Resonances of an Unstrapped 

Resonant System* 

■n — 
X9 

1 1.840 
2 1.226 
3 1.104 
4 1.055 
5 1.030 
6 1.016 
7 1.007 
8 1.003 
9 1.000 

* Dimensions (see Fig. 2-17): 

— « 0.170 (d - di - dt) f- - 0.325 
A0 A0 

— 0.595 6 = 0.008 radian 
Oa 

spectrum from the point of view of magnetron operation is the bunching 
together of the resonances for large n. Furthermore, as N increases, 
the separation between the (iV'/2)-mode and its neighboring modes 
decreases rapidly.1 By a proper variation of parameters the separation 
of these modes can be somewhat increased. In general, the separation 
between modes is increased by increasing the cathode diameter, increasing 
the anode diameter, and increasing the width of the resonator openings 
as compared with the width of the anode segments. The separation 
is also increased by using a resonator shape that yields a slow variation 
of admittance with frequency.2 There are, however, practical limitations 
that prevent any of these factors from being sufficiently altered to obtain 
a well-separated 9-mode. 

The higher groups of resonances are similar in character to the first 
group, except, of course, that the frequencies are much higher. Ordi¬ 
narily, the higher groups of resonances are of little interest in magnetron 
operation and, therefore, are not usually studied in detail. Attempts 

1 The separation between the (N/2)-mode and the — 1^-mode varies approxi¬ 

mately as (1 /N*)(ra/N\). 
3 It is interesting to observe that all of these variations can be interpreted physi¬ 

cally as means of increasing the ratio of the capacitance between the cathode and the 
anode segments to the capacitance of the resonator. In the equivalent-circuit theory 
this parameter alone determines the mode separation. 
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have been made, however, to operate magnetrons in the (n = 0)-mode 
of the second group. This mode has the advantage of being well sepa¬ 
rated from other modes and of being nondegenerate. 

2*8. End-space Effects.—Up to this point the problem of the end 
spaces has been completely ignored. In order to discuss their effects, 
it is necessary to abandon the circuit analogies of the preceding sections 
and reconsider the problem from the point of view of field theory. 

The simplest kind of end-space problem, and one that can be solved 
exactly, is that of the closed-end anode block illustrated in Fig. 2*18. 
By considering the entire anode 
block as a section of waveguide of 
unusual cross section, the problem 
can be reduced to that of a section 
of waveguide with shorting plates 
at both ends. From this point of 
view the magnetron modes pre¬ 
viously discussed are transverse 
electric or jP2?-modes because the 
electric field has no axial com¬ 
ponent. The resonances of the 
cavity will occur when the guide is 
an integral number of half wave¬ 
lengths long, the wavelength being 
measured along the guide; that is, 
the resonance occurs when X^ = 
2h/p, where p is an integer greater 
than or equal to 1. The guide 
wavelength X*« depends on the 
frequency and the mode according to the well-known formula 

where \cn is the cutoff wavelength for the mode in question. Thus the 
problem of finding the resonant frequencies has been reduced to the 
problem of finding the cutoff wavelengths for the anode block considered 
as a section of waveguide. It will be shown that the resonances found 
in the preceding section correspond to these cutoff wavelengths. 

The cutoff wavelengths of a 77?-mode in a waveguide are determined 
by the condition that the equation 

/2ttY 

Fig. 2*18.—Cutaway view of closed-end 
resonant system. 

(39) 
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have a continuous solution with continuous first derivatives and that it 
satisfy the boundary condition that the normal derivative of Hz, dHJdn, 
be zero at the boundary. This condition is equivalent to the require¬ 
ment that the tangential electric field be zero at the boundaries. The 
fields and their associated wavelengths found in the preceding section 
satisfy the differential Eq. (39) and the above boundary condition. 
Furthermore, the fields are continuous except perhaps at a junction 
between regions of different geometry. 

The situation at a junction must be considered in detail. It simplifies 
matters to consider the specific case of the junction between a rectangular 
side resonator and the interaction space shown in Fig. 2*19. The fields 
in the two regions have been expressed in two different coordinate 
systems. It is assumed that the arc of the circle p = ra and the straight 

X 

Fig. 2*19.—Junction of a side resonator with the interaction space. 

line x = 0 coincide across the resonator opening. As a corollary it 
follows that the y direction coincides with the <t> direction and the x 

direction with the p direction. If the voltage is considered to be con¬ 
tinuous at the junction, it follows that E+ is equal to Ey at the junction 
because both are constant across the resonator opening, and the voltage 
is given by the electric fields E# or Ey times the opening width. In 
Sec. 2*7 it was asserted that resonance occurs when the admittances at a 
junction match. Thus taking the voltage as continuous also ensures 
that the quantity fE*Hzdy is continuous at the junction. Because 
E* is constant, $Hzdy and, therefore, average values of the magnetic 
fields match at the junction. The magnetic field as given by the side- 
resonator function is constant along the junction, whereas that given 
by the interaction-space function Hz(a,<f>) is not. Therefore, the mag¬ 
netic field cannot be continuous at the junction. If, however, the gap 
is narrow, Hz(a,<t>) will vary only a small amount and the discontinuity 
in the magnetic field will be small because the average values match. 
The electric-field component that is normal to the boundary, Ep or Ez, 

is also discontinuous across the junction boundary, for Ex is zero while 
Ep is not. However, Ep is small except very near the edges, where it 
becomes infinite. Therefore the fields are approximately continuous 
for a narrow opening.1 

1 The discontinuity, of course, is due to* the fact that the tangential electric field 
has been assumed to be constant along the junction boundary. Had the correct 
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Thus, the resonant wavelengths computed in Sec. 2*7 should cor¬ 
respond closely to the required cutoff wavelengths, and from them the 
resonances of the closed-end anode can be computed. The experi¬ 
mental agreement is good; even with NO = (5.5 and 2vra/\ = 1.5 the 
results are dependable within approximately 1 per cent. 

The accuracy of the admittance matching method used in this 
chapter can be improved by finding a better approximation for the 
tangential electric field at the bounding surfaces. One can set up an 
integral equation for this field, and it should be possible to find approxi¬ 
mate solutions. Such methods have been very useful in the treatment 
of problems involving waveguide junctions and obstacles in waveguides.1 
No attempt has yet been made, however, to apply these methods to the 
magnetron problem. As a matter of fact, the error involved in the treat¬ 
ment (or nontreatment) of the end spaces is such as to make more accurate 
values of the cutoff wavelengths of little use for most purposes. 

There are other methods, based on field theory alone, for computing 
the cutoff wavelengths. One of these is the “relaxation method,”2 
which is essentially a method of successive approximations. While 
in principle one can achieve any desired degree of accuracy using this 
method, one finds in practice that a considerably longer computation 
time is required to achieve accuracy comparable to that achieved by 
the method outlined here, particularly when a large number of modes 
is involved. On the other hand the method of this chapter is limited to 
cases in which the resonant system can be split into regions of simple 
geometry, for which analytic solutions are possible. For resonant 
systems involving more complicated resonator shapes or resonant systems 
in which, for example, the anode segments are not all equidistant from 
the center of the magnetron, the relaxation method is very useful. 

The problem discussed above is idealized; any magnetron must have 
ij,s cathode insulated from its anode. However, an anode block with 
closed-end resonators that has an open interaction space approximates 
closely the anode block just discussed. All wavelengths, however, are 
somewhat higher than computed; for the large n-modes the change is 
about 1 to 2 per cent, but the (n = l)-mode may be affected a great 
deal—as much as 25 per cent or more. It must also be remembered that 
the cathode is not usually a simple cylinder as assumed but may have 
end shields or other irregularities. This effect is usually small and can 
be accurately estimated after some experience. 

distribution, which is unknown, been chosen for this field component, it would have 
been possible to find a frequency value for which all of the components would be 
continuous. 

1 See Vol. 10 of the Radiation Laboratory Series. 
2 D. N. de G. Allen, L. Fox, H. Motz, and R. V. Southwell, Phil. Trans. Roy. Soc.9 

Series 04, I, 85 (1042); H. Ashcroft and C. Hurst, OVD Report WR-1558. 
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The usual end-space problem is much more complicated than the 
one just discussed. Most magnetrons with symmetric unstrapped 
resonant systems have an open-end anode block with an empty region 
on either end. In previous sections it was assumed that end conditions 
were such that there was no axial variation of the fields in the side 
resonators or the interaction space. For many open-end anode blocks 
this is a fairly good approximation; when anodes are longer than 0.4X 
and have end-spaces deeper than 0.2X, the modes for which n is greater 
than 1 agree within 2 or 3 per cent with the computed values. The 
experimental values are lower than the computed values. The (n = 1)- 
mode is often depressed by more than 10 per cent. The general character 
of the spectrum and the relative separations, except for the (n = l)-mode, 
are accurately given. 

In the case of magnetrons operating at wavelengths greater than 
10 cm, both the anode-block height and end-space height are usually 
small compared writh the wavelength. (The anode height is usually 
less than £Xjy, and the end-space height less than -j^X#.) Under these 

2" 2 

conditions the observed spectrum is quite different from that computed 
in the preceding sections. One finds the order of modes reversed; that 
is, the wavelengths increase rather than decrease as the mode number 
increases.1 

The most extensive discussion of this effect appears in a report by J. C 
Slater,2 which contains plots of the observed dependence of wavelength 
upon the heights of the block and the end spaces for an eight-resonator 
hole-and-slot anode block. One finds that the end-space height below 
which the order of modes is reversed decreases as the anode height is 
increased. From the point of view of application it is significant to note 

that the separation between the (N/2)- and -modes is small 

regardless of the order. 
It is evident that an adequate theoretical treatment of the end spaces 

applicable to short end spaces and small anode height would be desirable. 
Flux plotting methods8 have been developed which permit an accurate 

1 A good qualitative picture of the phenomena can be obtained by assuming the 
capacitances c in Fig. 2*5 shunted by inductances l and by assuming a particular 
dependence of c/C and L/l upon the height of the block and the end spaces. The 
required dependence upon the height of the block is, however, quite different from 
what one would expect physically. For further details see J. W. Dungey and 
R. Latham, “The Frequencies of the Resonant Modes of Magnetrons,” CVD Report 
WR-1223, July 14, 1944. 

*J. C. Slater, “Resonant Modes of the Magnetron,” RL Report No. 43-9, 
Aug. 31, 1942, pp. 16-20. 

* P. D. Crout, “The Determination of Fields Satisfying Laplace’s, Poisson’s, and 
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treatment of the end spaces. Calculations have been carried through 
for an unstrapped anode block with end spaces and anode height such 
that the modes occur in reverse order, and very good agreement with 
experiment has been obtained. In addition, both the previously men¬ 
tioned relaxation method and the admittance matching method used in 
this chapter might in principle be extended to include the end spaces. 
The computations, however, become very laborious, and no such calcu¬ 
lations have been carried through with satisfactory accuracy. 

(a) 

Fig. 2*20.—(a) Longitudinal cross section of a magnetron anode block showing the 
charge distribution and the direction of the impending current flow for a typical end-space 
resonance; (6) equivalent circuit for the end-space resonance. 

As pointed out in Sec. 2T, the assumptions made prevent the resultant 
spectrum from being complete. There are an infinity of resonances that 
do not even approximately satisfy the assumed conditions. Ordinarily 
these are short-wavelength resonances that do not interfere with opera¬ 
tion and are rarely observed. There are, however, two types of reson¬ 
ances that may be troublesome. The first group is usually referred to 
as the “n' resonances.” These are similar in character to the ordinary 
magnetron resonances, except that there is axial variation of the fields. 
In fact, these resonances are characterized by an electric-field node at 
the median plane. The wavelengths of these resonances are of the same 

Associated Equations by Flux Plotting,” RL Report No. 1047, Jan. 23, 1946. 
P. D. Crout, “A Flux Plotting Method for Obtaining Fields Satisfying Max¬ 

well's Equations, with Applications to the Magnetron,” RL Report No. 1048, Jan. 16, 
1946. 

F. E. Bothwell and P. D. Crout, “A Method for Calculating Magnetron Resonant 
Frequencies and Modes,” RL Report No. 1039, Feb. 8, 1946. 
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order of magnitude as the first group of ordinary resonances only when 
the anode is abnormally long. The second group is referred to as “end- 
space resonances.” These are characterized by strong fields in the end 
spaces and are most likely to be seen when the volume of the end spaces 
is large.1 The field distribution, together with an approximate equiva¬ 
lent circuit of a typical end-space resonance, is shown in Fig. 2-20. 

2-9. The Interaction Field.—The equations for the fields in the inter¬ 
action space have been derived in Sec. 2-6. Those are 

The special case n = N/2 (wherein N must be an even number) will 
be discussed first. For this case the fields reduce to 

E, 

and 

E* 
2NJtE V /sin 

» 4 \ ~) 
m — 0 

Z'yikp) 
Z'y{kra) 

COS 70, 

2NOE Vs /sin 7 0\ Zy(kp) 
rkp 4 \ 70 / Zy(kra) 

0 

sin 7<t>, 

cos 70. 

(40) 

These fields represent standing waves rather than rotating waves, a 
consequence of the fact that the (n = iV/2)-mode is non degenerate. 
Furthermore, there is a 90° phase difference between the electric and 
magnetic fields, as there always is in a standing-wave resonance. A 
qualitative picture of the electric field distribution is shown in Fig. 2*21. 

At the electron velocities in the magnetron (usually less than one- 
tenth the velocity of light) the force due to the oscillating magnetic 
field is much less than that due to the electric field. Therefore a detailed 
discussion of the magnetic field is unnecessary. It is evident that the 

1 Certain of the end-space resonances can also be regarded as n resonances. 
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electric field consists of a sum of harmonic components the relative 
amplitudes of which depend upon p through the functions. 

and 

ZUkp) 
Zy(kra) 

for E+ 

_T Zy(kp) 

kp Zy(kra) 
for E0 

For kra y these functions can be approximated by 

and 

2y-| 

2y 

1 

27 

27 

respectively. These functions (except Ep for y = 1) all decrease as p 
approaches rc, and the rate of decrease increases rapidly with y. Thus, 
as p approaches rCj the lower-order 
components become more promi¬ 
nent. The extent of the effect 
depends upon rr/ra, becoming less 
pronounced as rc/ra approaches 
one. However, at the values of 
rc/ra ordinarily used, the lowest 
cpmponent of the iV/2-mode is the 
predominant one at the cathode, 
and the angular dependence near 
the cathode is given very nearly 
by cos (AT/2) 0. In a discussion of 
the interaction between the field and the electrons (see Chap. 6), the 
analysis of the field into harmonic components is very useful because it is 
usually possible to ignore all but one of the components. 

The (n = 0)-modes share with the (-0 -modes the property of 

Fig. 2*21.—Distribution of electric field in 
the interaction space for the r-mode. 

nondegeneracy. 
The Degenerate Modes.—All other modes of the unstrapped resonant 

system have a degeneracy of the second order; that is, there is always 
a pair of linearly independent fields having the same resonant frequency. 
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In one of these the fundamental component [(m = 0)-component] 
rotates clockwise, whereas in the other it rotates counterclockwise.1 

The harmonic components all appear as waves that rotate at different 
angular velocities; that is, the velocity of rotation is proportional to 
1/7, and thus waves of negative y rotate in a direction opposite to those 
of positive 7. It is worth noting that the harmonic of the lowest 7 

(excluding the fundamental), given by m = — 1, rotates in a direction 
opposite to that of the fundamental. The remarks that were made 
concerning the comparative rates of decrease of the harmonics with p 
for the nondegenerate modes apply here also. Ordinarily, however, the 
various harmonics are not integral multiples of the fundamental. 

Degeneracy leads to certain practical difficulties in magnetron 
design. It is never possible to make a magnetron perfectly symmetric. 
The lack of symmetry tends to split the degenerate modes into two 
nondegenerate modes with slightly differing resonant frequencies. 
Ordinarily, both components are excited, but the relative degree of 
excitation depends upon the nature of the splitting and can be expected 
to vary considerably from tube to tube. This splitting leads to a certain 
lack of uniformity in tubes operating in degenerate modes. 

2*10. Applications and Limitations.—It is evident irom the preceding 
discussion that the unstrapped system has several resonant modes 
with which the electrons can couple (in the manner described in Chap. 1). 
The same is true of the other systems to be described later. Whether 
or not a magnetron can operate in a specific mode over a wide range of 
voltages, currents, and magnetic fields is determined for the most part 
by the wavelength and the field configuration of all the other modes 
relative to that specific one.2 The symmetric unstrapped resonant 
system is satisfactory only for low values of N, because its modes crowd 
together for high values of n and N. It will be seen later that this effect 
restricts their application to comparatively long wavelengths. 

The development of the unstrapped resonant system was abandoned 
when the strapped and rising-sun systems were discovered. Conse¬ 
quently, no extended attempt has been made to design the best possible 
unstrapped magnetron or to find what is the largest possible N that can 
be used. The largest N that has been used with full success8 is 6. This 

1 There is a certain degree of arbitrariness with regard to which pair of fields is 
taken as fundamental. Thus it is possible to form other linearly independent pairs 
by taking linear combinations of the pair chosen above. 

* The various factors that affect mode selection are discussed in Chap. 8. 

8 It is possible to increase the separation between the w-mode and the ^ — 1^- 

mode by bringing a ring very close to the ends of the anode segments. Successful 
experimental magnetrons with N * 8 have been constructed by making use of such 
a ring. 
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six-resonator magnetron1 oscillates in the 7r-mode j in the 700- 

Mc/sec band at an efficiency of 35 to 40 per cent. Thus, at a pulse 
current of 10 amp and 12,500 volts, the tube will produce 50-kw pulse 
power. 

Another example of a x-mode unstrapped magnetron is the original 
British 10-cm tube. It has eight resonators, and the separation between 
the x-mode and the 3-mode is only 1 per cent. The maximum efficiency 
varies from 20 to 30 per cent so that at a pulse input of 15 amp and 12,000 

volts an output of 45 kw might be obtained. At currents below 10 amp 
the tube oscillates in the 3-mode, and in general performance is erratic 
from tube to tube. 

In both of the magnetrons described above, the anode length and 
end spaces are so short that the modes appear in reverse order (Sec. 
2*8)—the x-mode is the longest-wavelength mode. 

241. The Computation of Admittances.—In the various admittance 
formulas derived in previous sections, the dependence of admittance 
upon frequency and certain of the geometric parameters is contained in 
some rather complicated expressions involving Bessel and Neuman 

1 The 700 A (B, Cf D) aeries. 
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functions. Tables, plots, and approximation formulas that are useful 
for the computation of these admittances appear below. 

The Annular Sector Resonator.—The admittance of the annular 
sector shown in Fig. 2 11 is given by 

h Jo(ka)Nx(kb) - Ji(kb)N0(ka) 
ta J\(ka)N\(kb) - Jx{kb)Nx{ka) 

The functions 

b\ _ Jo(ka)Ni(kb) - J\(kb)No(ka) 
a) C0 Ji(ka)Ni(kb) — Jx(kb)Ni(ka,) 

are plotted in Figs. 2-22 and 2-23 as a function of ka for various values 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 09 10 

Fig. 2*23.—F(kat b/a) in radians plotted as a function of ka for b/a equal to 4 to 10. 

of b/a. The function F(ka, b/a), rather than cot F, has been plotted in 
order to facilitate interpolation between the given values of b/a. The 
succession of poles in cot F would make interpolation between curves 
very difficult. 

The Cylindrical Resonator.—The admittance of the cylindrical 
resonator shown in Fig. 2-10 is given by 
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Y _ .• [to _h_ f Jo(ka) V /sin pAs ./p(/-a)l 
J \m« 2TO US(fra) + 4 \"W / ./;(>«) J 

_ p-*1 

For fra <C 1 (which it usually is) one can take 

yielding 

G(t,ka) = ~ 

which gives 
series 

J*(ka)_JL + *£ _ JL (ka)* 
J'0(ka) ka+ 4 96 ( > ’ 
Jp(ka) _ ka (ka)3 
J%ka) ~ V + W+T) 

(P 5* 0), 

+ 
p“i 

96 

y /sin pjV 1 1 

+ / p2(p + Di 
p* i 

the frequency dependence comparatively simply. The 

1 

V 

converges rather slowly for small values of \p. One can show, however, 
that 

p*i 
^ 3G 27(H) + 

which converges quite rapidly for small values of \f/ (including the usual 
range of values for ^). The series 

£(= 
p-i 

sin pi\2 __1 

/ V V'P 2(p + 1) 

converges quite rapidly. Furthermore, one can usually omit the terms 
in (fr^)8. 

,Fbr larger values of fra one can correct the above formula by using 
th# exact values for [J p(ka)]/[J,p(ka)] for the low values of p and the 
series approximations for the larger values (larger values means those 
fo^ which ka <3C p). 
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The Interaction Space.—The admittance is given by 

oe 

where y = ri + wiAV. For Ara <3C t one can use 

Zy(kra) ___ Ara _2i-vi\ (ATa)3 

Zy(kraj M U + + 2y*(|y| + 1)' 
where a = rc/ra. 

Since Ara is not always less than n, one uses for K(B}ka) 

K(B,kra) - 
(sin raflY2 Zn(kra) 

n6 ) Z'n(kra) 

where the symbol 2' indicates omission of the term for which V. 

For <r = 0, [Zn(iT«)]/[Zi(AT«)] = [Ji(frr«)]/[/*(*T«)]. Values fv # rl#e, 

functions forn = 0 through 9 appear in Table 2-2. For values o' 

the approximation Zn/Z'n = (Jn/J'n)(l + o-2w) is often satisfaeloTv 



CHAPTER 3 

THE RISING-SUN SYSTEM 

By N. Kroli, 

The discussion of the unstrapped system has shown that a desirable 
resonant system would be one in which the iV/2-mode is well separated 
from the neighboring modes and, further, 
remains well separated for values of N sub¬ 
stantially larger than those usable in un¬ 
strapped systems. Two systems are 
commonly used to accomplish this objective. 
One is the rising-sun system in which alter¬ 
nate resonators are alike but adjacent 
resonators are not alike; the other is the 
strapped system,1 discussed in Chap. 4. 
Two ex tuples of the rising-sun structure are 
shown in Fig. 3T. The design of Fig. 31a 
is obviously suggestive of the rather pictur¬ 
esque lerm by which this type of magnetron 
is known. 

8*1. The Spectrum.—The electromag¬ 
netic-field problem for the rising-sun system 
can be reduced to a circuit problem by pre¬ 
cisely the same means that were used for the 
and rapped system (Sec. 2T). That is, the 
magnetron can be represented by the circuit 
in Fig. 3*2, where the interaction space is 
represented by a network of N pairs of ter¬ 
minals and the resonators by admittances , „ „ ^ 
having a smgle pair of termmals. The rising-sun resonant systems: (a) 

assumptions leading to this representation van® t5?*; vane type with 
^ * modified large resonatois. 

are the same as those discussed in Sec. 2T 
and lead to the same restrictions upon the solutions. 

In order to find the resonant frequencies, it will be necessary, as 
before, tp investigate the circuit properties of the \arious elements. 

1 Arrangements of unlike resonators differing from that of the using-sun system 
have been given some theoretical consideration. None of these has appeared to bJ 
promising, and none seems to offer any a Ivanta^s over the rising-sun structure. 1 

'<3 
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These properties have already been fully investigated for the resonators 
and can be summarized by the functions Yrx and Frj. These functions 
are the admittances of the even- and odd-numbered resonators respec¬ 
tively (numbered as in Fig. 3*2) and are functions of the frequency. 
Formulas for computing these admittances for different resonator shapes 
are derived in Sec. 2-5. 

On the other hand, the properties of the interaction space were not 
investigated fully enough to deal with the problem of this chapter. In 
Chap. 2, admittances for the unstrapped system were computed with 
the restriction that the electric field differed from gap to gap by only a 
constant phase factor; this resulted in the condition of equal admittances 
seen at any gap. This restriction is clearly invalid for the rising-sun 

Fig. 3*2.—Circuit representation of the rising-sun system. 

system, inasmuch as the admittances seen at adjacent gaps must, in 
general, be different. For the rising-sun system one assumes, as before, 
that the tangential electric field along the dotted boundaries (Fig. 213) 
is constant at each gap. Furthermore, one assumes that the field varies 
from even-numbered gap to even-numbered gap as e{2rjn/N)q and from 
odd-numbered gap to odd-numbered gap also as e(2x?n/Ar)«, with no restric¬ 
tion placed upon the ratio of the field at an even-numbered gap to that 
at an odd-numbered gap.1 Thus the electric field at even-numbered 
gaps ean be represented by E(e)e(2rin/N)q, and at odd-numbered gaps by 
Eio)efv]n/N)qj where the ratio E(e)/E(o) is arbitrary and may be complex. 

^ ^he required admittances can be readily computed by an application 
of tfcfe principle of superposition to previously obtained results. The field 
distribution described in the above paragraph can be obtained by super¬ 
posing two “symmetric” distributions for which the tangential electric field 

f 1 As in Chap. 2, q is the gap number and has values of 0 to N — 1, and n is an 
integer. 
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at the gth gap is given by Eei(2vn/N)q and E'e;*-2 \ 2 )/ iq respectively. 
The electromagnetic fields associated with these distributions have been 
computed in Sec. 2-6 [Eq. (2-36)]. A superposition of these fields gives 

rise to the distribution E&{2xn/N)q + E'e^2"^ which is equal 
to [E + (~l)qE']e}2xnq/N. It is evident that the field varies properly 
from even-numbered gap to even-numbered gap and from odd-numbered 
gap to odd-numbered gap. Thus E(e) — E + E' and E^o) = E — Ef\ and 
inasmuch as E'/E is arbitrary, so is E(e)/E(o). 

The magnetic field at the various gaps will be given by 

H*(ra, <t>) = H(ra) <t>) + H'(ray 0), 

where H(ra, <£) is the magnetic-field distribution associated with 

Ee(2tnn/N)qj and H'(ra, <f>) is that associated with E'X2*3^71 
According to the treatment following Eq. (2-36), Sec. 2-6, the admit¬ 
tance seen at the qth gap is given by 

" ♦»]* 
r(2*q/N) + e 

h / Ht(ra) 4>)a4> 
A J(2icq/N)-e _____ 

4ra62 (E + (-l)«#>(2r;nW 
(1) 

since = (2? + (—1 )«E')ei2rin/N)q over the range of integration. 

According to Eq. 2*36, H(ra, <f>) = H ^rfl, <t> — e(2r/'*/JV)y and 

H\ra, <t>) = <t> - —je 
_ («-£)/*]« 

e(2rjn/N) 

Thus, taking^ = Eq. (1) reduces to 

_ & 1 (/-. 
4ro0’l + (£'/£)(-!)« V 

, H(r0, *)# 

+ (-l)« 

The admittances 7* computed in Sec. 2-6 can be written as 

E> f'H'(Ta,+)dA 

E E'~ ) u 

4ro0J 

n> 

(2) 
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Similarly, 

h l°H\ra,i)d+ 

F(f-n) = F(n-f) = 4» F W 

Thus the expression for F(<1' reduces to 

F„ + RY(n_ n 
7<«) =-- (q even) (5a) 

and 
Yn - RY(S_ \ 

F<»> = _ x— V2 V (g odd), (5b) 

where 7? = E'/E. Therefore the admittances depend upon R as well 
as upon the frequency. 

For resonance to occur it is necessary that the admittances match at 
both odd- and even-resonator openings. This condition yields 

Yn + R YfS X 
_ _ _ i2 _V 4. y =0 

1 + R + " ’ 1 + 
Yn ~ R1 

(f-) 
1 - R ^ + Yr, = 0, 

(ба) 

(бб) 

which on eliminating R yield, after some manipulation, 

The resonant frequency having been computed, R can be found from 

Yn + Yr, 
Y,n s+Yn 

(.2-V 

F„ + Yr, 
Y,n + Yr; 

\2-”) 
(8) 

As in the case of the unstrapped system, the resonance equation 
depends upon n. For the unstrapped system it was necessary to con¬ 
sider only the values 0 to N/2 for n, as replacing n by — n or by (n + mN) 
where m is any integer, left the resonance equation unchanged. For 
the rising-sun system, however, the values 0 to N/4 [or (N — 2)/4, 

. whichever is an integer] are sufficient, as replacing n by 

well as by (» + mN) or — n, leaves the resonance equation unchanged. 
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Each equation has an infinite number of roots, although only the lower- 
frequency roots are of practical interest (ordinarily only the first two are 
of interest). While it would be simplest to use a mode-numbering 
system analogous to that used for the unstrapped system, i.e., np for 
the (p + l)-root of the frequency equation determined by n, this is not 
the system in common use. It has become customary to regard any 
magnetron resonant system having side resonators as a modification of the 
unstrapped system. That is, one considers the system as having been 
produced by a continuous perturbation of the unstrapped system. As 
the unstrapped system is modified, the resonant frequencies and their 
associated field distributions will also be modified and will change 
continuously if the perturbation is effected continuously. This implies 
that the modes of one system join continuously to the modes of the 
other and thus that there is a 1-to-l correspondence between the modes 
of one system and the modes of the other. From this point of view it is 
convenient to give corresponding modes the same number. Unfor¬ 
tunately the correspondence is not unique (that is, it depends upon the 
intermediate steps of the perturbation), so that it is necessary to specify 
the way in which the perturbation is performed. For the rising-sun 
system one considers the perturbation as having been made by a con¬ 
tinuous alteration of the side resonators, other dimensions being held 
fixed. In all practical cases this leads to the mode number n for the 

first root of Eq. (7) and the mode number Of-) for the second root. 

The higher roots always correspond to the higher-order n- or (*-> 
modes, with the particular correspondence depending upon the specific 
case. 

Equation (7) contains the unstrapped system as a special case. 
For, setting Yr, = Yr. — Y, gives 

Yn + Y,n 
(?-n) I* 

^+ Yr 

Yn — Y 
(?-) 

which yields the two equations 

Yr + Yn ~ 0 and Yr +Y,N * = 0. (9) 
\2 / 

These are, of course, the previously derived equations for the w- and 

-modes of the unstrapped system. 

Although Eq. (7) appears to be complicated, it is subject to a simple 
physical interpretation. In order to illustrate this interpretation the 
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following specific example will be used. An 18-resonator anode block 
similar to that shown in Fig. 2*17 will be used; in this all dimensions 
are held fixed except the lengths of alternate resonators c?2, which are 
allowed to increase. In Fig. 3-3 the resultant resonant frequencies of 

the modes 1 to 9 are plotted as a 
function of the ratio of large to 
small resonator depths (rx —d^/di). 
Following the mode-numbering 
convention discussed above, the 
9-mode is found as the second root 
of Eq. (7) with n = 0 (the first root 
is the trivial c*> = 0); the 1- and 8- 
modes are found as the first and 
second roots of Eq. (7) with n = 1; 
and so forth for the other modes. 
It is evident that for sufficiently 
large values of rh the (n = N/2)- 
mode or the 9-mode becomes well 
separated from its neighbors, a re¬ 
quirement for operation in this 
mode. Furthermore, the other 
modes appear to break into two 
distinct groups, each of which 
bears a suggestive resemblance to 
the first group of modes of an 
unstrapped system having nine 
resonators. Table 31 shows the 
modes of the rising-sun system for 

d^/di = 2.1 compared with the modes of an unstrapped system having the 
same dimensions as the rising-sun system except that in Case I the small 

Table 3*1.1—The Resonances of an 13-resonator Rising-sun System Compared 

with Those of Two Nine-resonator Unstrapped Systems 

Case I Case II 

A'.Al = 0.987 A'/As - 1.096 
X2/Xs - 0.9975 A"A? - 1.015 
X*/Xs - 0.9994 A','/A. - 1.0034 
x;/x< - 0.9997 A" A. - 1,0006 

Xqi/X# « 0.8816 

resonators have been filled with metal leaving nine large resonators and 
in Case II the large resonators have been filled with metal leaving the 

1The values of Xn are the resonances of the rising-sun system of Fig. 3*3 at 
di/d\ « 2.1. The are the resonances of the nine-resonator unstrapped system 
formed by filling the small resonators with metal; the X* are those of the nine-reso¬ 
nator symmetric system formed by filling the large resonators with metal. 

Fig. 3*3.—Mode spectrum of a rising-sun 
system as a function of the ratio of large 
resonator depth di to small resonator depth 
d\ held fixed. XTo is the ir-mode wavelength 
for di/d\ *= 1. Dimensions: di/Xro = 0.172; 
da/Xro = 0.524; de = 0; 6 * 0.060 radians. 
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nine small resonators. These results suggest that a rising-sun system of 
N resonators can be interpreted as two symmetric N/2 resonator systems 
coupled together. A careful examination of Eq. (7) will corroborate this 
interpretation. 

Consider first the expression [F„ + Y /$ \]/2. Substituting the 
V2V 

expression in Eq. 2*37 yields 

" _(f = • I to Nh_ V Zy(kra) /sin ydY 
2 ^ \ Mo 4irr„ Z/ Z'y(kra)\ yO )' 

m — — » 

(10) 

where y = n + m(N/2). 
This expression, however, corresponds precisely to Yn for an interaction 
space having precisely the same dimensions but N/2 openings instead 
of N openings. Then 

Yn + Y (N \ 
__ (ry 

~2 
+ Ytl - 0 

is the equation for the resonant frequencies of an unstrapped system 
formed by the N/2 resonators corresponding to one set of side resonators 
with the other set of side resonators filled with metal. A similar state¬ 
ment applies to the equation 

Yn + Y, JV 

Sr) + k„ - o. 

Thus the resonance equation for the rising-sun anode block, 

Yn + Y (X \ 
_ 

2 
+ Yri 

Yn + Y (N \ 

2 

can be interpreted as a coupling equation for the corresponding modes 
of the two unstrapped systems with the term [(Yn — YN )/2]2 deter- 

2 n 
mining the strength of coupling. When this term is small, the coupling 
is weak and the resonances of the two systems are shifted only a very 
small amount. Except for the case n — 0, [(Fn — F# )/2]2 is quite _ —n 

small and becomes smaller as n and become more nearly equal. 

In the extreme case of n = N/4, the coupling term is identically zero and 
the resonance associated with one set of resonators is completely inde¬ 
pendent of the dimensions of the other set. Ordinarily (except for 
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n = 0), the coupling is quite weak,1 although there is an important 
exception when the resonant frequencies of the two systems occur close 
together. Then both bracketed terms are small over the same fre¬ 
quency range, and the coupling term becomes important. This inter¬ 
pretation of the rising-sun resonances will be further supported in 
Sec. 3-2, where the field distribution will be examined. 

Figure 3*3 shows the spectrum over the range of ratios in general 
use; the two groups shown correspond to the first group of resonances 
for both the large- and small-resonator systems. In the case shown, 

Fig. 3-4.—Mode spectrum, for large values of ri, of the rising-sun system of Fig. 3-3. 

The two groups shown correspond to the first group of the small-resonator system and the 
second group of the large-resonator system. 

the first group of resonances of the smaller-resonator unstrapped system 
happens to occur at a much higher wavelength range than that of the 
second group of resonances for the larger-resonator unstrapped system 
(not shown in the figure). For very large ratios this is no longer the case. 
Figure 3*4 shows the approximate behavior of the modes of the second 
group of the large-resonatorsystem in relation to the first group of the 
small-resonator system, for ri greater than 3. 

Although the preceding discussion was to a large extent in reference 
to an N = 18 resonant system, the discussion can easily be generalized. 
Thus, for a rising-sun system with N resonators and a ratio of resonator 
depths that is not too close to 1, the resonances of the first group of the 
spectrum can be divided into three subgroups. There is the set of modes 
numbered 1, 2, • • • , (N — 2)/4 (or A^/4). These correspond closely to 

1 This remark applies mainly to the case of small da/\r. As this quantity is 
increased, the coupling becomes stronger for n ^ 0 and somewhat weaker for n «■ 0. 
For values of dj\r used in practice the coupling is always weak for n & 2 but may be 
quite strong for n ** 1, 
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the 1, 2, • • • , (N — 2)/4 (or N/4) of the unstrapped system of N/2 
resonators formed by filling the small resonators with metal. This set 
is frequently referred to as the upper multiplet. Second, there is the 
set of modes (the lower multiplet) numbered {N + 2)/4 or N/4, • • * , 
(N/2) — 1. For moderate ratios of resonator sizes, these correspond 
closely to the (N — 2)/4, (or N/4), • • * 2, 1, modes of the unstrapped 
system of N/2 resonators formed by filling the large resonators with 

mode metal. [Note that the order is reversed. Thus the 

of the rising-sun system corresponds to the 1-mode of the unstrapped 
system.] For very large ratios these modes correspond closely to the 

mn?).] ) • • • , 2\, li, modes of the large-resonator system 

(that is, the second group of resonances). This last correspondence 
occurs when the second group of 
resonances of the large-resonator 
system happens to occur at a longer 
wavelength than the first group of 
resonances for the small-resonator 
system. Third, there is the tt- or 
A^/2-mode, which occurs between 
the two subgroups mentioned 
above. The 7r-mode corresponds 
roughly to the Oi-mode of the large- 
resonator system, but its wave¬ 
length is as dependent upon the 
small-resonator dimensions as it 
is upon the large-resonator 
dimensions.1 

As in the treatment of the un¬ 
strapped system, the preceding 
theory has entirely neglected the 
end spaces. The effects of the end 
spaces are somewhat similar for the 
two cases, in that all wavelengths 
turn out to be lower than the computed values. On the other hand, the 
general character of the spectrum and order of the modes remain the same. 
The reversal of order, mentioned for the unstrapped system, has never been 
observed in rising-sun systems, although one might expect it to occur 

Endspace height 

Fia. 3-5.—Typical example of the effect 
of end-space height on the mode spectrum of 
a rising-sun tube. X0 is the initial value 
of the ir-mode wavelength. Dimensions: 
da/\o - 0.27; h/\0 = 0.31; n * 1.75. 

1 The Oi-mode referred to above should not be confused with the Oi-mode in 

Fig. 3*4, which is the Ot-mode for the rising-sun system. The latter corresponds to 

the Oi-mode of the small-resonator system for small ratios and to the 02-mode of the 
large-resonator system for large ratios. 
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for very short anodes with very short end spaces. The magnitude of 
the end-space effect depends upon the dimensions of the end space and 
the relative sizes of the side resonators. Experimentally it has been 
found that the T-mode may be depressed from 2 to 8 per cent; the lower- 
wavelength modes of the long-wavelength group are rarely depressed as 
much as 5 per cent, while the highest-wavelength mode, the 1-mode, 
may be depressed more than 20 per cent. The mode just below the 

7r-mode, the <? - ■> -mode, is depressed about the same amount as the 

ir-mode, although the separation between the two is usually changed 
somewhat. The other modes below the 7r-mode wavelength are depressed 
about 2 per cent. Figure 3-5 shows a typical example of the effect of 
end-space height on the mode spectrum. 

3*2. The Interaction Field.—The tangential electric field at eacli gap 
was found in the last section to be given by 

E{e’<-+ IlA2l,(n O9]/*). 

This distribution was found by superposing the electromagnetic fields 

associated with an(j the fields associated with 

reJ M-M/*. 
The various field components in the interaction space can then be found 
by simply superposing the fields associated with the above distributions. 
Thus 
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It is now possible to see which modes are degenerate and which are 
not. Substitution of — n does not change the resonant frequencies of 
the modes. However, except for n = 0 or n = N /4, it does lead to a 
field distribution that is linearly independent of the +n field.1 These 
modes then have a second-order degeneracy. When n = 0, no sign 
change is possible (—n = +n), so that the 7r-mode is nondegenerate. 
To consider the case n = N/4, it is necessary to know the value of R. 
It can be shown that for the (n = iV'/4)-resonance associated with the 
even-numbered resonators R = 1, and for the N/4-resonance associated 
with the odd-numbered resonators R = — 1. In either case, replacing n 
by —n does not lead to a linearly independent field so that modes with 
n = N/4 are also nondegenerate. This is readily understandable if one 
observes what happens as the even- and odd-numbered resonators 
become alike. It is evident that the two roots of Eq. (7) for n = N/4 
are equal if Yri ** Fr2. It is also evident that both roots must be called 

(N \ 
iV/4-modes because 1— n) is also equal to N/4. This corresponds 

to the fact that the iV/4-mode has a second-order degeneracy in an 
unstrapped system. When the unstrapped system is perturbed into the 
rising-sun system, this N/4 doublet splits, with one resonance following 
the odd-numbered resonator system and the other following the even- 
numbered resonator system. Thus, a rising-sun system in which N/4 
is an integer has two 7V7 4-resonances. These two nondegenerate modes 
can be thought of as 7r-modes for the two unstrapped Ar/2-resonator 
systems. 

It is apparent from the above expressions that a more detailed study 
of the fields requires further knowledge of R. It will be of interest to 
study some limiting cases first. 

Case 1.—Yri = Fr, = Fr. Here Eq. (7) can be factored yielding 

Fr + Fn = 0, 

which gives the n-mode frequencies, and 

r-+- °’ 
(n \ 

which gives the (— n J-mode frequencies. Because 

R = - 
Yr+Yn 

Yr + Y 
(£-") 

it is clear that R = 0 for an n-mode, and the fields are identical with 

1 Replacing n by (n +mf) does not lead to linearly independent fields. [Note 

that R becomes inverted when m is odd (Eq. 8).] 



94 THE RISING-SUN SYSTEM [Sec. 3-2 

For the 

those previously computed for an unstrapped system with N resonators 
oscillating in the n-mode. The ratio of the voltage1 across an odd- 
numbered gap to that across the adjacent even-numbered gap in the 
clockwise direction is [(1 — R)/(1 + i£)]e2x?n/iV. Thus if R = 0, the ratio 
is e2xln/N, which is appropriate to the n-mode of an unstrapped system 
rotating counterclockwise. 

(N • \ 
( *2 — n 1-mode R = *>. In order to have finite fields one 

must take RV finite and equal to Vf with V = 0. Then the fields are 

(N \ 
identical with those previously computed for the (— n 1-mode. 

For the voltage ratio here is 

. CL /?!_ —  P2*jn/N — p2it] 'N 2~) 
(1 + R)e*w» 

(N \ 
which is appropriate to the ( — n 1-mode of an unstrapped system 

rotating clockwise. 

Thus it can be seen that for R very near zero the voltages across odd 

and even gaps are approximately equal in magnitude. The fields are 

like those of a symmetric system with N resonators oscillating in the 

(N \ 
n-mode, with a small amount of I— n 1-mode mixed in. For R 

very large, the voltages across odd and even gaps are also approximately 
equal in magnitude. In this Case the fields are like those of an unstrapped 

/n \ 
system with N resonators oscillating in the I— n 1-mode with a small 

amount of n-mode mixed in. 

Case 2.—YT2 —* oc. This is the case for which the odd-numbered 
resonators are replaced by metal and the system reduces to an unstrapped 
system with N/2-resonators. The resonance equation becomes 

Yn+YN 

and 

R = — 
Yrx + Fn 

Y\+Yn 
1 n-n 

+ Yri = 0 

Y*+ Y„ 
Y - 1 n 

Yn+ YN 
= 1. 

YN - 
ST— n 

Then [(1 — R)/(1 + R)]eirtn/K = 0, which is to be expected because the 
odd-numbered gaps are no longer present. The fields are those previously 

1 Here V - 2ra9E, and V - 2r.6E'; thus Y'/V - E'/E - R. 
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computed for the n-mode of an unstrapped system with AT/2-resonators. 
For example, E+ can be written as 

m *= — « 

where y = n + m,N/2. 
Thus if R is near 1, the field is very much like that of an unstrapped 

system with A/2-resonators. The voltage across odd-numbered gaps 
is very small compared with that across even-numbered gaps. As a rule 
this means that the odd-numbered resonators are very weakly excited. 

It can be shown similarly that 
R approaches —1 as Yrx becomes 

very large. In this case the voltage 
across even-numbered gaps is 
small compared with that across 
odd-numbered gaps, and again the 
field is similar to that of an un¬ 
strapped system with N/2-reso¬ 
nators oscillating in the n-mode.1 

It is evident that a good picture 
of the modification of the interac¬ 
tion field may be obtained by 
studying the variation of R as the 
shape of the odd or even set of 
resonators is changed. The be¬ 
havior of R for the 7r-mode, 
although not typical of the usual 
behavior of R, is of fundamental 
importance in magnetron operation and will be discussed first. For a 
specific example consider the anode block used in Fig. 3*3 for which 
— 1 /Rr is plotted as a function of d2/di in Fig. 3-6. As would be expected 
from the preceding discussion — 1/JST is zero for d2/d\ = 1. It is appar¬ 
ent that as d2/d\ becomes large, — 1/RV approaches asymptotically a value 
that is less than 1. In fact, it can readily be shown that — 1 /Rr is always 
less than 1/[1 + (2Ai/Ac)] where A\ is the total area of the small reso¬ 
nators and Ac is the area of the interaction space; this is the value which 
— 1 jRr approaches in Fig. 3*6. In terms of voltages, this means that for 
d2/di — 1, the voltage across odd and even resonators is equal. As 

1 The expressions for the field components obtained by setting R *» — 1 arc 
formally different from those previously derived because of an effective shift of the 

polar axis through an angle 2tc/N. That is, since the even-numbered resonators are 

effectively absent, the polar axis goes between two resonators instead of through the 

center of a resonator. 

Fig. 3-6.-1 /R* as a function of n for the 
anode of Fig. 3*3. 
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dt/di increases, the voltage across the large resonators becomes larger 
than that across the small resonators, with the ratio approaching 
Ai/(AC + Ai) as <h/di becomes large. The fact that the voltages across 
the odd and even resonators are unequal implies that there is a net 
voltage around the anode circumference, a fact that is evident from an 
examination of 25*, for 

E4 = vs\ 1 Z'M 
L ft. Z'0(kra) + 0 V (sin y'd\ Zy'(kp) 

4\ y'o )z'Akra) 
m-» 1 

J_ /sii 

ft A 

cos y'O 

sin yd\ Zy(kp) 

ft A ye ) Zy(kra) } 
COS y<f> ; (14) 

and it is thus clear that for — 1 /Rr > 0, 2?* has a component that is inde- 
r 2t 

pendent of <f>. Thus r0 / is not zero. A better understanding 

of the origin of this voltage can be had from an examination of the charge 

Fig. 3*7.—Qualitative distribution of magnetic field and cuirent with impending charge 
distribution for (<z) their-mode of an AT-resonator rising-sun system; (6) the ar-mode of an 
AT-resonator unstrapped system; and (c) the Oi-mode of an JVy2-resonator unstrapped 
system. Magnetic lines into paper • • • ; magnetic lines out from paper o o o. 

and current distribution. Figure 3*7a shows the distribution of charge, 
current, and magnetic field in a rising-sun anode block. Whereas the 
voltages at odd- and even-resonator openings are opposite in direction, 
the magnetic fields are in the same direction. This would indicate that 
the magnetic field in the interaction space is unidirectional ot that there 
is a net magnetic flux linking the anode circumference. This flux can 
be thought of as inducing the net voltage around the anode circumference. 
It is also apparent that the current across the anode segments is uni¬ 
directional. Figure 3-76 and c shows the charge and current distribution 
for the T-mode in an A-resonator unstrapped system and the Ox-mode 
in an (A/2)-resonator unstrapped system. The fr-mode of the rising-sun 
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system evidently bears a certain resemblance to each and may be regarded 
as a perturbation of either. 

As a measure of the distortion of the 7r-mode field in the rising-sun 
system, it is customary to use the ratio of the (7 = 0) component to the 
(y = N/2)-component of E#. This ratio is given by 

- Z'MZIM | e 
£(p)-jr- (15) 

2Z'0(kra)Z'N/2(kp)Rv sin ^ 0 

For rising-sun magnetrons in common use, this quantity is in the neigh¬ 
borhood of 0.1 at p = ra. However, the A^/2-component falls off much 
more rapidly than the zero com¬ 
ponent as p approaches rc, and it 
is possible for R to exceed 1 in the 
vicinity of the cathode. 

The behavior of R for modes 
other than the 7r-mode is quite 
different from that for the Tr-mode. 
As a specific example, consider the 
(n = 2)-mode and the (n == 7)- or 

-mode for the anode block 

used in Fig. 3-3. In Fig. 3-8, — R2 
and I/R7 are plotted as functions 
of d2/di. Although these quanti¬ 
ties have the expected value of 
zero for d2/d\ = 1, they approach 
the value 1 quite rapidly, so that even for the rather moderate ratios used 
in practice the voltage across one set of resonators is small compared 
with that across the other set. In the case of the 2-mode the large 
resonators are the strongly excited ones, while for the 7-mode it is the 
small ones that are strongly excited. 

R7 differs from — R2 in that it does not approach 1 asymptotically. 
In fact, when the ratio d2/d\ becomes so large that the lower-group 
resonances become associated with the large resonators, R7 changes 
rapidly from 1 and begins to approach — 1 asymptotically, which corre¬ 
sponds to the fact that the large resonators have come to be the strongly 
excited set. This behavior of R is typical of all modes except w-modes; 
that is, for the upper group R behaves like 722, and for the lower group R 
behaves like R7. Table 3-2 shows the values of Rn and also the ratio 
|Fl|/|F*| of the magnitudes of voltages across the large and small 
resonators for d%/d\ » 2.1. 

Fig. 3*8.-and as functions of 
<fo/di for the rising-sun system used in 
Fig. 3*3. 



98 THE RISING-SUN SYSTEM [Sec. 3-3 

Further support for the interpretation of the rising-sun structure as 
two unstrapped systems coupled together is given by the field distribu¬ 
tions. The coupling is quite weak for all the non-7r-modes except for 

(N \ (N \ 
the ( 2~ 1 l-mode and becomes increasingly weak as n or ““ n) 

approaches N/4. For the values of d^/di used in practice and for the 

modes 1 through ^ “ 2y, an account of the spectrum and fields suffi¬ 

ciently accurate for many purposes can easily be obtained by ignoring the 

Table 3-2.—Value of Rn and also the Ratio |Vl|/|V,s| of the Magnitudes of 

the Voltages across the Large and Small Resonators for dt/dx = 2.1 

n 

! 
Rn 

1 

IN 
IN 

1 : -0.807 9.34 

2 ! -0.908 19.2 

3 -0.955 43.5 
4 1 -0.986 114. 
9 -2.290 2.55 
8 2.680 0.457 

7 1.370 0.157 
6 i 1.140 0.067 
5 1.050 0.024 

set of resonators that are weakly excited and using the formulas for an 
unstrapped system of iV/2-resonators. At the value of d2/di and di/A* 

ordinarily used, the -mode retains a large measure of its 
N 
2 

1 

character. The comparative excitation of the two sets of side resonators 
is of the same order as that for the 7r-mode. 

3*3. The Effect of the Mode Spectrum and Field Characteristics on 
tt-mode Operation. The y = 0 Field Component.—The interaction field 
of the 7r-mode in a rising-sun system differs from that of the 7r-mode in an 
unstrapped system (see Chap. 2) or a strapped system (see Chap. 4) 
in that the ^-component of the electric field has a y = 0 field component. 
A detailed account of the effect of this component upon magnetron 
operation would require a discussion of magnetron electronics, a 
portion of magnetron theory that is very complicated and at present is 
incomplete. It will thus be possible to discuss the effects in a qualitative 
way only. 

The most important effect of the zero component consists of a reso¬ 
nance phenomenon that occurs when .AS lies between 12,000 and 13,000 
gauss cm or 0.012 and 0.013 weber per meter. From both theory and 
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experiment it would be expected that the electronic efficiency1 at constant 
current would be a monotonic increasing function of the magnetic field; 
but in a rising-sun magnetron in the vicinity of \B — 12,000 gauss cm, 
there is a pronounced efficiency dip as shown in Fig. 3*9. Both the depth 
and breadth of this dip increase with increasing amounts of zero compo¬ 
nent. This effect is very important for magnetrons designed to operate 
below this dip (which at present includes all magnetrons for wave¬ 
lengths less than 1.5 cm) because the amount of zero component deter¬ 
mines the maximum efficiency obtainable for these magnetrons. The 
only magnetrons that have been 
successfully operated well above 
the dip have had only a small 
amount of zero component present 
(although enough to produce a 
pronounced dip). The zero com¬ 
ponent seemed to have very little 
effect on the high-field operation of 
these magnetrons, the electronic 
efficiency being fully as high as 
would be expected by comparison 
with strapped tubes. 

This effect of the zero com¬ 
ponent has been explained in only 
the most qualitative manner. 
Ordinarily, the zero component 
interacts with the electrons at random, so that there is no net exchange of 
energy between this component and the electrons. The electrons in a 
magnetron move in quasi-cycloidal orbits; at \B « 12,000 gauss cm, the 
transit time for each cycloidal arch is equal to the period of field oscillation, 
and it appears that under these conditions the effect of the zero component 
is cumulative rather than random. The loss of efficiency could be ac¬ 
counted for by either the transfer of energy from the zero component to the 
electrons or perhaps by the less efficient coupling with the 7r-component 
because of the distortion of the orbits. 

There is another way in which the zero mode can interfere with the 
electron coupling. It was shown in the previous section, that proceeding 
from anode to cathode, the N/2- or ^-component of falls off much 
more rapidly than the zero component. Thus it is possible for the zero 
component to exceed the i\T/2-component near the cathode even though 

1 Electronic efficiency is the power delivered into the electromagnetic field divided 
by the d-c power delivered to the magnetron. It differs from the over-all efficiency 
in that it neglects losses due to the r-f currents in the magnetron resonant system. 

\B Gauss -cm 

Fig. 3-9.—Approximate observed varia¬ 
tion of electronic efficiency rje with \B. 

-a pure 7r-mode field (R(ra) — 0); 
-a 7r-mode field contaminated with the 

zero component (R(ra) « .1). 
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the iV/2-component is much larger at the anode. This means that at any 
instant the field near the cathode is unidirectional. Such a phenomenon 
can interfere seriously with proper bunching of the electrons, and a loss 
of efficiency or a failure to operate in the 7r-mode may result. This 
effect may be most pronounced at high fields, because then the electrons 
are initially confined to regions near the cathode. 

It should be mentioned that in spite of these difficulties, the amount of 
zero component is not a very critical parameter for operation below the 
efficiency dip, because the maximum efficiency obtainable falls off rather 
slowly as the zero to 7r-component ratio R increases. No studies have 
been made of the effect of large amounts of the zero component for 
operation above the efficiency dip. 

Mode Competition.—The 7r-mode operation of rising-sun magnetrons 
is subject to interference from certain of the other modes. The experi¬ 
mental results indicate that the interfering mode is always either a 

member of the long-wavelength group or the -mode1 and, 

further, that it is possible to correlate the observed mode competition 
with the distribution of modes. The results of this correlation can be 
summarized as follows. 

Interference from the -mode occurs when wavelength 

separation between the 7r-mode and the -mode is too small. 

Just what constitutes “too small” cannot be stated precisely because 
many factors besides the wavelength separation enter into mode competi¬ 
tion. It has always been possible, however, to eliminate interference 

-mode by a proper increase in X*/X y 
\2“V 

general rule \ = 1.05 may be considered a safe value. 
V2 “ V 

from the (*- As a 

Interference from members of the long-wavelength group occurs when 
the ratio of their wavelengths to Xr becomes too large; the maximum 
allowable ratio decreases as N increases. Again it is not possible to give 

precise values, but the requirement that — is an example 

of one rule that has proved useful. A more complete discussion and a 
physical interpretation of these results appear in Chap. 11. 

It is apparent, then, that there are three major factors which govern the 
ir-mode operation of a rising-sun system. These are (1) R the ratio of the 

1 Interference is also observed from ' ‘ nonmagnetron * * modes, such as end-spaoe 

resonances. 
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zero to the N/2-component in the 7r-mode field, (2) the ratio X*/X/y \, 
V2~V 

(3) the ratio of the upper-multiplet wavelengths to the 7r-mode wave¬ 
length. The system should be designed with R as small as possible, 
with Xt/X^at_ \ sufficiently large, 

\2 V 

and with the ratio of the upper 
multiplet wavelengths to the tt- 
mode wavelength not too large. 
The next section will discuss the 
effect of the various parameters 
of the resonant system on these 
three factors. 

3*4. The Effects of Various 
Parameters on the Mode Spec¬ 
trum and the Interaction Field of a 
Rising-sun Magnetron.—Almost 
all of the experimental and de¬ 
velopmental work on the rising-sun 
system has been done with the 
vane-type anode block illustrated 
in Fig. 3*la. In these anode 
blocks, the side resonators consist 
of annular sectors whose sides are 
formed by radial rectangular 
vanes. The set of design param¬ 
eters that has become associated 
with this design is (1) the ratio of 
the large-resonator depth to the 
small-resonator depth (d2/di = ri), 
(2) the ratio of the anode diam¬ 
eter to the ir-mode wavelength 
(da/XT), (3) the ratio of cathode 
diameter to anode diameter 
(idc/da = o-), (4) the number of 
resonators (AT), (5) the ratio of 
vane thickness to gap width 

[w "= (to - *)} 

Fig. 3*10.—The effect of the ratio of 
resonator depths on the mode spectrum and 
the interaction field of a rising-sun mag¬ 
netron. The dimensions are identical with 
those given in Table 2*1. (a) Mode spec¬ 
trum as a function di/d. Both di and da are 
varied to maintain Xr constant, d is the 
resonator depth for di — da. (b) Values of 
1/n required to maintain X* constant, 
plotted as a function of da/d. (c) R(ra) the 
ratio of the zero component to the N/2-com- 
ponent of E+ at p *= ra, plotted as a function 
of da/d. (For parts (b) and (c) see page 102.) 

Although some of these parameters apply to other types of anode blocks, 
the following discussion will refer exclusively to vane-type designs. The 
effects of these or corresponding parameters with respect to other type 
anodes can be deduced from a discussion to follow on the effect of varia¬ 
tion of the side-resonator shape. 
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The Ratio of Resonator Depths.—Figures 3*3 and 3*6 were used to 
illustrate the effect of rx on the mode spectrum and on the interaction field 
of the 7r-mode, but the process is actually more complicated. Although 
all dimensions of the anode block other than resonator dimensions were 
held fixed, the Tr-mode wavelength changed, so that relative to X* these 
dimensions were not fixed (e.g., da/K changed). In order to examine 
the effect of rx alone, it is therefore necessary to change the large- and 
small-resonator depths simultaneously, in such a manner that the Tr-mode 
wavelength is maintained constant, while all other anode block dimensions 
are kept fixed. (This is the sort of change in rx that would probably 

W 
Fig. 3*10.—For descriptive legend see page 101. 

be made in practice.) The effect of such a change in rx is shown in 
Fig. 3-10a where the mode spectrum is plotted as a function of d2/d) 
d being the resonator depth when d\ = d2. Figure 3*106 shows the 
value of 1/ri required to keep Xr constant as a function of d2/d. The 
other dimensions of the anode block, all of which are held fixed, are given 
in Table 2*1. The effect of rx upon the interaction field of the Tr-mode 
is shown in Fig. 3* 10c, where R (r«), the ratio of zero to iV/2-component 
of E+ at p — r0, is plotted as a function of d2/d. 

It is evident from Fig. 3* 10a that a certain minimum value of rx 
must be passed before the tt- and 8-mode begin to separate and further 
that the amount of separation which can be obtained between these two 
modes is not unlimited. The bend in the curves of the short-wavelength 
modes which occurs as rx becomes large is due to the fact that these modes 
have ceased to be associated with the .small resonators and have come to 
correspond to the second group of resonances associated with the large 
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Fia. 3*11.—The effect of the ratio of resonator depths on the mode spectrum and the 
interaction field of a rising-sun magnetron. Dimensions are the same as those for Fig. 3*10 
except that da/\T has been reduced from 0.325 to 0.217. (a) Mode spectrum as a function 
di/d. Both di and di are varied to maintain A* constant, d is the resonator depth for 
d\ a> di. (b) Values of 1/ri required to maintain A* constant, plotted as a function of 
di/d. (c) R(ra), the ratio of the zero component to the iV/2-component of E<j> at p «* ra, 
plotted os a function of di/d. (For parti (b) and (c) see page 104.) 
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resonators. The fact that the 8-mode does not reverse is fortuitous; it is 
due to the particular values chosen for the other anode block dimensions. 

An increase in rY not only increases the separation between the 7r-mode 

IN \ 
and the I ^ — ll-mode but also increases the separation between the 

7r-mode and the long-wavelength group and increases the quantity R (ra). 
The latter two effects are undesirable, so it is best to have ri just large 

enough to give sufficient separation of the T-mode and the 

mode. Just what value of ri should be used depends upon the values 

of the other parameters, namely, da/K, <r, N, and r2. The specific 
numerical values for some designs that have been found satisfactory are 
listed in Chap. 11. 

The Ratio of Anode-block Diameter to ir-mode Wavelength.—The effect 
of the parameter da/\r can best be studied by comparing the curves of 
Fig. 3-10a, bf and c with a similar set of curves in Fig. 3*1 la, bf and c 
computed for a different value of da/hr. The dimensions for this latter 
set are also those given in Table 21 with the exception that da/K has 
been reduced from 0.325 to 0.217. Comparing the two spectra for the 
same value of rh while restricting ri to small values, one finds that the 
separation between the tt- and 8-modes is smaller and that R(ra) is larger 
for the block of larger dJ'K. Figure 3-12a shows a direct comparison of 
R(ra) plotted as a function of K/h* for the two values of da/K, and 
Fig. 3-125 shows X4/XT as a function of X*/X8 for the two cases. The 
effect of a further increase in da/K is similar; that is, for equal values 
of Xr/X/jy \, R(ra) increases while X4/Xy does not change significantly. 
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Inasmuch as the effects of increasing da/K are undesirable, it is best 
to have da/K as small as is consistent with other design considerations. 
On the other hand, satisfactory operation is possible over a wide range 
of values of R(ra), so that a correspondingly wide range of values is avail¬ 
able for da/K. 

The Ratio of Cathode Diameter to Anode Diameter.—The general 
effect of a on the spectrum is given in Table 3*3 which lists the computed 
wavelengths of the modes of an 18-resonator system with the cathode 

Fig. 3-12.—The effect of da A* on the interaction field and the mode spectrum of the 
rising-sun systems of Figs. 310 and 311. (a) R(ra), the ratio of the zero component to the 
N/2-component of E+ at p * ra plotted as a function of A* As for two values of daAir. (b) 
The quantity \<Air is plotted as a function X* As for two values of da/\w. 

present and with the cathode removed. It is seen that in this particular 
case an increase in a reduces the 7r-mode wavelength but increases the 
wavelengths of all of the other modes. 

The direction of the wavelength shift is determined by the sign of 

[tioH2s(rCl <t>) — eoEp(r0, 4>)]d<l>, (16) 

an increase in a decreasing or increasing the wavelength as the integral 
is positive or negative. For the values of ri and a used in practice, an 
increase in <r increases the wavelengths of all modes in the upper multiplet 
and decreases the ir-mode wavelength, while the wavelengths of the lower- 
multiplet modes are raised or lowered as the cathode circumference is 
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less or greater than The rule for the lower multiplet is (f -n) 
approximate and holds only when the contribution of the higher-order 
field components to the integral (16) is negligible as compared with the 
(N \ 
\^2 ~~ n) components.1 The reversal in the direction of the 

wavelength shift actually occurs at a somewhat larger value of the cathode 

(f-«K circumference than ( 

Table 3-3.—The Effect of the Presence of the Cathode on the Spectrum 

of a Typical Kising-sun Magnetron 

X. 1 < 1 

n Xjr . K 1 Dimensions 

(cathode present) (cathode removed) 
i _ . _ 

1 1.944 1 .603 I c" - 0.307 
1 K 

2 1.456 1 .420 1 

3 1.381 1.375 i d; -= 1.780 
1 dx 
1 4 1.360 1.357 

9 1.000 1.030 p = 0.226 

8 0.920 0.853 0 = 0.068 radian 

7 0.800 0.786 > f = 0.59 for X„ 

6 0.766 0.761 

t “ 0 f0r X» 
5 0.754 0.752 

i 

As indicated in Table 3-3, the effect of the cathode becomes increas¬ 
ingly less for the lower-wavelength modes of both the long- and short- 
wavelength groups. In fact, for most purposes the effect of <r can be 

(N \ 
neglected for all modes except the 1-mode, the ( ^ — 1 J-mode, and the 

7r-mode. Although the separation between the ir-mode and the long- 
wavelength modes increases somewhat when a increases, the most signifi¬ 
cant effect upon the spectrum is the loss of separation between the 7r-mode 

and -mode. 

The zero-component contamination of the ir-mode, R(ra), decreases 
with increasing <r. For the magnetron in Table 3*3, R(ra) decreases from 
0.161 to 0.106 when the cathode is introduced. There is an even greater 
decrease in R(p) as p approaches re because the discrepancy in rate of 

1 This is always the case except when n or a is nearly equal to 1. 
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decrease between the zero and iV/2-components is less effective for a 
larger cathode. When the loss in mode separation is small, this effect 
may compensate for the loss in mode separation as far as mode competi¬ 
tion is concerned. 

Actually the above considerations have very little effect upon the 
choice of <r. The size of the cathode has a very strong effect on the 
relative strength of the various field components near the cathode 
because the higher n-modes and higher y Fourier-components fall off 
much more rapidly, moving in from the anode, than those of lower n 

or 7. The character of fields near the cathode is very important in 
determining the amount of energy lost in the initial bunching process 
and in determining the mode in which the magnetron will start. In 
general, a reduction in cathode size increases the efficiency but also 
may lead to mode-competition difficulties (see Chap. 8). Ordinarily 
the smallest cathode diameter that gives stable 7r-mode operation is used. 
It has been found experimentally that the best value for a depends 
almost entirely upon N and very little upon other parameters (Chap. 11). 
Evidently the effects of varying a are largely dependent upon magnetron 
electronics. 

The Number of Resonators.—If N is increased with fixed dh d2, 

da, r2, and a, the wavelengths of all of the original modes are virtually 
unchanged, but additional modes are added to the lower-wavelength 
end of both groups of resonances. Thus an increase in N in itself has 
no particular effect upon the significant characteristics of the resonant 
system. Difficulties with large N systems are due mainly to the fact 
that the maximum allowable ratio of the wavelengths of the upper 
multiplet modes to XT decreases as N increases (see Chap. 11). 

The Ratio of Anode-segment Width to Gap Width, r2.—An increase 
in r2, with d\, d2, da, and <j fixed, increases the wavelengths of all of the 
modes. The comparative rates of increase for the various modes are 
such that the members of the upper-wavelength group move closer 
together, as do the members of the lower-wavelength group, while 

the 7r-mode moves away from the (f-) -mode and toward the upper- 

wavelength group. Furthermore, R(ra) increases. 
A pertinent factor in magnetron design is the modification of the 

spectrum as r2 is changed, with di and <h adjusted to keep the ir-mode 

and — 1^-mode fixed. In this case, the upper-wavelength group 

descends while R(ra) increases. Thus an increase of r2 might avoid 
difficulty with the long-wavelength modes, but the increase in R(ra) would 
cause some loss in efficiency. No attempt has ever been made to avoid 
long-wavelength mode competition difficulties in this way, because the 
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range over which r2 can be varied is limited by mechanical considerations 
(see Chap. 11). Furthermore, it has always been possible to solve the 
problem of long-wavelength mode competition by closing the ends, as 
explained in Sec. 3-5. 

Variation of Resonator Shape.—While the vane-type resonator is 
most commonly used, other types having different shapes may have 
mechanical or electrical advantages. One example is the hole-and-vane 
combination illustrated in Fig. 3* 16. Inasmuch as all of the anode-block 
parameters have been discussed for vane-type resonators, it is convenient 
to consider other resonator shapes as modifications of the vane-type 
and to define the “vane equivalent” of a resonator and an “equivalent 
ratio” of resonator depth. The vane equivalent of a resonator is defined 
as an annular sector resonator composed of vanes whose thickness is 
equal to the width of the anode segments and whose depth is such that 
its admittance at the x-mode wavelength is equal to that of the resonator 
in question. The admittance of a resonator and that of its vane equiva¬ 
lent will, in general, be different for wavelengths other than the x-mode 
wavelength. The equivalent ratio is defined simply as the ratio of 
the depths of the vane equivalents corresponding to the large and small 
resonators; it thus replaces the parameter ri defined for vane-type 
resonators. Two rising-sun systems that are identical except for reso¬ 
nator shape and have the same x-mode wavelength and the same value 
for req will have identical x-mode interaction fields; that is, R is the same 
for both. 

Inasmuch as the admittances of corresponding resonators are the same 
at the x-mode wavelengths, they will be nearly the same for wavelengths 
near that of the x-mode. Thus the modes with wavelengths near that 
of the x-mode will have nearly the same wavelength in the two anode 

blocks, and ordinarily the x- and -mode separations will be 

nearly the same. On the other hand, at wavelengths far from that of 
the x-mode, the admittance of corresponding resonators may be quite 
different, and the position of the long-wavelength group and the lower- 
wavelength members of the short-wavelength group may be considerably 
different for the two structures. 

Aside from mechanical advantages, there are often electrical advan¬ 
tages to be gained by a wise choice of resonator shape. Two advantages 
relate to the circuit properties of anode blocks, the unloaded Q and the 
equivalent capacity, discussed in Sec. 3-0. A third advantage lies in 
the possibility of depressing the wavelengths of the long-wavelength 
group. As an example of the latter, consider the anode-block section 
in Fig. 3*13 which has the dimensions given in Table 2*1 except for the 
resonators and which has an r* equal to 2.71. Table 3-4 lists the result- 
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ant wavelengths of the spectrum in comparison with those of an equiva¬ 
lent vane-type anode block which 
has an v\ of 2.71. It is evident 
that the long wavelengths have 
been considerably depressed at a 
small cost in separation between 
the 7r- and 8-modes. Although a 
similar spectrum could be achieved 
with vane-type resonators having 
a larger value of r2, the zero con¬ 
tamination of the 7f-mode would be 
worse. In general, large mode 
separation is obtained by using 
resonators whose admittances 
change slowly with frequency, and 
small mode separation by using 
resonators whose admittances 
change rapidly with frequency. 
In the particular case given in 
Table 3*4, the spread of the lower- 
wavelength resonances and the 
contraction of the higher-wave- 
length resonances is due to the fact 
that the two groups of resonators were designed on this basis. 

Table 3-4.—The Spectrum of the System in Fig. 3-13 Compared with That of 

Its Equivalent Vane-type System 

are the resonances of the vane-type system; x' of the modified system 

1 X. ^7^ 

n — 
Xtt x„ 

i 
1 2.183 1 604 
2 1.697 1.279 
3 1.621 1.241 
4 1.602 1.231 

9 1.000 1.000 

8 0.828 0.864 
7 0.616 0.607 
6 0.570 0.544 
5 0.555 0.525 

In the development of magnetrons considerable attention was given 
to the possibility of modifying the symmetry of a resonant system in a 

Fig. 3-13.—Rising-sun system with modified 

resonator shapes. 
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manner that would leave the T-mode practically unchanged but would 
have a marked effect on some of the other modes. The use of strap breaks 
in the strapped system (see Secs. 41 and 4-7) is the major example of 
such a modification. A somewhat analogous scheme for the rising-sun 
system would consist of replacing certain of the resonators (large or 
small) by resonators of a different shape but of the same vane equivalent 
as the other corresponding resonators. Inasmuch as the admittances 
of all of the large resonators (and those of all of the small resonators) 
appear to be alike p,t the 7r-mode wavelength, neither the resonant wave¬ 
length nor the interaction field of the ir-mode is affected. On the other 
hand, for the non-rr-modos, and particularly for those with resonant 
wavelengths far from that of the ?r-mode, the various resonators no 
longer appear to be alike. Consequently, for these modes the wave¬ 
lengths will be shifted, the doublets split (i.e., the degenerate modes split 
into two nondegenerate modes), the loading through the output modified, 
and the interaction field distorted. One might expect, then, that by a 
proper modification of resonators, interference from unwanted modes 
could be avoided. Neither this scheme nor the one described in the 
preceding paragraph has yet been tested on rising-sun magnetrons. 

3*5. Closed-end Rising-sun Systems.—In the preceding sections it 
has been stated that one serious limitation of the rising-sun system is 
the competition which arises between the 7r-mode and the long-wavelength 
modes in systems of large N and large r\. The difficulty is due to 
excessive separation between the 7r-mode and the long-wavelength 
modes, and so a means of reducing this separation is required. The 
closing of the ends of the resonators has been shown to be effective in 
this respect (see Fig. 11*96). 

It is a simple matter to compute the spectrum and interaction fields 
for a rising-sun system with totally closed ends. Similar to the treat¬ 
ment of the unstrapped system (Sec. 2*8), the anode block and cathode 
can be regarded as a section of waveguide. Then the resonant wave¬ 
lengths computed for the open-ended system become the cutoff wave¬ 
lengths of the corresponding TE-mode$ of this waveguide. The guide 
wavelengths for the various modes can be computed from these cutoff 
wavelengths, and the resonant wavelengths of the first group of modes 
can be found from the condition that \gn = 26, where h is the anode 
height. Explicitly, the resonant wavelengths are given by 

where Xc« is the wavelength of the nth mode in the open-ended system. 
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Figure 3-14 shows the spectrum as a function of d2/d with ri varied to 
keep the 7r-mode wavelength fixed. In this example the values for 
da/K, <r9 r2, and N are the same as those in Table 2T. The behaviors 
of 1/ri and R(ra) as functions of d2/d are the same as those shown in 
Fig. 3*116 and c. 

In Fig. 3* 15a and b the most significant features of this closed-end 
system are compared with those for an open-end system having the same 

value of da/X*. It can be seen 
that for the same values of XT/Xg, ---- 
R(ra) is somewhat smaller for the 13__ 
closed-end system, while the ratios 
of the upper multiplet wavelengths \ 
to Xr (X4/Xr is typical) are con- 12 
siderably smaller for the closed- 
end system. This latter effect is, x t y/_ 
of course, due to the fact that all / / 
of the closed-end wavelengths must y ^ <*-mode] 
be less than 2h. Thus, by making 1 w—-^- 
2/i/Xjr small enough (note that ^ VX<(*8 

2h/\r is always greater than 1) it ^ ^ 
should always be possible to have 0,9 N. 
the upper group near enough to the /- 7 \ 
7r-mode to permit 7r-mode opera- 08_jL_^-Hi y 
tion. There are, however, objec- 6 yr 
tions to making systems for which \\ 
2h/\r is very close to 1 because as 0.7 

2h/\T approaches 1, the separa- 

tion between the t- and — 1^- 0,6 j 15 2.0 23 

mode falls off to zero.1 Further- d 
£ 1 e 01 /x 1 fi Fig. 3*14.—The spectrum of a closed-end 

more, for values of 2h/\r near 1 it rising.8un magnetron as a function of dt/d, 

is necessary that Xcr/X* be very with ri varied so that Xtt is kept constant. 

large, which meuis that the physi- ^- A SSZi 
cal dimensions of the system must from Table 21. 

be large. 
The electromagnetic fields for the closed-end system are similar to 

those of the open-end system except for the axial variation. That is, 
E and Ht are unchanged as functions of p and <f>, but both are multiplied 
by sin irz/h (z = 0 and z = h correspond to the two ends of the system). 
Up and H+ are no longer zero but are given by 

1 There is an optimum height that gives the maximum separation between the 

it- and — 1^ -modes for specific values of d0/XT, <r, AT, r2, and 15(ra). 
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it _ dHt(p,<f>) irz 
H* -4*h„—d~008 h ’ 

(18a) 

IT _ dHt(p,<t>) Vz 
H> ~ iwh dp C°S h ' 

(186) 

The computed frequencies for a closed-end magnetron usually agree 
within 1 per cent with the observed frequencies. Of course, no operating 
magnetron has its ends totally closed because the cathode must be 
insulated from the anode. Thus in practice “totally closed” means 
that the resonators are totally covered but that the interaction space 
remains uncovered. Under these conditions, the wavelengths are 

(a) (h) 
Fig. 3*15.—(a) A comparison of the separation between the upper-wavelength groups 

and the ir-mode for closed-end and open-end rising-sun system. Wavelength X4 is typical 
of the behavior of the upper-wavelength group, (b) A comparison of the zero-component 
contamination of the ir-mode interaction field for closed-end and open-end rising-sun 

systems. 

always higher than they would be if the ends were entirely closed. 
For the x-mode the increase is about 1 per cent. When da/K is small, 
the effect on all modes except the 1-mode is from 1 to 2 per cent. The 
1-mode may be increased 20 per cent or more, but ordinarily this is of 
no particular significance for magnetron operation. When da/K is 

large, the (5-> ■mode is also rather strongly affected (increases 

as great as 5 per cent have been observed), and consequently the separa¬ 

tion between the x- and the 6-) ■mode may become considerably 

less than the computed value. 
In many cases, it is unnecessary to lower the long-wavelength group 

as much as results from fully closing the ends; the long-wavelength modes 



Sec. 3*0] THE UNLOADED Q AND y/c/L 113 

can be lowered to a lesser extent by closing only the outer portion of the 
resonators. Such systems are called partially closed-end systems. 

Semiempirical methods for computing resonances, based on computed 
frequencies, have been worked out for nearly closed blocks (see Chap. 
11). Detailed information on the wavelength of non-r-modes is not 
available. For systems that are less than half closed, an estimate of 
the wavelength can be made to within 5 or 10 per cent by treating 
the resonators as compound resonators. That is, the admittance of the 
closed portion is computed and then considered as the terminating 
admittance for the open portion (see Sec. 2-5). When the block is 
nearly open, this method should be more accurate than indicated 
above. 

3*6. The Unloaded Q and y/C/L.—In addition to the resonant fre¬ 
quency, there are two other circuit parameters that are of importance in 
magnetron design; these are the unloaded Q(Qu) and the characteristic 
admittance y/C/L. 

Heretofore it has been assumed that the magnetron resonant system 
is lossless. Actually, however, some power is delivered to a load, and 
some energy is converted into heat by currents flowing in the metal 
walls. The unloaded Q is essentially a measure of the power dissipated 
in the metal and is defined by 

0 — total stored energy 
u energy per cycle dissipated in metal 

In a similar way one can define an external Q which takes into account 
only the energy delivered to the output and the total or loaded Q which 
takes into account both kinds of energy loss. These last two quantities 
will be discussed in connection with the output circuit in Chap. 5. The 

total stored energy is given by mo/2 jy \H\2 dv, where |i/| is the amplitude 

of the magnetic field. The average rate of power dissipation is given by 

1/2*5 Js \H\2 ds [where 8 = (it/m*)”"^ is the skin depth, f is the frequency, 

n is the permeability of the walls, and * is the conductivity of the walls]. 
There then follows the well-known formula 

Inasmuch as H is known throughout the magnetron cavity, Qu can 
be calculated directly. In performing the calculation it is helpful to 
consider the resonators and interaction space separately and to compute 
equivalent inductances and resistances for the various elements. Con¬ 
sider the circuit in Fig. 3*16 with an alternating voltage of frequency 
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/ = w/2T and amplitude V across the terminals. The maximum energy 
stored in the magnetic field is iLil or iL(V2/oj2L2), where u is the maxi¬ 
mum current through the inductance. Thus, one can write 

7 = IS 
2w2Em’ 

where E„ is the maximum energy stored in the magnetic field. Also, the 
power P dissipated in the resistance 
is \V2/Ry so that one can write 
R = V2/2P. These relations for L 
and R can be used to define an equiva- 
lent inductance and an equivalent 
resistance for the elements of the 
resonant sj^stem. 

The equivalent inductance of a 
resonator is defined simply as 

Fig. 3*16.—Parallel-resonant circuit 
for the computation of equivalent induct¬ 
ances and resistances. 

resonator opening. 

L = V2/2(a2Em) where V is the am¬ 
plitude of the voltage across the 

The energy stored in the magnetic field can be 

computed from Em = /x0/2 jv \H\2 di\ Using this formula, the induct¬ 

ance for various resonator shapes can be computed.1 For the rectangular 
slot (Fig. 2*9) 

r 2Id sin2 kl 
h —--y--v /Ji o 

*W*(i+=#) 
For the annular sector (Fig. 2T1) 

(notation as in Sec. 2*5). (20) 

T _ 2ypno j 4 
hk2 \T*k*a*[Ji(k*)Ni(kb) - J1(/r6)A1(/ra)]2 

Jo(ka)Ni(kb) - NoikaU^kb)]2 , 
Ji(ka)Ni(kb) - Ni(ka)J\\kb)J 

The previous formulas are for open-end resonators. For closed-end 
resonators the voltage varies axially so that it is necessary to specify 
the position at which the voltage is measured. Taking V as the maxi¬ 
mum voltage amplitude, that is, the voltage amplitude at a median 
plane, yields for the rectangular slot 

1 The inductance defined as above means no more than is stated in the definition. 
Because of the distribution of parameters in the usual resonators, the equivalent 
inductance varies with frequency. However, for resonators such as the hole-and-slot, 
in which the inductance and capacitance are more or less lumped, the variation of the 
inductance With frequency is small. 
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h(kiy 1 + 

Aid, fiin2 kcl 

sin 2 kj(. 

where 

nc — % 
Af 

Xr = open-end wavelength, 

X = closed-end wavelength, 

and for the annular sector, 

(. _4_ ... 
Uv^aVdkcajNiikcb) - 

_ [ Jg(ksa)NL(k'b) - No{k,a)Ji(krb) l2 
[Jiik^Niihb) - J 

, 2tts r/«(jU)2\r,0M0 3 N0(kca)J1(k'b)1 
+ hWk'-a \_Jv(kca)Nx(k,b) - N 1(kra)J1(keb) J 

The equivalent resistance for the resonators is defined in an analogous 
manner as R = F2/2P. The rate of power dissipation can be readily 
computed by use of the skin-depth theorem. The average power 

dissipated is given by P = 1/25/c \H\2 ds. Thus, the resistance is 

given by 

-h 

from which R can be computed for the various resonator shapes. For 
the rectangular slot, 

R = 
Co \ 

= 2-~\/ Kf - 
Co \ *7M , 

d2 sin2 kl , , 
-for open ends, a 

“+4+T) 
d2 sin2 /rd_ 

J 7r2(2d — h) . sin 2kcl (. ir2(/i + 2d) 
11+ ¥k2 + 2W \ A"3*2 

for open ends, and 

'"1 1 fcV ' 2M \ h2k2 /J 1 \*/ 
for closed ends. (26) 

The inductance and resistance of the interaction space will be defined 
for the ir-mode only. For the non-7r-modes very little magnetic energy 
is stored in the interaction space and only a small fraction of the losses 
occur on the cathode or anode surfaces._Furthermore, accurate informa¬ 
tion concerning either the Q or the \/C/L of the non-rr-modes is usually 
not desired, so the interaction space can be ignored in computing these 



116 THE RISING-SUN SYSTEM [Sec. 3 6 

quantities. In the case of the ir-mode, only the zero component of the 
field makes a significant contribution to the magnetic energy. The 
inductance is defined as before by L = V2/2o)2Em. In this case the 
voltage V is taken as the line integral of E# around the anode circum¬ 
ference or 2tEq{to) where E0(ra) is the zero component of E^{ra)<!>) 
Then 

/ = •*■?? [[£«(&>)#,(*»■,) - No(kra)Ji(krc) l2 
*** iL./i(^)A^J(ATc) - NiikrJ.hikr')} 

" jr2A-2ra[./1 (kr„)N7{krc) - ^(A^V^Ar.)]2) (27) 

for open-end systems, and 

, _ 8jt/i0 fr^oCA-cr^iViCA-cr-,) — ^(A'crJJ^AvT-c)]2 
AA-2 iUi(Av\,)ATi(Avre) - iVi(Av0)J,(A-,rc) J ^ 

_ 2jt2 r./o(A-rr„)A^i(Ayrr) — N o(k,ra)J 1(kcrc) 1 
hWhra lJi(kcra)Ni(kcrc) — Ni(krra)Ji(k,rr) | 

_ _ 4_ __ _ 1 
irtk^[Ji(kcra)Nl(kcrc) - Nl(kcr,)J 1(kcrc)]j 

(28) 

for closed-end systems. While the interaction space remains open even 
for closed-end systems, the fact that the wavelength is hardly affected 
indicates that the field distribution is similar to that which would be 
present if the ends were closed. 

R _ /_* 
«o 

2-WTn 
rf»~T 

[Ji(kra)Ni(kre) - Ni(krJJi(kr,)]* 

x2k2rcr, 
+ (l - [Jo(kra)N1(krl.) - J.{kr^Nn{kra))2 

(29) 

for open-end systems. The quantities k' and p! are the conductivity 
and permeability of the cathode surface. 

It is a simple matter to compute Qu in terms of the equivalent induct¬ 
ance and resistance previously defined. The total stored energy is given 
by 

\2 Lr, ^ 2 LrJ LJ 
(30) 

where the subscripts rh r2, and c refer to the two resonator types and the 
interaction space respectively. The energy dissipated per cycle is given 

by 

ifZYL + ZYL + IsS 
2f\2 Rr> + 2 Rr, + Rj (31) 

yielding 
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where (1 — i?)/(l + R) is the ratio VrJVr^. 
Computed values of Qc are usually considerably higher than meas¬ 

ured values, probably because the conditions at the metal are not as 
assumed. That is, with the very small skin depths associated with 
microwave frequencies, small surface irregularities and surface contami¬ 
nation have a large effect on the losses. The formula remains very 
useful, however, as a means of comparing the unloaded Qys of different 
anode-block designs and in particular as a means of comparing different 
resonator shapes. 

The characteristic admittance of the resonant system y/CjL relates 
the power output of the magnetron to the r-f voltage between anode 
segments. Its importance will become apparent in Chap. 7. Referring 
to Fig. 3T6 2a?(stored energy)/^2 at the resonant frequency of the circuit 
is given by y/C/L. By analogy one defines y/~C/L for the magnetron 
cavity as 2o? (stored energy)/F2. As is always the case in defining 
admittances and allied quantities for resonant cavities, it is necessary 
to specify the path over which the voltage is to be measured. For 
the 7r-mode of the rising-sun system this voltage is taken to be the average 
of the voltage amplitudes at the large and small resonator openings; that 
is, (|F(<)| + |F(0)|)/2. At resonance the total stored energy is equal to 
the maximum energy stored in the magnetic fields so that y/C/L can 
be found in terms of the previously defined inductance. The stored 
energy E is given by 

E = 

which gives 

[FrJ2 fiV 1 AVI -fi\2 1 
[2LrJ 2\l+R) LVi 

+ .V2 (nb)*£} 

JL - (rr)e[e,+(f+s)'r„+w(rb)’£]• (S3) 
In the design of a resonant system it is ordinarily desirable to have 

both Qu and y/C/L large and the shapes of the resonators are the main 
factors in determining these quantities. Ordinarily resonator shapes 
leading to large Qu lead to small values of y/C/L and conversely, so 
that there is some conflict between these parameters. Resonators with a 
large volume-to-surface ratio usually (but not always) lead to higher 
values of Qu. Narrow or “ high capacitance” resonators usually favor high 
y/C/L. It should be observed that y/C/L is directly proportional to 
the block height h while Qu is independent of the height, so there is at 
least one means of increasing y/CJL without sacrificing Qu* 



CHAPTER 4 

THE STRAPPED SYSTEM 

By L. R. Walker 

4*1. Introduction.—The first multisegment 10-cm magnetrons de¬ 
veloped by the British were of the “symmetric unstrapped” type, 
described in Chap. 2. These early tubes operated at efficiencies of 
from 30 to 35 per cent, but their output power was severely limited by a 
change in the mode of oscillation as the current was increased. Assuming 
correctly that the 7r-mode would be the most efficient mode, Randall 
and Sayers at Birmingham used in 1941 what they referred to as 
“mode-locking straps.” These were a series of wire bridges which were 
attached to the high-voltage ends of the resonators in such a manner that 
they connected pairs of alternate segments and passed directly over the 
intervening segments. Because the paired segments would be at the 
same potential in the 7r-mode but in no other mode, it was thought that 
the 7r-mode would be but little disturbed, whereas other modes would be 
damped because of heavy currents flowing in the straps. The device 
was unexpectedly successful. The mode change was deferred to currents 
about three or four times as great as those observed before strapping, and 
the operating efficiency was increased to about 50 per cent. The presence 
of the latter effect indicated that strapping, while undoubtedly beneficial, 
hardly operated in the manner that had been anticipated. 

An understanding of the function of strapping waited upon extensive 
measurements of mode spectra and r-f field patterns and upon a better 
insight into the relation between the electronic generator and the reso¬ 
nator system. As a result of these studies and of experience with 
operating tubes that exploited the practical merits of strapping, the 
strapped-resonator system underwent considerable evolution with 
increasing emphasis upon the strap itself as a circuit element. Figure 
4*1 shows several stages in this process. 

In this chapter the term “strap” refers to a circular (or, rarely, 
polygonal) conductor connected to alternate segments of the magnetron. 
Considerations of circuit requirements and of the method of fabrication 
determine the exact form. Frequently, the strap is made in the form 
of a flat strip bent into a circle with a series of feet for connection; it 
may, however, be a wire or a flat annulus. The strap may be con¬ 
tinuous all around or “broken” at one point above a segment tp which 

118 
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it is not brazed. Generally, the strap is “recessed” or “shielded” by 
being set into an annular groove which is cut into the segments and is 
concentric with the interaction space. There may be one ring at each 
end of the tube (single ring) or two concentric rings at each end (double 
ring) In the double-ring design, the corresponding inner or outer 
straps at the two ends of the tube are staggered azimuthally by one seg¬ 
ment, so that an individual segment is connected to only one of them 
In the same manner, inner and outer rings at each end are staggered 

Fig 4 1.—Four stages m the development of strapped magnetrons 

These relationships are indicated in the schematic drawing of Fig. 4-2. 
The expression “strap section” is used to refer to the part of the strap 
system between the midplanes of neighboring segments. The terms 
“weight of strapping,” “heavy,” and “light” strapping are in use to 
indicate roughly the dominance of the strapping in the resonant system. 
Thus, Fig. 4T shows a steady progress in time toward heavier strapping. 

' The two functions of the straps in a strapped-resonator system are 
(1) to establish a wide separation in wavelength between the ir-mode and 
all other modes and (2) to affect the characteristic admittance of the 
resonant system. One of the most noticeable features of strapping, 
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marked at its first introduction, is that it increases the mode separation 
of the system by considerably increasing the wavelength of the ir-mode 
while affecting the other modes to a lesser degree. Roughly, this effect 
may be thought of as arising in the following manner. In the 7r-mode, 
the midplane of each segment is a voltage loop, and current flows into 
the straps that are in parallel with the capacitance of the unstrapped 
resonator. The strap capacitance thus adds to the unstrapped-resonator 
capacitance, increasing the wavelength of the system. For the other 
modes, the individual strap capacitances are not all in phase with one 
another and do not contribute so much to the tube capacitance. 

It is not yet completely clear to what extent the mode stability and 
high efficiency depend upon a large separation between the x-mode and 
its nearest mode. It is reasonable to suppose, however, that for good 
7r-mode operation, undistorted r-f field patterns in the interaction space 
are necessary. If the fractional mode separation is approximately 
equal to the reciprocal of the loaded Q of the desired mode, there will 
be perceptible excitation of the next mode with consequent pattern 
distortion. This implies that a minimum mode separation of a few per 
cent is essential. The early unstrapped tubes (N — 8) had an (n = 4)r 
to-(n = 3) separation of about 1 per cent, and both fields were severely 
distorted under operating circumstances. The light strapping initially 
used increased the separation to about 7 per cent with a considerable 
gain in efficiency. The weight of strapping plainly provides a means for 
varying the ir-mode separation over a considerable range. When the 
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tube is tunable, there appears the further complication of maintaining 
the desired features of the mode spectrum over the whole tuning range. 

Reference to Chap. 7 will indicate the great importance of the charac¬ 
teristic admittance Ye for the operating behavior of the tube; Yc is 

defined as i[w(dF/da>)]r-o, ^ being the total admittance of the 
resonant system measured at a slot. Because the product of pulling 
figure and external Q (see Chap. 5) is constant at any wavelength,, the 
practical limitations on the pulling figure mean that the loading cannot 
exceed a definite value. A relation exists, however, between the elec¬ 
tronic conductance Ge and the loaded Ql and Yc, given by 

QlGc = Yc. 

The electronic efficiency is a function of G>, apparently increasing 
monotonically with G, up to a rather flat maximum (see Chap. 10). 
Thus, with limited loading, or Ql greater than some fixed value, the value 
of Ge can be brought up to the level required for high efficiency only by 
making Yc large enough. Because Yc is roughly equal to co0C, where C 
is the capacitance of the resonant system, Yc increases as strap capaci¬ 
tance is added (for the 7r-mode). The weight of strapping provides a 
flexible means, therefore, of adjusting the characteristic admittance to a 
preassigned value. 

The following sections will discuss the mode spectra of strapped 
systems and their dependence upon various parameters, the effect of 
loading on the spectrum and on the r-f pattern, the asymmetries and 
mode shifts introduced by breaking the straps and the effect of tuning 
the system upon several of these properties. 

4-2. Analysis of Strapped Systems.—As shown in Chaps. 2 and 3, the 
relative simplicity of the geometrical structure of unstrapped magnetrons 
permits considerable progress in their analysis by field theory. The 
addition of a strapped system, however, makes an exact calculation of 
the fields prohibitively difficult. Fortunately, in all practical cases, 
satisfactory working solutions can be obtained using equivalent circuits. 
In Chap. 2, where suitably equivalent circuits were used for the 
unstrapped system, it was shown that this artifice is possible when 
the higher modes of an individual resonator are short in wavelength 
compared with any wavelength of interest. The strap sections may be 
similarly replaced by simple equivalent circuits, essentially because their 
dimensions are short compared with a wavelength over the range of 
interest. The length of a strap is always its greatest dimension, and the 
condition that it be short compared with the wavelength X is that 
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where r% is an effective radius of the strap system.1 The condition has 
been easily satisfied in all magnetrons built to date, and the strap system, 
having no resonances itself, except at frequencies far higher than that of 
the system as a whole, may then be represented by any convenient circuit 
having the appropriate low-frequency behavior. 

It is important to state clearly the purposes and the limitations of 
the equivalent-circuit approach (see also Sec. 7*1). This method sets 
up a model of the resonant system that simulates its behavior over an 
appropriate frequency band and that correlates the information about the 

system, permitting predictions to be 
made about the effects of various 
parameters. It is not, however, a 
method for calculating the system con¬ 
stants ab initio. Thus, the procedure 
always consists in using some experi¬ 
mentally measured quantities either to 
deduce others that might be measured 
or to calculate the effect of changes in 
the system. The equivalent-circuit 
model is changed from one case to 
another and is kept as simple as is con¬ 
sistent with the inclusion of all the 

of the network used to represent the factors considered relevant to a specific 
unstrapped resonator. 

case. 
The equivalent circuits for the basic elements of the strapped system 

may be considered here. The small mode separation of unstrapped 
systems suggests that the coupling between oscillators is not strong. 
In the analysis of strapped systems, then, the coupling through the 
interaction space and through the end spaces will be ignored. This is 
justifiable for the modes of highest n, because it has been observed that 
the height of the end spaces and the presence or absence of a cathode make 
little difference to the wavelength of these modes in strapped tubes. 
An unloaded strapped system may then be considered as consisting of a 
ring of N similar resonators that are coupled at their ends by the strapped 
system. The unstrapped resonator will be represented by a 4-terminal 
network with terminals A, B, and A', B' located as shown in Fig. 4*3. 
Furthermore, this 4-terminal network may be supposed to consist of 
a length h of waveguide having a cutoff wavelength Xr0 and charac¬ 
teristic impedance Kro/y/l — A2/^ The cross section of this guide is 

1 This inequality (slightly changed by the substitution of the anode radius r« for r9) 
occurs also in the theory of the space charge in Chap. 6, where it is given as a condition 
for the neglect of the effect of r-f magnetic fields on the electrons and of relativistic 
effects. 

Fig. 4-3.—Location of the teiminals 
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ACDBEFG. The length h can be identified with the length of the anode; 
and to a good degree of approximation, Xr0 can be identified with the 
7r-mode wavelength of the unstrapped system. The term Kr0 is related 
to the characteristic admittance of the unstrapped system in the 7r-mode 
and may be calculated. A strap section may be similarly represented by 
a 4-terminal network, consisting of a length $ of parallel-plate guide of 
impedance Ka. The length s is generally found to correspond to a strap 
radius somewhere within the strap system. No attempt is made to 
distinguish between the inner and outer straps in double-strapped 
tubes. 

There is a measure of arbitrariness in the manner in which the con¬ 
nection of the strap and the resonant systems may be represented. For 

Fig. 4*4.—(a) A 4-terminal network representation for a single section of a double- 
strapped tube; (6) a 4-terminal network representation of two neighboring sections of a 
single-strapped tube. 

double-ring strapping each section of the whole system has a left- and 
right-hand symmetry (horizontal); thus it seems reasonable to place 
half the length of each strap on either side of the unstrapped resonator 
as shown in the circuit of Fig. 4*4a. When there is only a single strap 
at each end, the circuit of Fig. 4-46 is suggested. If additional forms of 
coupling have to be considered, they could be included by additional 
4-terminal linkages at the ends of the unstrapped resonator (end-space 
coupling) or at the midplane of the unstrapped resonator (interaction- 
space coupling). In every case the circuit for the whole tube is found 
by joining these networks. In general, there will be 2P 4-terminal 
coupling links with P networks on each side. Although the applications 
given in this chapter will involve only cases where P = I or 2, the general 
theory will be worked out for arbitrary P. 

4*3. Rings of Networks.—Before developing the somewhat abstract 
analysis of the general case, a few facts may be recalled about the special 
case of chains of identical 4-terminal networks, which might, for example, 
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be filter sections. Supposing the networks to be symmetrical and lossless, 
the relations between the voltages Fi and F2 and the corresponding 
mesh currents Ii and 12 at the two ends of any given network are 

h =jYnV1+jY12V2, 
h = —jYi2Vi - iFnFa, 

By writing — Yu/Y12 = cos <f> and — I/F12 = Z0 sin <f>, where </> is purely 
real or purely imaginary, one has in matrix notation 

(V2) _ f cos <*> jZosin^l (Fi) _ M (Fx] 

(/2J b*Fosin0 cos*] UiJ UJ' 

The impedance Z0 is the iterative impedance of the section because if 
Fi = Zoh, then F2 = Z0/2. The angle * is known as the transfer angle; 
for if Fi = jZ011 tan *, then F2 = jZo/2 tan (* + *). With respect 
to appropriate terminations, therefore, the network acts as a section of 
transmission line of characteristic impedance Z0 and electrical length *. 
The quantities Z0 and <f> are, of course, functions of the frequency. 

If one now takes N identical sections in a chain and forms a ring by 
joining the corresponding terminals, there must be similar voltages and 
currents at the two ends of the ring. Thus, 

where F*+i and IN+i are the voltage and current at the end of the Nth 
section. But this implies that 

Det (M" - I) = 0, 

where I is the unit matrix. However, because 

U\N _ { cos N<t> jZ0 sin jV>) 
~ [jYosmN<t> cos N<t>y 

Det N*\ - 0, 
( sin N<j> (cos N<fr) — lj ’ 

and 
1 — cos N<f> = 0 

N<j> = 2«7t, 
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where s = 0, 1 • • • N/2 (assuming N is even) and 
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Thus, a ring of N 4-terminal networks will support a harmonic oscillation 
only for those frequencies which make <£ equal to one of the values 
2st/N. These are the frequencies of the normal modes of the system. 
The modes will be widely spaced if <j> changes rapidly with frequency. 
As an example, suppose that each section consists of a shunt resonant 
circuit of inductance L and capacitance C with a mutual coupling M 

Fig. 4*5.—(a) Schematic circuit of a chain of 4-terminal networks; (b) equivalent circuit 
of Fig. 4-5a. 

between each neighboring pair of inductances (see Fig. 4*5a and its 
equivalent circuit Fig. 4-56). The matrix for this circuit is 

1 0 1 

• 4f 1 ° (ju)M 

> 
1 0 

1 ML - 2M) 1 0 

JL i uM 

ML - 2M)\ 

Thus, 
[jco'M 1 wWCj 

COS 0=1 + 
L -2M 

(cos'!) 

1 

co*MC 
L - M 

M 
1 

o>mc 

2M COS2 D-UJ 
Thence if = 2«7r/i\T, the resonant frequencies are 

h-°(l 2M cos2 ■ 

The mode spectra in this and other cases are easily examined by plotting 
cos 0 as a function of «, or X, as in Fig. 4*6; the mode frequencies are then 
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found by locating the intersections of this curve with the lines 
cos ^ = cos 2st/N. It will be noted that in this simple example the 
network acts as a bandpass filter cutting off at w = 1/\rLC and 

03 ~ \/\/C(L — 2M) and that the resonant frequencies he within the 
pass band. As M increases, the separation of the modes and the width 
of the pass band both increase. 

In taking up the more general case, in which the number of 4-terminal 
connections at each side of a unit network is unrestricted, methods similar 

to those of the preceding paragraph will 
be used. Certain restrictions due to 
symmetry will be put on the individual 
networks and, hence, on their impedance 
matrices. The condition that the N 
networks be joined in a ring is then ap¬ 
plied, and this is found to yield a 
deter minantal equation for the possible 
frequencies. A few additional theorems 
are proved concerning the matrices of 
certain other structures, consideration of 
which arises in cases where asymmetries 
are introduced into the ring. 

As each coupling is a 4-terminal net¬ 
work, the analysis can be made in terms 

Fig. 4-6.—-Cos * as a function of 0f the voltages and mesh currents at the 
A/Ao for a chain of shunt-resonant . - . . 
circuits with mutual coupling. Values pairs ot terminals corresponding to each 
Of cos <!> > l correspond to 0 imaginary. link. The reciprocity theorem will hold 

\ois2«rc LC. for these voltages and currents. Let the 
voltages and currents at the pairs of terminals on the left be v = 
C^i, Vi, , Vp) and i = (Ii, 12, • • • , Ip) and those on the right be 
u = (Ui, Ut, • • • , Up) and j = {Ji, J2, • • • , Jp), where v, i, u, and j 
are treated as vectors subject to matrix multiplication. 

Let 

i = Yiv + Y2u, (la) 
j = Y3v + Y4u, (16) 

where the Y terms are square admittance matrices. The reciprocity 
theorem then gives 

Ys = -Y, (2) 

(the minus sign is a consequence of the use of cyclic currents in the 
4-terminal links), and also that Yi and Y4 are symmetric matrices 
Thus, 

i = Yjv + Y2u, 
j = —Y2v + Y4u. 

(за) 
(зб) 
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Consider the case in which the sections have horizontal symmetry. 
This implies that, simultaneously, 

but by substituting from Eq. (3), 

hence, 
-jj iv2 +Y4Y71Y1 

Y4 - -Yx. 

(4) 

-Y71) fu) 

YxY^JU’ (5) 

y4v) {-\\ ; (6) 

(7) 

if there are N similar networks, the condition imposed by the ring con¬ 
nection is 

where v and i refer to the terminals of any section. This implies that 

Det (I — T") = 0 (9) 

where I is the unit matrix. Or, factoring the determinant, that 

Det (XJ - T) = 0, (10) 

where X* = 1. liewriting Piq. (3), taking Eq. (7) into account, gives 

i = YiV + Y2u (11a) 

j = — YjV - Y2u. 

Now, if Eq. (10) is true, 

where ^ 

Eq. (11) 

f Urn) • 

l j»»J 

= T — X„ 

is a characteristic vector for Eq. (10). Substituting in 

Xmjm = YiXmUm *4" Y2Umy 
jm 5=5 Y2XmUm YiUw> 

(XJ^Y 2 + 2X^1 + Y2)um = 0. 

Det (l = 0, 
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provided Det Y2 5^ 0, where I is the unit matrix. If Xm is written as 
where N\pm = 2irm, Eq. (14) takes the final form 

Det (-Y^Yi - I cos 0m) = 0. (15) 

Referring to Eq. (5) it is to be noted that — Y^Yi is, in an obvious 
notation, the v-u matrix of a unit section. The determinantal Eq. 
(15) now determines the possible resonances of the structure. There 
will be, in general, p roots or p-resonant frequencies for each value of m. 
The integer m will be used to describe the mode. It is related to the 
familiar mode number n by the relation m = (N/2) — n. The notation 
mx, m2, • * • , mp may be used to denote the p modes for each m value. 
Since the frequencies depend upon cos \f/m only, twro values of lead¬ 
ing to the same value of cos have the same frequency. Thus if 

— 2tt — \!/'m or m' — N — m, m! and m lead to the same frequency. 
There are evidently N values of m; two of these, namely, m = 0 and 
m = N/2, lead to a nondegenerate frequency; the other (N — 2)-values 
of m occur in pairs of the form (m, N — m) leading to degenerate fre- 

(N \ 
quencies. There are thus p I ^ + 1 ) separate frequencies if the p 

different frequencies for a fixed m are not degenerate. 
It is possible to write the section matrix T in a form that will be found 

useful later. Suppose that angles <f> 1, fa, . . . , <t>P are found such that 
cos 0i, cos 02, . . . , cos <j>p are the latent roots of Eq. (15), and let 
the diagonalized form of — Y^Yi be denoted by Ci. Then matrices 
Du and D22 may be found such that 

T = D-q-oD = 
Si) fDn 0) 
CiJ ( 0 D22J9 

(16) 

where Si is also diagonal and has the diagonal elements sin 0i, sin 02, 
• . . , sin 4>P. Between Du and Di2 the relation 

SiD22Y2 + Du =: 0 

holds. It is easy to see that for r identical sections one has 

(17) 

T> - D-TSD - D-1 (_£ ®;)d, (18) 

where Cr and Sr are again diagonal with elements cos rfa, cos rtj>2, • • • , 

cos r0p and sin r<f>u sin r<£2) . . . , sin r<fiP) respectively. It may be 
noted that if 

then 
u — D22I, 

v = jDTiDui. 

(19o) 

(196) 
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From Eqs. (18) and (19) it is seen that the set of angles <f>i, fa, • • - , 
forms a generalization of the usual transfer constant and j'Df11D22 is an 
extension of the usual iterative impedance; for if the network be termi¬ 
nated on the right with a network whose impedance matrix is jDr11D22, 
the impedance matrix at the left-hand terminals is again 

It may be observed that a chain of networks with 4-terminal con¬ 
nections is a structure which exhibits a series of velocities of propagation 
at any given frequency. With each angle <t>B there may be associated 
a velocity of phase propagation 2at a frequency <*>; and further¬ 
more, for each <£g, there will be an individual cos </>, vs. c*> (or X) curve, 
leading to a set of resonant frequencies. 

In the event that the cell possesses end-for-end or vertical symmetry 
some further properties of the matrix may be deduced. If the various 
voltage and current vectors be written 

v = i = etc., 

where the subscripts 1 and 2 refer to the two ends of the tube, then 
vertical symmetry means that the same relations hold between v, i, u, 
and j as between Av, Ai, Au, and Aj, where A is a matrix that transforms 
the subscripts, or 

Applying this condition to Eq. (11) it is found that 

AYxA = Yx 
and 

AY2A - Y2, 

which means that Yi and Y2 are of the form 

Yi,2 = (20) 

The matrices Du and D22 now have the form 

Dn,DM=(g _g). (21) 

A further proposition on unsymmetrical matrices which is made use 
of in Sec. 4*7 will now be developed. Suppose that Yx and Y2 are the 
matrices of networks which are mirror images (left and right hand) of 
each other. This is implied if 

(22a) 
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and 

and 
B = Y2BYi or Y r1 = = BY,B. 

Now consider a case in which 

[Sec. 4-3 

(226) 

(22c) 

YxY2 

then 

(by2 - 

and if 
V 

* y2 = 

this leads to 

f 0 
(—2A2i 

Thus 
Det (Aj2) == 0 and v — 0 

(An A12 . 
[a2i A22 ’ 

or Det (A*i) = 0 
and i = 0. 

(23a) 

(236) 
A similar set of equations holds for Yx. 

The single-strapped structure does not come within the scope of the 
general analysis of this section because if the single sections are treated 
as 8-terminal networks, they have no horizontal symmetry and neighbor¬ 
ing sections are mirror images rather than identical. The symmetry 
of the section is such that it is unchanged under a simultaneous exchange 
of ends and of left and right, and if this is taken into account, it is not 
difficult to show that the u-v matrix for two neighboring sections is 

Q = 2APAP - I, 

where A has its previous significance and P is the u-v matrix for one 
section. By substituting in Eq. (15), one has 

Det (APAP — cos2 4/m) — 0. (24) 

It is probably simpler, however, to treat the single-strapped case as a 
4-terminal network. 
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SYMMETRICAL SYSTEMS 

44. Fixed-frequency Systems.—In the most common case, that of 
double strapping, the circuit for a single section indicated in Fig. 4*4a 
may be dissected into three 8-terminal sections as in Fig. 4-7. The 
over-all matrix T is of the form 

T = T,TrT, (25) 

where T, is the matrix of a half section of strap and Tr is the resonator 
matrix. The term T, may be written by inspection as 

T. = 

cos S8 0 jKa sin 0, 0 
0 cos 6a 0 jKa sin Bs 

jMa sin 6S 0 cos 0, 0 
0 jMa sin Ba 0 cos Be 

(26) 

where 20, = the electrical length of the strap, and Ma = l/Ks. 
The matrix for the center section may be derived by supposing that the 
resonator is a symmetrical 4-ter¬ 
minal network with a matrix 

(:■ z) 
and that an — b'c' = /; the mesh 
equations can be written and solved, 
yielding for the center matrix 

1 0 0 0 
0 1 0 0 
a! 
b' 

1 
b' 

1 0 • (27) 

1 

v 
a' 
V 

0 1 
j 

For the case considered, a' = cos Qr 
and V = jKr sin 0r, where Br is the 
electrical length of the resonator and 
Kr = l/Mr is its characteristic impedance. Thus 

Fig. 4*7.—A single section of a double- 
strapped tube represented as three 8-termi- 
nal networks. 

Tr = 
0 

—jMr ctn 0r 
jMr CSC dr 

0 0 o' 
1 0 0 

jMr esc 0r 1 0 
—jMr ctn Or 0 1, 

(28) 

Forming the product T,TrT, and calculating only the u-v part, the 
latter is found to be 



132 THE STRAPPED SYSTEM [Sec. 4*4 

(cos 20, + %KaMr sin 20, ctn 0r — %KaMr sin 20, esc 0r ) ^g) 
—iKaMr sin 20, esc 0r cos 20, + %KaMr sin 20, ctn 0rJ 

The determinantal Eq. (15) now leads to 

(cos 20, + \KaMr sin 20, ctn 0r — cos \pm)2 = {\KaMr sin 20, esc 0r)2, (30) 

which factors into the two equations 

and 

1 0 
cos yf/m — cos 20, + g KaMr sin 20, tan — (31a) 

1 0 
cos = cos 20, + ^ sin 20, ctn ~ (316) 

For future reference the matrix D which diagonalizes T according to 
Eq. (16) may be written here. If 

Dn = (32a) 

then 

D22 = jKa tan 0, 
ctnf 

ctnf 

ctnf 

ctnf 
(326) 

Consideration of Eq. (12) and Fig. 4*4a shows that for the 7r-mode, 
where the voltage across the slots changes by 180° between each neigh¬ 
boring pair, </>m = 0 or m = 0. In this case, Eq. (32) becomes 

and 

tan 0, + Mr tan ~ = 0 (33a) 

tan 0, — Mr ctn ^ = 0. (336) 

The interpretation of these equations shows that in the first case the two 
half-strap sections, open-circuited at the midplane of the segments, are 
resonating in parallel against half the unstrapped resonator, open-cir¬ 
cuited at the median plane, and in the second case, against half the 
resonator short-circuited at the median plane. These may be referred 
to as symmetric and antisymmetric modes and designated as the 
(m = 0i)- and (m = 02)-modes, respectively. A similar pair of modes 
exists for any other value of m, and the symbols mi and m2 will be used 
to refer to them. 

Returning to Eqs. (31) the following substitutions may be made: 

Kr 
VI - X’A?. 

and Or 
2vh 

K 
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For the modes of greatest interest, X > Xro, with the result that hyperbolic 
functions replace the trigonometric ones pertaining to the resonator. 
Equations (31) then become 

and 

, 27T8 , jK, /X2 - . 2ts .wh /X2 
cos - cos ^- + 21 ^ x tanh x \x?. 

[X t „ 2irs , rh /X* 2TS 
COS Ym — COS "j” "l" 22 1. 

(34a) 

(346) 

The nature of the mode spectrum and the effect of various parameters 
upon it may now be studied by plotting the right-hand sides of Eqs. (34) 
as functions of X. Figure 4-8 
shows the two expressions, which 
may be called cos fa and cos fa, as 
functions of X/Xro, for four values 
of k = K8/2Zro; namely, k = 0.8, 
0.4, 0.2, and the limiting case 
k = 0. The term k measures the 
weight of strapping, and it de¬ 
creases as the strapping is made 
heavier. Representative values 
for 2ts/\ro and Th/\ro are chosen; 
these are 0.55 and 0.80. 

Over the interesting range of 
X/Xro, cos fa and cos fa are mono¬ 
tonic increasing functions of this 
quantity; for sufficiently small 
values of X/Xro, however, the tan¬ 
gent and cotangent functions will 
give rise to a series of branches, but 
this region is generally not rele¬ 
vant. At such values of X/Xro, 
short waves are propagating up 
and down the resonator giving a 
series of modes. For the sym¬ 
metric modes (cos fa), all the 
curves pass through the point 

XAr0 
Fig. 4*8.—The dependence of cos and 

cos </>2 on X/Xro for various values of A; in a 
double-strapped tube [see Eqs. (34)]. The 
solid lines are cos fa (symmetric modes); the 
broken lines are cos fa (antisymmetric 
modes). Values of cos <t> > 1 correspond to 
<t> imaginary. For k « 0 the two sets of 
modes coincide. 

(X/Xro == 1, cos fa = cos 27rs/Xro), and they lie above the limiting (k = 0)- 
curve for X^ < X and below it for Xro > X. As A* is decreased, the (cos fa)- 
curves approach the limiting curve. The (cos ^2)-curves, on the other 
hand, lie far to the left for large k and move steadily to the right, tending 
eventually to the limiting curve. Four horizontal lines are drawn on Fig. 
4*8 corresponding to cos fa and cos fa equal to cos 0°, cos 22£°, cos 30°, 
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and cos 45°. The intersections of these lines with the (cos <t>i)- and (cos 
<fo)-curves give the wavelengths of modes for which \pm = 0°, 22£°, 30°, and 
45°. These represent, for example, the (m = 0)-, (m = 1)-, and (m = 2)- 
modes for N = 16 (^ = 0°, 22£°, and 45°); the (m = 0)- and (m = l)-modes 
for N = 12 (0° and 30°); and the (m = 0)- and (m = l)-modes for AT = 8 
(0° and 45°). 

It is clear from the form of the curves that for either the symmetric 
or antisymmetric set, the modes have the opposite order in wavelength 
from that in number. Also, as the weight of strapping increases (k —» 0), 
the intersections move to the right for the antisymmetric modes; i.e., 

the wavelength increases. For 
the symmetric modes the intersec¬ 
tions move to the right if cos 
<t>m > cos 2irs/X and to the left if 

COS <t>m < COS • 
Aro 

Thus, whether or not the wave¬ 
length of a mode is increased or 
decreased by strapping depends 
upon the mode number, the strap 
length, and the resonator wave¬ 
length. Figure 4*9, derived from 
Fig. 4-8, shows the wavelength of 
the modes as a function of k. For 
a given mode the intersections 
tend, as k —»0, toward the points 
cos <j>m = cos 2tts/\ or, because 

4>m = 2icm/N, toward X = Ns/m. Thus, the 7r-mode wavelength becomes 
indefinitely long, while all the others tend to a finite limit, dependent only 
upon the strap length, the mode number, and the number of oscillators. 
The limiting wavelengths, in fact, correspond to 1/m times the strap 
circumference. 

In practice, it is of interest to examine the mode spectrum as a 
function of weight of strapping, subject to the condition that the ?r-mode 
wavelength remain fixed. It is thus necessary to adjust the unstrapped 
wavelength Aro in each case. Figure 4T0 shows cos <f>i and cos </>2 as 
functions of X/XT, where Ar is the wavelength of the 7r-mode, for k = 0.8, 
0.4, 0.2, and 0. The strap length and tube height used correspond 
to those of Fig. 4*8 with k = 0.4; that is, the 7r-mode wavelength of 
the (k = 0.4)-case of Fig. 4*8 is used as the fixed 7r-mode wavelength of 
Fig. 4*10. Figure 4*11 derived from Fig. 4*10 shows the variation of the 
wavelengths of some of the modes as a function of A*. The limiting 

Fio. 4-9.—The dependence of X/Aro on k 
for various values of 4>i and </>2 in a double- 
strapped tube. The solid lines are the 
symmetric modes; the broken lines are the 
antisymmetric modes. 
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wavelengths in this case may be found by letting k —► 0 with X* fixed in 
Eq. (34a). The equation then 
becomes 

27rs 
COS <I>1 = COS <t>2 = cos jj- 

. X . i 7rs . 27rs 
+ — tanh r- sin (35) 

A*- Ax A 

It is seen that in this case also, the 
symmetric and antisymmetric 
modes eventually tend for very 
heavy strapping to coincide in pairs 
of the same m*-number and that 
all the modes now tend to a finite 
wavelength. 

4*6. Effects of Various Param¬ 
eters on the Mode Spectrum.— 
The general behavior of the modes 
is more easily examined if approxi¬ 
mate forms are used for Eqs. (34a) 
and (35). Thus, if 2ts/\ is suffi¬ 
ciently small to ignore terms of 
higher than the second order in 
2ts/\ the sines and cosines in Eq. 
(35) may be expanded to give 

Vx„ 
Fig. 4*10.—The dependence of cos 0i and 

cos <f>2 on X/XT for various values of k in a 
double-strapped tube. The solid lines are 
cos 4>i (symmetric modes); the broken lines 
are cos <t>2 (antisymmetric modes). For 
k = 0 the two sets of modes coincide. 

COS 0' = 1 
2tt V 2ttV 

X2 + X2 

Fig. 4*11.—The dependence of X/X* on k 
for various values of jn and <f>2 in a double- 
strapped tube. The solid lines are cos <f>\ 
(symmetric modes); the broken lines are 

cos <t>2 (antisymmetric modes). 

for the mth mode, where ypm = 
2mm/N. With the same condition 
upon 2?rs/X and the additional 
requirement that 

tanhxV*r 
may be replaced by 

tJi I 
T \x*t' 

(a condition that requires either a very short tube or light strapping) 

Eq. (34a) for the symmetric modes becomes 
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XA 

with 

and Eq. (346) becomes 

(37) 

(38) 

(39) 

The close resemblance in form between Eqs. (36) and (37) is largely 
fortuitous; Eq. (36) is valid for k small; Eqs. (37) to (39) for k large. 
Taken together they reveal the main features of the spectrum. Equa¬ 
tion (38), which holds when the variation of the fields along the strap 
sections and along the resonator can be ignored, may be written as 

x; = (i + 0 (40) 

where Ca = 2s/wK* and Cr = h/wZro are the strap capacitance and 
resonator capacitance, respectively. This shows that in the 7r-mode 
strap capacitance is in parallel with the resonator capacitance. 

The effect of the number of oscillators on the mode spectrum may 
now be considered. From Eq. (37) it follows that if two systems are 
built wdth the same ratio of strap length to 7r-mode wavelength, the 
relative mode separations will be the same for light strapping if 

1 + 
kh 
s 

sin2 
t m 

~N" 

For modes with small my wm/N is small and k is assumed large; thus one 
can write 

for modes of the same m number. Thus, the weight of strapping required 
to produce a given mode separation varies as N2 for relatively light 
strapping. Again, according to Eq. (36), the limiting mode separation 
varies as 

when irm/N is sufficiently small. Now Ns is equal to 2rr„ or very nearly 
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2irra. The mode separation is, thus, proportional to (mXT/27rra)2 and 
depends essentially upon the size of the tube in terms of its operating 
wavelength. Both Eqs. (36) and (37) indicate that the mode separation 
varies with 1/s2 for a given number of oscillators, indicating the practical 
importance of keeping the straps short. The effective length of the straps 
depends somewhat upon the shape of the resonator because it affects 
the distribution of voltage at the places where the straps are connected. 
An illustration of this effect is given below. 

The remaining variable whose effect is to be considered is the length h. 

Because Eqs. (34a) and (346) differ only in that one contains a hyperbolic 
tangent, the other a hyperbolic cotangent, the mr- and m2-modes must 
approach each other when the argument of these functions becomes large. 
The condition for this is that 

Trh /X2 - 

T\/*S '“y' 
This may come about through heavy strapping (Xro <<C X) or for long tubes 
(h large). As A is increased, the antisymmetric modes very rapidly 
increase in wavelength, finally reaching a state in which the (m2 = 0)- 
mode is nearer to the (mi = 0)-mode than is the (mi = 1). Since most 
output circuits do not couple out the 
antisymmetric modes, this repre¬ 
sents an undesirable condition. As 
a solution for the difficulty center¬ 
strapping has been used. Essen¬ 
tially this means building a double¬ 
length tube by putting end-to-end 
two completely strapped systems 
each of single length. The mode 
spectrum of the whole system is 
then close to that of its component 
halves. 

Some actual applications of the 
formulas of this section will give an 
indication of their reliability (see 
Fig. 4-12). In a scaled-up model 
(Fig. 4*12a) of a 16-resonator hole-and-slot 3-cm magnetron (4J50) the 
measured wavelengths of the (mx = 0)-, (mi = 1)-, and (mi = 2)-modes 
and the unstrapped wavelength are 12.400, 10.152, 7.570, and 9.47 cm, 
respectively. Any three of these may be used to calculate k and 2its 

from Eq. (34a). With k — 0.46 and 2irs = 4.58 cm, the calculated 
wavelengths are 12.35, 10.17, and 7.52 cm. The effective strap radius 
is 1.86 cm compared with the actual strap radii of 1.85 and 2.04 cm. 
fc, tentatively estimated from the tube geometry, agrees well with the 
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above value. In a second 16-cavity tube (Fig. 4* 126) roughly twice the 
length of the above, the first two modes (mi = 0) and (mi = 1) were 
measured to be 10.53 and 8.45 cm, and the unstrapped wavelength 6.78 
cm. With a value of 4.41 cm for 2x5 and 0.204 for k derived from 
these measurements and Eq. (34a), the antisymmetric modes (m2 = 0) 
and (m2 = 1) were found to be 9.51 and 7.59 cm. The measured wave¬ 
lengths were 9.36 and 7.45 cm. In this case the effective strap radius is 
about 17 per cent greater than the actual mean strap radius. Presumably 
the lower effectiveness of the strap in Fig. 4-126 is due to the fact that 
the outer strap overhangs the hole and interacts with the flux through it 
and also to the shortness of the resonator, which puts the outer strap at a 
relatively low voltage point. Further evidence on this point is obtained 
from two 16-resonator vane-type magnetrons that had identical strapping 
but different vane depths. The wavelengths of the (mi = 0)- and 
(mi = l)-modes were, for the first, 11.701 and 8.879 cm and, for the 
second, 9.545 and 7.852 cm. The unstrapped wavelengths can be 
calculated with some accuracy for vane tubes (see Sec. 11-2) and were 
computed to be 7.36 and 5.48 cm. With this information, 2x5 becomes 
4.22 cm for the first tube and 4.37 cm for the second. Thus, the mechan¬ 
ically identical straps are electrically about 4 per cent shorter for the 
system with long resonators. The corresponding values of k are 0.263 
and 0.230; the ratio of these is 1.14, whereas the calculated ratio of the 
resonator capacities is 1.19. 

For single-strapped systems the separate sections may be treated as 
4-terminal networks. By evaluating the single term of the (u-v)-matrix 
and using Eq. (15), the secular equation is found to be 

where the constants have the same significance as before, except s, 
which is the sum of the effective strap lengths at the two ends of the 
tube (per section). 

Figure 4-13 shows cos <f> as a function of X/Xro for values of k = 0.8, 
0.4, and 0.2 for a single-strapped tube similar to Fig. 4*8 on double 
strapping, in which 2xs/Xro = 0.55 and xA/Xro = 0.80. The behavior 
of the mode spectrum under an increasing weight of strapping is con¬ 
siderably different in this case. The wavelength of all modes (in the 
range considered) increases with heavier strapping, and the mode order 
is the normal one for strapped tubes. However, the mode separation 
is only very slowly increased by increasing the weight of strapping, since 
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the slope of the curves of the cos <f> vs. \/\ro changes quite slowly with 
decreasing A\ Comparing the curves of Fig. 4-13 with those of Fig. 4-8, 
it is apparent that the mode separation for heavy single strapping is far 
less than for double strapping of the same impedance. The difference 
persists even when the two cases are compared on the basis of equal total 
strap capacity. 

The reason for the very different behavior of single-strapped tubes 
may be found in the fact that the coupling path between oscillators now 
includes the oscillators themselves. 
Thus, if the resonant wavelength 
be increased beyond the un¬ 
strapped wavelength by adding 
straps, the coupling path of the 
resonator is now beyond cutoff. 
With sufficiently heavy strapping 
the coupling through the resona¬ 
tor becomes relatively weak, and 
mode separation is difficult to 
achieve. Actually, for sufficiently 
heavy strapping the model of Fig. 
4*7 will break down because the 
impedance of the coupling path 
through the end cavities over un¬ 
strapped segments will become 
comparable to that through the 
resonator. It may be noted that 
the symmetry of the single- 
strapped tube is such that two sets, 
of symmetric and of antisymmet¬ 
ric modes, do not exist. Thus, 
long anodes lead to difficulties be¬ 
cause of poor mode separation between (m = 0, 1, 2), etc., rather than 
between (m = 0i) and (m = 02). 

Evidence for the correctness of this picture of the mode spectrum 
may be found in the data on the HP10V, a high-power 10-cm magnetron 
for which rh/\rQ = 1.48, 27rs/Xro ® 0.84, and N = 10. The ratio of 
ir-mode wavelength to unstrapped wavelength is 1.245, but the mode 
separation between (m = 0) and (m = 1) is only 5 per cent. 

The discussion of the mode spectrum of a strapped system has shown 
that the distribution of the modes in frequency depends upon the nature 
of the variation of the transfer angles <f>m with frequency. The strapped 
system was discovered somewhat accidentally; and, so far, no resonant 
system has been developed synthetically, in the sense that the word 

Fia. 4-13.—The dependence of cos </» on 
X/Xro for various values of A; in a single- 
strapped tube. Values of cos <t> > 1 corre¬ 
spond to <f> imaginary. 
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is used in filter design. It seems probable that alternatives to the 
strapped or rising-sun systems with satisfactory mode spectra might be 
found by deliberately synthesizing a network with desired transfer 
characteristics, that is, with the required variation of the transfer angles 
with frequency. 

It has been stressed that the equivalent lumped-circuit treatment of 
strapped resonant systems is not primarily a method for making wave¬ 
length calculations but is rather a model that correlates observed data. 
It is possible, however, to estimate wavelengths reasonably well by calcu¬ 
lating Xro, Zro, Sy and Ka and by making use of these values in the mode- 
spectrum formula. Methods of calculating Xro, Zro, $, and Ka are 
described at some length in Chap. 11 on the design of resonant systems. 
A value of Xro can usually be estimated for any resonator shape to about 
3 to 4 per cent and Zro with perhaps half of this accuracy; $, the equivalent 
strap length, is the most difficult quantity to determine with certainty. 
As has already been pointed out, it will depend upon the location of the 
straps with respect to the resonator and upon the shape of the latter. 
Errors in its determination will not seriously affect the calculation of the 
7r-mode wavelength, but they will cause considerable uncertainty in the 
value of the mode separation, because this quantity is so strongly depend¬ 
ent upon the effective strap length. 

ASYMMETRICAL SYSTEMS 

The discussion of the strapped anode block has so far dealt with 
situations in which all the resonators were identical. Three departures 
from this condition are important. The first is the case in which power 
is coupled out from a single cavity. Here it is of interest to know how 
the wavelengths are affected and to what extent the field patterns in 
the interaction space are distorted. Experimentally, this distortion can 
be produced by heavy loading, and a correlation with lowered operating 
efficiency has been noted. The second case is the presence of strap 
breaks. In some tubes mode transition under certain conditions of 
operation can be prevented by breaking the straps at some point over a 
segment; in general, the effectiveness of this procedure depends upon the 
orientation of the breaks with respect to the output. Strap breaks give 
varied effects: they cause a shift in the frequency of the modes for 
m 9* 0, thereby affecting mode selection (see Chap. 8); they may influ¬ 
ence the coupling to the output of the modes; finally, they cause dis¬ 
tortion of the field patterns for m 0, thereby making power transfer 
to those modes inefficient. The final case occurs in consideration of 
tuning schemes in which the frequency of the resonator system is varied 
by introducing reactance into a single cavity. This problem is an 
extension of that of loading; the questions of pattern distortion and 
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variation of mode separation are important. In principle, most of these 
questions can be answered; the complexity of some of the results may 
suggest recourse to a model, however. 

4*6. Pattern Distortion and Mode-spectrum Effects Caused by 
Loading.—Pattern distortion due to loading or tuning may be ade¬ 
quately treated. Because most single-cavity tuners and output circuits 
do not couple the antisymmetric modes, the 8-terminal network used 
so far may be replaced by the 4-terminal one, which is obtained by 
considering only the upper or lower half of the tube open-circuited at the 
median plane. The resonator system will then be represented by a ring 
of 4-terminal networks, one of which is shown in Fig. 4*14a. The matrix 
for one section is then 

T ■ 
j COS <t> 

[jY sin <t> 

1 

2 l) 

jZ sin <f> j 
cos <(>) 

cos 20. 

jMa sin 20, 

jKa sin 20, 

cos 20, 

( 1 0 
(42) 

where Fro« =* 
significance. 

and 

Mr tan dr/2 and all of the other symbols have their earlier 
Thus, 

zr 
cos </> = cos 20,-- sin 20„ (43) 

Z sin <t> = Ka sin 20,. (44) 

The cos <p is identical with the function cos 4>x used before. If one 
oscillator is loaded and the load is considered to be transformed to the 
upper (or lower) end of the oscillator slot, the ring of 4-terminal elements 
is changed by the addition of a shunt element, jYiMd) say, and appears 
as in Fig. 4-146. The condition for periodicity is now 

Ul i)T'(t)-W- (45) 

Using the known expression for T* the determinantal equation is now 

cos N</> — 1 
jY sin N<f> + jYio.4 cos N<f> 

jZ sin N<t> 
cos N<j> — I ZYuba sin N* | 

(46a) 

or 

which leads to 

sm 
N<f> ( . Ntj> 

( sm 1 yrr N 4> 
2 load COS g )-»' 

for <f> = 0, 

(466) 

(47a) 
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otherwise, 

+ = 0. (476) 

These equations show that except for the 7r-mode each of the modes of 
the symmetrical tube is degenerate and consists of a doublet, one compo¬ 
nent of which will couple the output and one which will not. The 
(m = 0)- or (</> — 0)-mode is nondegenerate because, as can be seen 
from Eq. (44), Z sin <j> remains finite and, therefore, so does Z sin N<t>/2 

(b) 

Piq. 4-14.- (a) The 4-terminal network for one section of the resonant system; (b) addition 
of a load to the ring of 4-terminal networks. 

in Eq. (46). The degeneracy of the modes was also apparent from the 
fact that the terms of the form e^m that appeared in factoring T*v — I 
[Eq. (9)], coalesced into cos \f/m in the determinantal equation when 
m jA 0. Equation (476) and the equations that define cos <p and Z 
determine the frequency shift. The variation of loading among the 
different modes may be examined if Eqs. (44) and (476) are combined 
to give Y„ the admittance looking into the tube at a slot, 

+2 

. . . N<j> 
sm 4> tan -y- 

K, sin 26, ’ (48) 

or, as it may be written by using Eq. (43), 

Y, = 

. N<t> 
tan —, 

—!(2 
tan £ ' 

tan 6, K, 

For the T-mode the bracketed term vanishes, and Yc, the characteristic 
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admittance, is 
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Y, = 
N d tan 6. 

For w ^ 0, the unbracketed term vanishes, and 

But 

tan 

=5 

t 2wm 
* = N = im, 

<t> = 11'm. 

» d<)> . <j> <l> 
xaxsin2cos2 

from Eq. (43). Therefore, 

. d ( ... .IK, 

XdxV * + 2~ : 
Yj. 
2 

sm 

ir • a a \ d (tan 0. 7r„\ 
K‘ sm e‘ cos 6‘ X d\ \ K, + 2 / 

■K. sin 0, cos 0. 

^tan_0» 7,.,^ 
X — (K8 sm cos 6a) 

d A 

sin 0a cos 0S 
^tail 0« Yre»^ 

and 

-2F' - ?x s (2 -A-r' + >'-) + 2 (2 -*r + r~)x s ■<* ”2»- 

- S x*(2 V + *-)+*(2tt,+*->£- 2«- 
Since we have considered only one-half of the tube, these values Yc may 
be doubled to obtain the values for the whole tube. 

For small values of 0„ \(d/d\) log sin 20e = — 1, which simplifies 
the second term. The characteristic admittance for the 7r-mode is N 
times that of a single section open-circuited at the midplanes of the 
segments. For the other modes, essentially because of the fact that they 
have an uncoupled component, only N/2 times the characteristic admit¬ 
tance of the individual resonator appears, together with N times the 
actual admittance of the individual oscillator. It must be kept in mind 
that the values of Yc found above are not actually those which enter into 
measurements of Q-values, because the admittance used here appears 
at the top or bottom of a slot The individual oscillator containing the 
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output circuit acts as a transformer between the slot and the place at 
which the output circuit is supposed to begin. The effect of this trans¬ 
former is discussed in Chap. 5. 

The amount of pattern distortion caused by loading or tuning may 
be analyzed in terms of the field patterns of the undisturbed modes. 
Suppose that the actual voltages and currents across the resonators are 
F0, Vh . . . , V(n—i) and 70, 1i, . . . , I(n-1>. Let the amplitude of the 
mth mode be om, where, if traveling waves are used, m has the values 
0, ± 1, ±2, • • • , ± (N/2 — 1), AV2. Then the voltage Vr on the rth 
resonator satisfies 

Vr = Y L* 
(49) 

Multiplying Eq. (49) by e~''*••• and summing over r, one has, because 
— ypn) = 2ir(m — n), 

N-1 

Na. 
-l 

r-0 

e-n+myri (50) 

If a quantity bm is defined such that 

N-1 

Nb, 
r-0 

then 

*fc)-(5) 
and 

^-T - e~‘*~ (•;; 

+ er’*' 

= ^ e~iT*mIr. 
r-r 

■(/I 
e-](N— l)+m H (51) 

1 AT-1) 

(a ■ (52) 

(53) 

■ +(/(::) 
+ e~iN*mT 

But considering Eq. (45), 

Tfc;)-UrJ ?)(/':)• 
The result of subtracting Eq. (52) from Eq. (51) and using Eq. (53) is 

«- ^-T> (tl -1, Un! 2) (,:) 
or, by equating terms, 

(1 — eri*m cos <t>)am — er’*-jZbm sin <f> — 0 

— eri*~jYam sin <t> + (1 — er’*- cos <f>)bm = +jY^ • 

(54) 
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Eliminating bm, am satisfies the equation 

1 V 
aw(cos V'm - cos 0) = - 2 ZYuma sin <f>; 

or, using Eq. (476) 

. A* 
— sin 4> tan 

m AT(cos </> — cos ^w) 

The term ao gives directly the amplitude of the (m = 0)-mode; 2am gives 
the amplitudes of the remaining standing-wave patterns. It is to be 

1,0r—i i i—i / Nv / m =0, n: =6^S 

\ i 

^m=4, n 

ssps 
— 1 m= 

0.87 0.89 0.91 0.93 0.95 0.97 0.99 1.01 1.03 1.05 
Cos <f> 

i i I i 1 
6.5 7.0 7.5 8.0 8.5 9.0 9.5 - 

Wavelength X in cm 

Fia. 4-16.—The amplitudes of various modes as functions of X. Values of cos <f> > 1 
correspond to <t> imaginary. 

noted that a*, is expressed entirely in terms of the angle which is pre¬ 
sumably already known as a function of X. As an example, Fig. 4-15 
shows the relative intensities of the modes in a 12-resonator magnetron 
as a function of 4> and wavelength. If this magnetron were tuned by 
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introducing reactance into one cavity, Fig. 4*15 shows the relative 
intensities of the component modes when the system has any of its 
resonances at <t> and X. For convenience the quantity — Om/KSaJ,)**] has 
been plotted. Equation (55) is, of course, also valid for the case of 
resistive loading when <f> is complex, but Fig. 4*15 applies to purely 
reactive loading (cos 4> real). It is of some interest to note that with 
substantial mode separation, distortion sets in above and below the 
7r-mode at about the same rate. 

In the simple case of loading, the perturbations are relatively small. 
For the 7r-mode when is sufficiently small for terms in the expan¬ 
sions of cos <t> and sin <t> higher than <#>2 to be neglected, Eqs. (43), (44), 
and (47b) give 

*2 = - -^‘d K. sin 20.; (56) 

Eq. (55) under similar circumstances becomes 

For large N and short straps this becomes 

This is a result which might have been expected. It shows that distor¬ 
tion will be severe when the effective strap circumference sN is large 
relative to XT. It also shows that when the coupled admittance is 
comparable to the strap admittance, there will be distortion and, finally, 
that the other modes are excited in amounts varying as 1 /m2. Because 
the tangential component of electric field for the mth mode falls off 
roughly as (r/rayN'2)~™, the pattern may become badly distorted at the 
anode because of a small amount of high-ra component. 

A further source of pattern distortion is the longitudinal variation in 
field strength that arises from the influence of the straps at the ends. In 
the symmetric modes the fields have an axial variation of the form 
cosh 2vz/\ \/(X2/X2o) — 1, measuring z from the median plane; in the 
antisymmetric modes, a hyperbolic sine is involved. This variation is 
considerable in heavily strapped tubes; thus in the long tube described 
at the epd of Sec. 4*5 the fields at the end are twice as great as those at the 
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center; in the lighter strapped and shorter tube, also referred to in Sec. 
4*5, the difference in fields is about 15 per cent. This source of pattern 
distortion may be removed by center-strapping. 

4*7. Effects of Strap Breaks.—In double-strapped tubes the two 
straps at one end of the tube are customarily broken and each break is 
made over a segment; the straps at the other end of the tube are con¬ 
tinuous rings. There will then be an odd number of sections between the 
breaks. The breaks may be represented in the equivalent circuit by a 
series reactance introduced at the discontinuities of the strap system as 
shown in Fig. 4*16. The same arrangement of the sections that was used 
in the loading analysis is used here, namely, two coupling sections in the 

Fig. 4-16.—Equivalent circuit of two neighboring sections in a strapped tube; one section 
contains a strap break. The appropriate matrix is indicated for each part. 

center and half the resonator section at each end. The matrix for a 
“break” section will be 

'l 0 jX o' 
T _ 0 1 0 0 

8 0 0 1 0 
lo o 0 lj 

If there were strap breaks at both tube ends on the same segments, then 
0 would be given by 

0 - (o *)' (59) 
Referring to Fig. 4-16, let the matrices for the normally left- and right- 
hand sections be L and R respectively. Then 

T = D-’ToD - LR. See Eq. (16). 
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One may write 
L = D~nV*DF (60a) 

and 
R = F_1D-1TowD. (606) 

Then 
T = RL = F-iD-’ToDF. (61) 

Thus, T is the new section matrix and may he put into the same quasi¬ 
diagonal form To as T, while DF has replaced D. If the two diagonal 
submatrices of DF are (DF)n and (DF)22, these may be found and are 

(DF)n - 
cos 6, 

and 

(DF)22 = jKa sin da 

0i 
COSj 

cos 

01 
escT 

c sc 

cos 

cos 
(62) 

01 

csc 2 

CSC 

(63) 

Starting now from a point halfway between the strap breaks,^supposed 
(2p + 1) sections apart, where p is an integer, and using T' for the 
temporary symbol of the matrix of a section containing a break, the 
periodic condition may be expressed as 

But T' is given by 
T' - F~1D~1T0*-DTiiD“1To^DF. 

(64) 

(65) 

The two matrices in brackets in Eq. (64) correspond to sections that are 
mirror images, and they satisfy an equation such that the theorem proved 
in Eq. (235) may be applied to either of them. The first of the matrices 
may be written as 

and putting 

= F-1D-1To<"«-^DT,I3-1To^>DF 

then, according to Eq. (23b) 

•o = *o = 0, 
or 

Vo - Vo = 0. 

(66) 

(67a) 

(676) 
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i>ow 

- (°o ^ w p2Hd ^ <*> 

and using the forms for Du and D22 given in Eq. (32), the result is 

•p. pvp. , X ctn e. 
jDuQDij1 = —2x7 

for breaks at only one end and 

tan ^ tan 

tan ^2 tan -J 

•p\ pn « X ctn Sg 
jDnQDjj1 = —-R— 

0 tan 

for breaks at both ends. The conditions (67a) and (676) lead then to 

[ — Sjvy2 + iS(v/2>-j»-js(DiiOD721)S(p+i4)](DF)iiVo = 0 (71) 

or 

[Stf/2 + iC(isr/2)-p-.K»(DnODi’21)C(p+^)](DF)22io = 0 (72) 

Using Eqs. (69) and (67) and the fact that the determinants of the 
matrices between bars in Eqs. (71) and (72) must vanish, the following 
equations may be found: 

2A% . N+i • N<t>2 , . Nd>2 T . (N l\ 1 
X ctn ® B,n ' 2” 8m 2 +sin-2-[SinV2 -p-2)H 

[sin (p + 0 <£ij tan ~ + sin N*' [sin - p - 0 tf2j 

[sin (p + 0 </>2 j tan ^ = 0 (73a) 

2 K, 
X ctn 0 

. N+x . Nfa , . N<t>2 f (N l\ 1 
T. sm ~T 8in 2 + sm 2 1 cos (2 “ p “ 2/ 

[cos (p + 0 *1] tan | + sin N£ [cos (? - p - *] 

[cos + 0 02j tan ^ = 0 (736) 

for breaks at only one end. Because X K, tan 0, for all normal strap 
breaks, the first term may be neglected and 
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sin ^ [sin (f - V ~ 5) *1] [sin (p + 0 4»] tan £ 
+ sin [sin - p - 0 4>2j [sin + 0 </>2j tan = 0 (74o) 

and 

sin -/-* [cos (f - P ~ 0 *1] [cos (p + 0 tan f1 

+ sin [cos ^ - p - 0 <£2J [cos (p + 0 4>2j tan ~ = 0. (746) 

For breaks at both ends there are four equations obtained by equating 
each of the bracketed terms to zero. The appearance of four equations 
in this case is a consequence of the fact that there still is end-for-end 
symmetry and a complete separation into symmetric and antisymmetric 
modes. When the break is at only one end, the two sets of modes are 
mixed and the only symmetry is thaL about the plane around which 
the breaks are symmetric. Thus, the modes for which i0 = 0 have a 
voltage loop in this plane, and those for which v0 = 0 have a voltage 
node. The 7r-mode is not affected by the strap breaks unless so much 
of the strap is removed that the capacitance of neighboring strap sec¬ 
tions is affected. 

The wavelengths of the (mi = 0)- and (mi = l)-modes of the HK7 
magnetron have been measured with unbroken straps and with strap 
breaks at one end, 30° and 90° apart (p = 0, 1). For this tube N = 12. 
From the unstrapped, the (mx = 0) and (mi = 1)-wavelengths in the 
unbroken case the values of k and s have been calculated and used with 
the aid of Eqs. (74) to evaluate the first three wavelengths in the broken 

Table 41.—The Effect of Strap Breaks on the Wavelength of Several 

Modes of the HK7 Magnetron 

Strap condition V 
No. of mi 

mode 
Exper. X, 

cm 
Calc. X, 

cm 

Unbroken. i 0 10.645 10.645 

i i 8.081 8.075 

( 0 0 10.645 10.645 

/ 0 1' 8.400 8.687 

\ 0 1" 8.900 8.783 
] 1 0 10.645 ' 10.645 

Broken at one end. l 1 V 9.165 9.086 
) 1 1" 8.663 8.483 

I 2 o 

\ 2 
\ 2 

V 
1" 

0.248 
8.190 
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strap cases for p — 0, 1, and 2. The agreement with experiment may 
be seen from Table 4*1. 

The 1' modes are those having a voltage loop midway between the strap 
breaks; the 1" modes, those having a voltage node. The experimental 
wavelengths are properly assigned according to pattern measurements. 
It may be seen that the order of the 1' and 1" modes depends upon the 
separation of the breaks; the order cannot be predicted without an 
examination of a specific case. 

Some information on double breaks at each end is available from the 
(N — 16)-model 4J50 given in Sec. 4-5. Table 4*2 shows the agreement 
between measured and calculated values. 

Table 4-2.—The Effect of Strap Breaks on the Wavelength of Several 

Modes of a (N « 16) Magnetron, the 4J50 

Strap condition V 
No. of mi 

mode 
Exper. X, 

cm 
Calc. X, 

cm i 
f° 12.400 12.35 

Unbroken. i 10.152 , 10.17 

la 7.570 7.52 

[o 12.460 12.35 
Broken at both ends. 0 i 11.660 11.57 

[2 9.970 9.99 

The pattern distortion caused by strap breaks may be calculated by a 
modification of the methods used earlier in this section. Since both 
symmetric and antisymmetric modes are excited, there will be two 
amplitudes, ami and amj, corresponding to these for each mode number m. 

In terms of these, the voltages F(wvi> and V^b), say, at the two ends for 

the rath mode are given by 

(75a) 

and 
(755) 

or if 

*" ~ (amJ' and V(mJ ~ 
/ \ 

V(m) = (} _}jam = Wa„. (75 c) 

As before, if vr be the voltages at the two ends of the rth oscillator, 
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-hi 

If bm now be introduced as a similar generalization of the bm used before 
[see Eq. (51)]; 

Then, for the case in hand, 

Ne~>*-J\N 

(b!:)-!/■" 
r 

fc)-^ (r+l)4« 'f 

AT(1 - e-*”f)W fc)- 
g—i(N—v)4'i 

fH _ t M 
l Ip+ij l |»J 
n-p)+~ I Vcjv-j,) J _ J Jv(Ar-y 

I Hn-p)) (i(w-u 

fV(p+1)] _ T fvP _ F^D-^o^DCTb - l)D-n>DF fVp) 
v *(p+i)J V b) v b) 

= F^D-'ToWDCT* - I)D-»T,<h-w>dF (78a) 

and 

ky-rtl _ j = p-iD-,(| _ Tb^DT^D-To-H) 

TopDF (Vo| = F-iD-ny^DCT* - I)D“»T0-<h*>DF |Vo|. (78b) 
V ,0J V *oJ 

Now, 

D(TS — l)D_1 = (g iDu0Dgj, 

with the result that 

D(Tb - l)D-To*<*w» = | 

and 

D(T, - l)D-‘T0±'*-*>DF |*J 

+iD„QDM>8ww jD11ODm>C(p+W) 
0 0 

D(T» - l)D-T0±c^)DF = [iD11QD^(+S(J)+w(DF)11Vo 

+ C(P+^)(DF)ssio)]. (79) 

Now, if Eqs. (71) and (72) are written out at length, it is easily verified 
that either 



Sac. 4*7] EFFECTS OF STRAP BREAKS 153 

io = 0 (jDnOD22l)S(3,+^)(DF)iiVo = ||J = E (80a) 

Vo = 0 0-D„QDi-21)C(P+,3,(DF)2Sio = (!] = E. (806) 

Thus, the right-hand side of Eq. (77) may be written 

i-iTpH e 2 F_1D 

if i0 = 0, or 
_,±~ 

e 2 F-1D_1To^ 

O 

= [e 2 2j sin (p + £)^m] F-^D-'To^ 

[e-np+W*n. ei(.r+M+"] E 

O 

= e 2 2cos (p + F_1D_1T0W I qI (81) 

if Vo = 0. 
Equation (77) thus becomes 

N(\ - e~ ■T,w (bi) -[*■* ir <*+«*-] [f-d-t.** g) ]. 

where the alternative j sin and cos forms correspond to the cases for 
i0 = 0 and v0 = 0 respectively. Multiplying both sides by 

e+^T-1 = F-lD-1(^wl ~ V)DF 
r 

= |Vj‘n (p + ij Kj F-‘D-»(/2’To« - e~%To») [q] » (83) 

t 

f (cos yftm) I - Co o) nFW (aJ 
( O (cos*m)l-C0JUr (bj 

j sin / , l\ , 
cc (F + jj* 

sin ^ 2Sh cos -- 

-2S^cosy 2jCHsiny ^ 

hence 

JV[(cos im)\ - Co](DF)uWam - (p + 0 *„] 2jCh sin ^ E. (84) 
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According to Eq. (62), however, 

(DF)u = sec Ss 

0 i 0i 
COS ■— COS ” 

therefore, 

(DF)uW = sec 08 
2 cos = 0 

0 2 COS 

Substituting in Eq. (84) then, 

N sec S8 
I cos 0m — cos 0i 

0 cos ypm — c os 

and finally, 

— sin ( l\ 
= J cos (P + 2j^S1] 

- sin / l\ 

„ _ 3 cos V 2/ ' 

0 cos 

01 
C°S 2 

0 / 
dm, 

02 (Omi 

0 cos 

v 1 
02 1 

• 0m 
sin y cos 0. 

N(cos v^m — cos <£i) 

(-0 ^ j xpm sin cos 0, 

AT(cos0m - cos 02) 

The relative loading of the modes when strap breaks are present can 
also be calculated. It will be sufficient here to outline the method of 
analysis and to quote the final results. Suppose again that the strap 
breaks are (2p + 1) sections apart and that between the output oscil¬ 
lator and one strap break there are q oscillators; between the output 
oscillator and the other break there are r sections in the opposite direction. 
The relation i\T = 2p + g + r + 4 holds. The problem is most easily 
handled by using the T matrices rather than the T. If the matrix for a 
loaded oscillator is written D-'CTo + TJD, the condition of periodicity 
gives 

D-n-f (To + T^TsTjJ^T* D M = fv { loj ( I 
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By rewriting this equation as 

To”+*D-‘T,DT*(To + T,)T;D-‘TbDT„<^>D |^J = D [*}] (886) 

and again as 

T0('’+w)D-1TflDT0<,>72)-I>-«[l + T 0(,_r-1)/sT„T'*] 

j0(jv/2)-p-HD-1TsDTotp+M)D ['jfj = D j^°] (88c) 

the problem assumes a more symmetrical form. 
If it be assumed that the coupling does not link the antisymmetric 

modes and that the load admittance is shunted across the output reso¬ 
nator in the median plane, the form of Ty may be calculated. It is 

1 "*T O 
jjY sec2 K 

T» = it \r n sin 29, 
1 KrY tan, 

1 0 tan 0 

ctn 

0 0 

2 
0 0 

0 

0 0 

1 0 

0 0 

(89) 

The problem is considerably simplified if the second and third rows and 
columns of all the matrices are both interchanged. This brings the T0 
matrices to the form 

T„* = 

cos <t>i sin <t>i 0 0 
— sin cos <£i 0 0 

0 0 cos <t>% sin <t>2 

0 0 — sin <t>2 cos 4>i) 

_ fToi 
" l o 

O 
T 02 

(90) 

The load matrix T„ takes the form 

TJ = -Y'K. sin 26. 

where 

ctn 

tan 

Y' = 

2 

1 

0 
0 

1 TT n 9f 
tr“! 

1 

2 
0 
0 

0 0 

0 0 

KrY 
tan- 

L, 
O °o)’ 

(91) 

The break matrix D~lT*D becomes 
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(D-TbD)* - 
X ctn 6a 

tan ^ 0 tan ^ 0 

tan ~ 0 - tan ^ 0 

The form of the load matrix shows that it does not couple the ra2 set 
of modes; the strap-break matrix, on the other hand, has off-diagonal 
terms leading to a mixing of the mr and m2-modes. 

The final result for the perturbation of the modes when X —► oo is 
contained in the equation 

X\Xi + 2jYKa sin 6, [ . */** —g\.] a /ao\ 
-5iir^r [Xi2/2C<>8 \~2~)~xm8mv 2 j H=°’ (93) 

where 

. JV0, / , 1V /AT l\ , 
= sin cos ( p + 2 ) </>2 cos \2 ~ p ~ 2/ 4“1 tan \ 

. . Nfa ( , l\ , /iV l\ A 0! 
+ an -jj- cos Ip + ^ ) </>i cos I7j ~ P ~ 2/ fa tan y' 

. iV0i . / , i\ . (n i\ . 02 
xt = - sin -g- sin I p + ^ ) 02 sin ^-2 - P - 2) fa tan 

. . N 02 ( . l\ . (N l\ 01 
+ sm -y sin I P + 2 / *1 sm V2 “ v ~ 2) <t>l tan T 

Nfa l . 1\ . /AT l\ . 02 
Vl = COS -y- COS I p + 2 ) fa cos l 2 ~ P “ 2/ fa tan Y 

, AT02 / 1\ /iV 1\ 0t 
+ cos —2~ cos Ip + 0! cos l2 ~ p - 2) tan 

. Nfa i 
+ cos —2~ cos | 

yt = cos - sin ^p + 0 02 sin ~ P ~ fa tan 

+ cos ^ sin ^p + 0 0! sin - p - 0 0i tan £-*• 
, JV02 . / . l\ . . /AT 1 \ . 0i 
+ cos -g- sin Ip + 0i sin I ^ - p - ^ I «i tan £-*• 

It may be noted that this is the equation which would determine the 
mode spectrum in a single-cavity, tunable tube with strap breaks. 

The loading can now be found by forming dY/dw from Eq. (93) and 
putting Y = 0. The result is 
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sin <t> 1 cos fa 

. r — q . 
sin fa 

do) 

dY = _1_ _ 

dw jK, sin 0a j 

^ jctn <#>i J\an ^ <#>i + tan ^ — P ~ j 
+ ctn <f>2 |^tan ^p + fa + tan ^ ~~ P fa j| (^4a) 

3T = 1 
a<0 jK. sin e. 

sin <t> i sin 

r — q , 
cos —sr1 <#>1 

~ jctn <h [ctn (p + 0 *i + ctn (f ~ V ~ j) <*>i] 

ctn 4>n. [ctn (^p + <t>i + ctn ^7, ~ V ~ ^2]} 

The variation in the loading of the two sets of modes as the output 
position is changed is described by the terms l/[sin2 (r - q/2)<f>,] and 
1 /[cos2 (r - q/2)<h] and is readily calculated, since 4>i is known. It will 
be noted that the loading for each mode is the sum of terms pertaining 
to the symmetric and to the antisymmetric components. 

4-8. Effects Caused by Various Types of Tuning.—The properties of 
tunable tubes discussed in this section are those directly connected with 
the resonant system. The general principles and methods of mechanical 
and electronic tuning are given in Chaps. 14 and 15. 

Single-cavity Tuner.—In single-cavity tuning a variable reactive 
element is connected into a single resonator section, thereby changing 
the frequency of the whole system. The reactance is generally introduced 
in such a manner that the antisymmetric modes are not coupled, and 
they are, therefore, untuned. Similarly, the tuning element will not 
affect those components of the doublet modes (m 9* 0) which do not 
couple with the perturbed cavity. The addition of strap breaks, how¬ 
ever, will cause all modes to be coupled to some extent. For simplicity, 
this discussion will be limited to the case without strap breaks. The 
equations determining the new frequencies have been given in Sec. 4-6. 

They are 

cos <f> = cos 26. - sin 26., 

Z sin <t> — K, sin 26,, 

(43) 

(44) 
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tan ^ \ ZYtw„ = 0. 

Combining the last two equations gives 

2 sin <t> tan 
N<t> 

_ V — „ 
tunar 

K8 sin 20, - F00- 

(476) 

(96) 

The tuner reactance transformed to the end of the resonator slots is 
represented, as before, by Ftun«. Cos 0 is already known as a func¬ 
tion of X, so that the right-hand side of Eq. (95) may be plotted as a 

Fig. 4*17.—Single-cavity tuning curves [see Eq. (96)]. 

function of X. Figure 4*17 shows the form of this function in a particular 
case. Because sin 20, and cos 0 are well-behaved functions of X in 
the range considered, the function always consists of a series of branches 
running between the poles of tan N<t>/2 or 0 = [2ir(m + i)]/iV. The 
dependence of FtUDer upon X cannot be specified, of course, until the form 
of the tuning reactance is known. In general, — Ftun«r will be an 
increasing function of X with no poles in the tuning range. The inter¬ 
sections of — Ftuner and F(X) now give the new frequencies. As the curve 
for — Ftuner moves up and down because of the variation in the tuning 
reactance, it can be seen that all the modes that are coupled change 
wavelength in the same sense. No matter how much susceptance is 
coupled in, the mth mode, originally at 0 = 2mv/N) cannot move beyond 
[(2m ± l)w]/N. There is, therefore, no crossing of the modes. The main 
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difficulties in the single-cavity tuning schemes arise from the pattern 
distortion in the x-mode. Equation (55) showed that the pattern dis¬ 
tortion in a tube with a given number of oscillators is a function of 4> only. 
Distortion, then, is minimized by making the change in </> over the tuning 
range as small as possible; this, it may be recalled, is the condition for 
large mode separation. 

The loading of a single-cavity tunable tube can be treated as before 
by considering the insertion of a shunt element jTioaa into the output 
oscillator. If the number of oscillators between the tuner and the output 
is (p — 1), the periodicity condition is 

This is found to lead to 

-Fw = 

2 sin N<t> Qj tan ^ Y 

sin N<t> — ZYt sin p<f> sin q<t> 

Thus, the characteristic admittance, Yc = -~iA(dFload/dX), 

(97) 

The value of Yr thus varies with the relative position of the tuner and 
output as sec2 [(N/2) — p]<j>. The variation over the tuning range does 
not lend itself to expression in a simpler form. It should be noted that 
if the Yc defined here were used to calculate Q values, the resistive loads 
would also have to be transformed to the top of the resonator slots. 

To avoid the pattern distortion arising from tuning a single cavity, 
a number of schemes have been devised that act more or less sym¬ 
metrically on all the cavities. 

Multicavity Strap Tuner.—In this form of tuning a grooved ring, 
mounted at one end of the tube and having its axis coinciding with 
that of the tube, is moved up and down with respect to the strap system. 
The grooves are arranged so that the tuner can appreciably penetrate 
the strap system without directly contacting it (see Fig. 4-18). The 
other end of the tube is strapped conventionally. For the following 
mathematical treatment, it is supposed that there are no strap breaks, 
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although, in practice, they would be used. The model used differs from 
that of the ordinary double-strapped tube only in that the strap imped¬ 
ances are taken to be different and written Ks 1 and where one 
impedance is fixed and the other variable. The effective strap lengths 

are assumed equal. The strap or coupling matrix is then 

cos 0* 0 jKs i sin 0* 0 
0 cos 0„ 

jM„i sin 0, 0 
0 jMs2 sin 0* 

The (u-v)-matrix is now found to be 

K Af 
cos 20, + r (*tn sin 20* 

0 jK^ sin 0. 
cos 0* 0 

0 cos 0, 

(99) 

K, i 
2 

Mr esc 6r sin 20* cos 20* + —~~r 

Mr esc 6r sin 20* 

ctn dr sin 20* 

(100) 

cos 20* + —ctn dr sin 20* — cos 0m^ ^ cos 20* 

and the secular equation 

-j- 2 

+ - ^ ctn 9r sin 2** ~ cos = KnK.2 esc 0r sin 2^ (101) 

If Ktl/2Zro = ki and K,t/2Zro — kt (using the same symbols as before), 

. 2irs n? ; . 2rs f fr, + k» . , 2x/i /X2 7 
“. *• ■ “. T - Vi?. - 1 “ -X r ■ ctnh \ ~ 1 

<102> 

There are, as before, two sets of modes corresponding to the ambivalent 
sign; when ki = fo, they reduce to the earlier mi and m2 sets of modes. 
If the tube is short or the strapping light, if, in fact, 

Ai + *2Y _ • 2*h P? (i (103) 
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the second term under the radical is negligible. The tube then behaves 
as a symmetrical tube with k = ki + The behavior of the modes 
will then be as indicated in Fig. 4-9. At the opposite extreme, with a 
very heavily strapped or very long tube, 

, 2vh /X2 1 - 
ctnh—Vm: -1 *1 

and 

cB°hCf O'0- 
The term in brackets of Eq. (102) then becomes ki or /r2; the two ends 
of the tube are effectively out of touch with each other, and the spectrum 
consists of the untuned modes as¬ 
sociated with one end and the 
tuned modes of the other end. 

Multicavity Segment Tuner.— 
It is also possible to tune by strap¬ 
ping the tube at only one end and 
then moving a flat ring up and 
down above the unstrapped ends 
of the segments. This arrange¬ 
ment, shown in Fig. 4-19a, intro¬ 
duces a new form of coupling. As 
represented in Fig. 4* 196, it may 
be seen that the ring coupling is 
effected by the capacitances of the 
segments to the ring and that the 
finite length of the ring section 
introduces some series inductance. It is assumed that the ring and the 
segments form a transmission line of impedance Kt. For simplicity 
the length of one section is assumed to be equal to the strap length. 
This is not unreasonable, because the ring and the strap system are 
usually the same size. The arrangement of the sections then assumes the 
form shown in Fig. 4-20 in which the resonator is in series with the cou¬ 
pling network at the unstrapped, tuned end and is in shunt with the 
straps at the strapped end. The matrix for the resonator section now 
has a new form. If the 4-terminal network representing the resonator 
has the matrix 

solution of the network equations gives 

^nnr^TTnr^- 

RRR 
(6) 

Fig. 4*19.—(a) Schematic view of seg¬ 
ment tuner showing the tuning plate P over 
the anode block A; (b) equivalent circuit 
of segment tuner. 
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Fio. 4-20.—A 4-terminal network representation of one section of a segment-tuned 
magnetron. 

impedances K, and K,. The (u-v)-matrix for the whole section is now 

fcos 2<f>, — $K.Mt sin 2<t>, tan 0r — K.Mt sin2 <t>, sec 0r] ... 
(cos2 <t>. sec 6r — cos 2<j>. + $KrM, sin 2<t>. tan 6r J' 

The determinantal equation [Eq. (15)] gives 

(cos — cos 2<f>, + iK,Mr sin 2<t>, tan 6,) (cos \pn + cos 2<j>, 
jr -jyr 

- $MtKr sin 2<t>, tan 6r) + sin2 2<t>, sec2 6r = 0. (107a) 

Using the notation k. = K./2Zr0 and k, = K,/2Zr<> and substituting the 
usual values for 2lfr, 6r, and <t>„ Eq. (107a) may be put in the form 
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1 tanh 
2trh C08 \l/m + COS 

2wa\ 

1 
sm 

2t8 

CU, “l 
b 4- x M 

X2 , 2irs' 
-1 COS \prn — COS -T- 

^ro ^ ft s 

VWK 
-r . 2tS 
-1 BUly 

, 2irh 
tanh — 

b _i_ * y 
— 1 cos — cos ^ 

k‘+ /x» ■ . . 2ws 
- 1 sm —r— 

X j 

(107 6) 

The behavior of this expression may be clarified in the following way: 
consider the case ka = « when the tube is unstrapped. Then the term 
in brackets is unity; and for tubes that are not excessively long and that 
have short straps, 

irKS-1) (C08*m + cosx) (108) 

The curves of l/4Av against X2 are thus very nearly straight lines through 
(X20,0), and their slopes vary as cos </>m + cos 27rs/Xr0. Furthermore, for 
X very large the bracketed term tends to a constant value, and the values 
of 1/4A*/ become asymptotic to 

j(£-l)<cos*. + l). 

The wavelength Xm of the modes varies, then, as 1/cos (^m/2). The 
7r-mode has the smallest wavelength, and the wavelengths ascend in 
order of m. Thus, in the segment-tuned system the ring coupling is 
doihinant and the mode order is that of an unstrapped system (see Chap. 
2). This result is not surprising, because the end-space and interaction- 
space coupling in the unstrapped system are weak forms of the same type 
of coupling that is provided by the ring. Returning to Eq. (1076), the 
denominator of the bracketed term does not vary much for values of X 
between Xro and 2Xro, say, and the expression 

cos yf/m + cos 
2t8 

sm 
2rs 

is usually not zero in that region. Thus, the behavior of 1/4A*< for kt 
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very large is determined by the remaining factors or 

1 / # 2irs , , /X"2 , , 2tt& [\2 , . 
T-^r-s \C°a ~ C°S X + k‘ ~ 1 tanh "X VxX " 1 Sm “X"/ 

The term in parentheses in Eq. (109) is of the form of the function 
cos \pm — cos <t> for a strapped tube of length 2h> the resonances being 
determined by the points for which the function equals zero. Thus for 

kt = <x>, the order of the modes is that of a strapped tube. In this type 
of tuner then, as kt is made sufficiently small, the modes will cross over 
completely and shift from the strapped order to the unstrapped order. 

A Bell Telephone Laboratories 30-cm magnetron uses this form of 
tuning. For this tube the values of 2x$/Xro and 2irh/\n are 0.473 and 
1.71. Figure 4-21 shows l/kt plotted against X2A?0 for the cases k, = oo, 

1.6, and 0.65. The inversion of mode order and consequent crossing is 
plainly in evidence. It is possible to compare the above analysis directly 
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with experiment, using the physical strap length for s, the wavelength 
of the ir-mode with the tuner retracted, and the slope of one of the 
unstrapped tuning curves in order to calculate the tube constants. 
Figure 4-22a and b shows the observed and calculated tuning curves for 
the unstrapped tube and for the normal tube. The agreement is good 
except for the (m = 3)-mode, which lies at the border of the theory. 
Experimentally, (m = 1)-, (m = 2)-, and (m = 3)-doublets are resolved 
by various asymmetries such as the cathode leads and the notches cut in 

l/*i 

(a) 

1 At 
(b) 

Fig. 4*22.—Calculated and observed tuning curves for an unstrapped, experimental 
30-cm magnetron. The solid lines indicate calculated values; the broken lines, observed 
values, (a) The slope of the (m — 0)-curve is fitted to the experimental value at 1 /kt *= 0; 
(6) (m * 0)-curve is fitted at 1 /kt « 0. (Courtesy of W. B. Hehenstreit, Bell Telephone 

Laboratories.) 

the tuner to clear them. These details were not included in the theo¬ 
retical analysis given here. 

Multicavity Inductance Tuner.—A third symmetrical tuning scheme 
is the “inductance” tuner which was developed by Columbia Radiation 
Laboratory for use in 3-cm tubes, because the use of strap and segment 
tuners was almost prohibited by difficulties with high voltages and small 
clearances. In the inductance tuner a series of pins is mounted at right 
angles to a movable plate, the up-and-down motion of which causes each 
of the pins to penetrate (without contact) into the holes of a hole-and-slot 
resonant system. The 2J51 tube to which this method has been applied 
is a double-ring strapped tube, and the representative network of Fig. 
4-23 may be used to analyze its behavior. The effect of the pins has 
been represented by a division of the original unstrapped resonator into 
two lengths of line l and h — l having impedances Kt and Kr. The 
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electrical lengths will he called 0i and 02. The matrix of the resonator 
section is now 

cos 0i 
jMt sin 0i 

>i jKt sin 0il f cos 02 jKr sin 02) (110a) 
i cos 0ij [jMr sin 02 cos 02J 

fcos 0i cos 02 — KtMr sin 0i sin 02 jKr cos 0i sin 02 + jKt sin 0i cos 02 J 
sin 0i cos j02 + jMr cos 0i sin 02 cos 0i cos 02 — KrMt sin 0i sin 02 J 

° *]• (1106) 
c dJ 

Proceeding as before to evaluate the (u-v)-matrix for the section, this 

Fig. 4*23.—A 4-terminal network representation of one section of an inductance tuner. 

matrix is now found to be 

cos 2<t>, + i | K. sin 2<t>, ~ | -y sin 2<f>, 

\ K In 
— ^ -y sin 20, cos 20, + 2 5 ^ sin 2<^ 

Writing the determinantal equation and rearranging it gives 

/ iK* • \a “t" d i \/(o — d)2 + l"| cos = cos 20, - sm 20, -^--- • 

The mode spectrum when the tuner is retracted is that of a strapped 
tube with resonator impedance Kr; when the tuner is inserted to the full 
length of the anode the spectrum is that of a strapped tube with resonator 
impedance K%. The mode order will be the same at both extremities and 
there will thus be no mode crossing. The spectrum is transformed con¬ 
tinuously as the tuner moves through the anode. 



CHAPTER 5 

OUTPUT CIRCUITS 

By L. R. Walker 

5*1. Introduction.—The preceding chapters have treated the resonant 
system of the magnetron in detail. It has been made clear that the 
electron stream interacts with the field of the resonant system and feeds 
power into it. This power is then utilized in two ways. One part, which 
is dissipated in the form of copper losses, serves to maintain high fields 
in the resonant system. As a consequence the resonant system stores 
considerable energy and acts as the main frequency-determining element 
in the magnetron. The residual power is fed to an external load, and 
the circuit coupling this power to the external load is referred to as 
the output circuit. Such a circuit may be considered as a 4-terminal 
transducer which transforms the load impedance to a new level within the 
tube. Broadly, the study of this transducer and its relationship to the 
resonant system forms the subject of this chapter. 

It is clear that in microwave systems, in which the dimensions of the 
elements are comparable to a wavelength, the physical separation of the 
resonant system and the output circuit must be arbitrary. There is a 
similar difficulty in distinguishing between them on the basis of electrical 
function. In an ideal situation the output circuit would store an amount 
of energy negligible in comparison with that in the resonant system, and 
it would then be perfectly justifiable to consider the output circuit as 
frequency-insensitive in the neighborhood of any resonant frequency of 
the .system. Magnetrons that have been developed thus far fall into 
two classes: (1) those with unstabilized outputs, in which the conditions 
of the ideal case are approximately met, and (2) those with stabilized 
outputs, in which the output circuit is deliberately designed to store 
energy and may, indeed, store more energy than the resonant system. 
The stabilized output is discussed extensively in Chap. 16 and will not 
be treated here. In unstabilized outputs, the degree of departure from 
ideal frequency-insensitivity varies greatly between various types of 
output circuits, but, in general, the output circuit stores less than about 
26 per cent of the energy stored in the resonant system. It will thus be 
satisfactory to consider the properties of ideal frequency-insensitive 
output circuits as a guide to the behavior of real output circuits. Any 
specific case may then be examined for departure from ideal behavior. 

167 
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Fig. 5 1.—Center-loop coupling. 

In practice a number of considerations impose restrictions upon the 
output circuit. The wavelength and power level of the tube determine 
whether the external line will be waveguide or coaxial line. Construc¬ 
tional details of the anode block, such as its strapping and the geometry 
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of the resonators, influence the form of coupling used between the 
resonant system and the output line. It is also clear that the output 

Fiq 5-3 — Segment-fed coupling. 

circuit must contain a vacuum seal and that, because some of the output 
will be air-filled, it must be designed to avoid high-voltage breakdown. 

Structurally, the main classifica¬ 
tion of output circuits is that into 
coaxial and waveguide types. The 
coaxial-output circuit consists of a 
length of coaxial line that varies in 
cross section, either through tapers 
or at discontinuities, and in which 
the central conductor is fed from the 
tube in a variety of ways. For ex¬ 
ample, in loop-coupling, the end of 
the central conductor is bent into a 
loop and attached to some point on 
the outer conductor. The loop is 
then placed where it will intercept 
the magnetic flux in one oscillator. 
Such loops have been introduced 
into the resonator in the median 
plane (center loop) as in Fig. 5T or 
have been placed immediately above 
the end of one resonator (halo loop) FlG‘ 6‘4*‘~Strap'fed couplmg* 
as in Fig. 5*2. In unstrapped tubes the center conductor has been run in 
above a segment and then attached to a point on one of the end faces of this 
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segment (segment-fed coupling); in this case, the center conductor 
may be considered to intercept flux passing between neighboring oscil¬ 
lators or to be fed by the voltage along the segment (see Fig. 5 3). In a 
somewhat similar type of feed applicable to strapped tubes, the whole 
coaxial line runs above a segment, and the inner conductor then attaches 
directly to a floating strap section (strap-fed coupling) as in Fig 5-4 

At the load side, the coaxial line output may feed either an external 
coaxial line or.a waveguide. If the external line is coaxial, the connection 
may be directly mechanical or by means of choke joints. In the latter, 

Fiq. 5 5 —Waveguide output. 

the output circuit must include a satisfactory junction from coaxial 
lipe to waveguide line. The vacuum seal is generally incorporated in the 
coaxial line or in the waveguide feed, and the glass serves as a support for 
the inner conductor. 

Waveguide outputs consist of waveguide lines of variable cross 
section, which are fed either by opening directly into the back of one 
resonator or by communicating with it by means of an iris. The cross 
section of the output is generally modified until it is equal to that of the 
external waveguide, and the vacuum seal then consists of an iris window 
placed between choke joints in this guide (see Fig. 5-5). 
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In this chapter the discussion is confined mainly to an exposition of 
the role played by the output circuit in tube operation and of the con¬ 
cepts in terms of which its behavior is analyzed. The problems arising 
in the design of output circuits for specific purposes are treated exten¬ 
sively in Chap. 11. In general, the interesting properties of an output 
circuit cannot be accurately predicted by direct calculation, but some 
types of waveguide outputs, because of their geometrical simplicity, 
form an exception to this rule, and an outline of the methods available 
is given for this case. Many of the topics discussed are particular 
applications of more general material developed in other books, but 
the treatment in this chapter is adapted to the special needs of the 
magnetron problem. 

6*2. The 4-terminal Transducer.—In Chap. 4, it is shown (explicitly 
for strapped magnetrons, but the argument is easily extended to cover 
other cases) that provided the tube is oscillating in the 7r-mode, the 
admittance of the resonator system measured at the junction of the 
resonator and the interaction space is the sum of the admittances of 
the N individual resonators. The latter admittances are also measured at 
the slot openings, and the planes bisecting each segment are assumed 
to be open-circuited. In this case, the resonator system, as far as its 
total admittance at any resonator opening is concerned, may evidently 
be replaced by N circuits in parallel, each having the characteristics of an 
individual, isolated resonator. Because such a representation is valid 
in the vicinity of the w-mode only, the individual resonators must be 
treated as single shunt-resonant circuits described completely by a 
characteristic admittance Yr and a resonant frequency w0. The admit¬ 
tance of a single resonator is then jTr(co/a>o — w0/w). For the 7r-mode, 
provided that the loading is not heavy enough to cause pattern distortion 
and a restiltant variation among the slot voltages, the electronic loading 
will be the same at each resonator. The total electronic admittance will 
thus be N times that of an individual resonator. If the mode is other 
than a 7r-mode, an equivalent circuit admittance for the tube at any slot 
opening may still be defined, but it is no longer the sum of the individual 
values (see Chap. 4), and the variation among the slot voltages makes 
difficult the definition of an equivalent electronic admittance (see Chap. 
7). For simplicity, it will be assumed in the following sections that a 
7r-mode is being considered; the modifications necessary for other modes 
will be the replacement of NYr by the appropriate equivalent charac¬ 
teristic admittance of the resonator system. 

For the purposes of output-circuit analysis it will be convenient to 
make use of this representation of the resonator system and, simul¬ 
taneously, to transform the load admittance to the opening of the reso¬ 
nator into which it is coupled. The admittance of the coupled oscillator 
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and its load are calculated, and then the load admittance is found by 
subtracting the admittance of an unperturbed oscillator. Thus the 
output circuit considered as a transmission path extends from the opening 
of the coupled resonator to some plane in the external line which is 
drawn to include all the discontinuities of the output circuit; the stored 
energy of the output circuit, however, does not include that of the coupled 
resonator. As an example, if a waveguide output couples directly into 
the back of a resonator, the load impedance Z at the junction is effec¬ 
tively in series with jccL, the inductance of the resonator, and appears 
at the slot as an admittance 1 /(jtaL + Z). By restoring to the resonant 
system the unperturbed admittance 1 /jtaL, the load admittance becomes 
—Z/j<aL(jo)L + Z); this clearly involves the properties of the resonator. 

It is now necessary to develop some properties of 4-terminal trans¬ 
ducers that will be useful in analyzing output systems. One representa¬ 
tion of a transducer is particularly helpful with the model being used. 
For any 4-terminal network 

V2 = Z22I2 + Z21I1 ) 

and > (1) 
V\ = Z2J2 + Znlij ) 

where V2, 12 and V\, h are the voltages and currents on the right- and 
left-hand1 sides of the transducer respectively. Thus, if one writes 

V2 = Z2I2 and h = YxVx 

where the arrow notation is used to denote the direction in which one 
is looking, there follows 

Z2/2 = Z22I2 + Z2iY \V\ 
and 

Vi = Z21I2 + Z11Y1V1. 
Eliminating Vi and I2, 

(Z2 - Z22)( 1 - ZnYi) = Z?:?!, (2) 

or, because Y1 

1 In the following sections the subscript 1 will be used to distinguish quantities 
measured on the left-hand side of a transducer, and it will further be assumed that 
this is the generator side. Similarly, the subscript 2 will distinguish quantities on 
the right-hand side, or load side, of the transducer. 
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which may be written 

zt = z, + .»*., 
r. + k, 

173 

(3) 

where Z2, F1, and n are independent of Z2 and Fx and characterize com¬ 
pletely the transformer properties of the network. Because 

Z2 — —Z2 and 

FX = Fx + ; 
n 

Fx = -Fx, 
2 

Z2 + Z2 

(4) 

>-- 
-3= 0 

i 
n 

0 
1 
>- L,,T" 0 

Fig. 5*6.—Schematic representation 
4-terminal transducer. 

a2 
-O 

of a 

the transducer may be represented by the network of Fig. 5*6 where 
Z2, Fx, and n are complex; for lossless networks Z2 and Fx will be imagi¬ 
nary and n real; for networks that 
are slightly lossy, the real parts of n: 1 

Z2 and F1 and the complex part of 
n will be small. The three quanti¬ 
ties are, in general, functions of fre¬ 
quency; the assumption of the 
“ideal” output is that they are 
frequency-independent. 

It is also useful to have a representation that puts in evidence the 
relation between the reflection coefficients measured in transmission lines 
of characteristic impedances K x and K2 attached to the left- and right- 
hand sides of the transducer (see Fig. 5*7). Such a representation forms 
the basis for most measurements on microwave transducer properties. 
By employing the usual definition of voltage reflection coefficient one 
may write 

H V 1 + 02 
"2 — ^2 -— 

' 1—02 
and 

—» 

v - 1 1 - 91 
*1 — jr-17 

1+01 

where qx and g2 are the reflection coefficients looking to the right along 
—■* 4— 

each line. Substituting in Eq. (2) and using Z2 = — Z2, one obtains, 
after division by K\K2} 

C++)(^+") 
Zli 

K\Kt 
= 0. (5) 
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Equation (5) implies a relation of the type 

If we now write 

c2 

1 + Ciqi + c2q2 + dqiq2 = 0. 

ea2 

v 
d = —e°'+a*, 

as is always permissible, Eq. (6) becomes 
—* 

b + ea*q2 
q i = e-01 • 

1 + 6c°2g2 

(6) 

(7) 

This representation is of particular value when the transformer is lossless. 
In this case, Zn, Z21, and Z22 are all imaginary, and an examination of 

Eqs. (5) and (6) shows that ah a2 
are now imaginary and b is real. 
This result might have been ob¬ 
tained in another way. Equation 
(5) indicates that the relation be¬ 
tween qi and q2 is a bilinear one. 
Because |(f| < 1 for a passive load 
and \q\ = 1 for a purely reactive 

load, a lossless transducer must transform the circle |g| = 1 into itself and 
the interior \q\ < 1 also into itself. Bilinear transformations with this 
property are known to be of the form1 

Generator 
side 92 

% 

Load 
side 

*2 

Fig. 5*7.—Schematic representation of a 
4-terminal transducer in terms of reflection 
coefficients. 

<2l elai 
0 + - , 

1 + 
(8) 

where ai, a2, and 0 are real. 
Because of the frequent necessity for transforming through a given 

transducer in either direction it is useful to have the left-to-right analogue 
of Eq. (8). Using the system of notation shown in Fig. 5-7, one writes 
by analogy with Eq. (8) 

e-£ §L ± 
1 + 

(9) 

Using the relation that is inherent in the definition of q- 
1 A straightforward account of the bilinear or Mobius transformation, which is 

the simplest of all conformal transformations, is given in C. Carath6odory, Conformal 
Representation, Cambridge, London, 1932. Since all impedance and reflection trans¬ 
formations belong to this class, a knowledge of its properties is very illuminating. 
Equation (8) is derived from ibid., p. 17, by multiplying his equation by and 
writing so ■> —e~,as. 
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one may show 
QQ = 1. 

& = & 
—+ «— 

OL\ + <*1 = **, 

a2 4“ #2 ^ IT. 

(10) 

(11a) 

(Ub) 

(11c) 

Because 0 = /S', the prime may be dropped. Equations (8) and (9), 
of course, embody the same physical properties. It should be noticed 
that j3, on, and a2 are dependent upon K\ and K2 as well as the internal 
properties of the transducer. A physical realization of Eq. (8) or (9) 
may be found by writing it as three equations. Thus, 

and 

and 

q\ = e,n>q2, (12 a) 

~//_0 + 02 
— zz 

i + q" i or ^ — 1 
A + J\ 1 + 

(126) 

1 + 1 - q" ^ 1 - i 

Qi = q"e~,a'- (12c) 

The transformation embodied in Eq. (12a) is that due to an electrical 

length a2 of line of characteristic impedance K2. Equation (126) repre- 

Fig. 5-8.—Equivalent circuit of a 4-torminal transducer. 

sehts passage through an ideal transformer, as may be seen by intro¬ 

ducing Z" and Z'2, the impedances corresponding to q" and q'2. 
from Eq. (126) 

& = (1+1)1* = AS. 
Ki \l~i3JK, aK, 

Then, 

(12d) 

The turns ratio of the ideal transformer is [k(K\/K2)]Vl. Finally Eq. 
(12c) indicates a further passage down a line of characteristic impedance 

Ki and electrical length —a\. Thus, the circuit of Fig. 5*8 represents 
the whole transducer connected to lines of impedance K\ and K2. 

The geometrical significance of Eq. (8) is shown in Fig. 5-9, which 
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represents the motion of two given points in the g2-plane under the three 
stages of the transformation. The first and last transformations cor- 

—4 

respond to rotation through angles a2 and — ay respectively. The 
passage through an ideal transformer is a transformation that leaves 

Fig. 5*9.—Analyses of the action of a general 4-terminal reflection-coefficient transducer 
into three elementary operations. Transformations (a) to (b) and (c) to (d) correspond 

'*4 —4 

to rotation through angles a2 and —ai respectively. The transformation (6) to (c) may be 
termed a compression and refers to the transformation through the ideal ti ansformei. 

Arg[(l + q'i)/(1 - g2')] = Arg[(l + g2)/( 1 - ?*)] according to Eq. (126). 
—> —* 

But Arg[(l + q)/( 1 — <?)] = constant is the equation of a circle through 
the points +1 and —1; such circles are thus transformed into them¬ 
selves. Points lying on a common circle orthogonal to those which pass 
through +1 and —1 still lie on such a circle after transformation, since 
the transformation is conformal. This type of transformation may be 
referred to as a compression. It is important to note that it is only at 
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this stage that the size of figures and the magnitude of reflection coeffi¬ 
cients are changed. The parameter A = (1 + /3)/(l — 0), which may 
be called the principal transformer constant, mainly determines the 

properties of the transducer. One may note that 0i(O) = pe~3ai and 

02(0) = /3care the reflection coefficients looking into each side of the 
transducer when the remote side is matched. Since these points must 
fall within \q\ = 1, then 0 ^ j3 ^ 1 and 1 ^ A. 

The transducer constants could clearly be found by measuring 0i(O) 
<— 

and 02(0), but it is often difficult to match each of the lines, and another 

method is preferable. Suppose that <72 is set up by a reactive load; then 
—► —► 
02 is of the form q2 — eJ<t>*, where fa is real. Since the transducer is 

—> 

lossless, one must have qi = Putting those values in Eq. (8) and 
reducing one finds 

—► —» 

tan * ±-ai = A tan (13) 

Practically, <t>i (or fa) may be found as a function of fa (or </>i) by moving 
a shorting plunger along one line and measuring the position of the asso¬ 
ciated short circuit in the other line. If fa (or fa) be plotted against 
fa (or <j>i), an S-shaped curve symmetrical about the line 

fa + Oil = fa + 2 

is obtained, repeating itself as both <t>i and fa increase by 2ir (see Fig. 
5TO). From Eq. (13) one has 

or 

dfa 
dfa 

sec 

A sec2 

1 + A2 tan2 

<h <*i d<f)i 

2 dfa 

<f>2 "t" 

2 

fa *4" 

= A sec2 +* 

-A- _«*'-» 

A: + cot2^_+_«2 

(14) 

From Eq. (14) it follows that dfa/dfa £ A, the equality occurring at 

fa + <X2 = fa + oli 0. Similarly, dfa/dfa £ A, and equality occurs 

at fa + a2 = fa + ai = 7t. Thus, the transducer parameters may be 
found from the maximum slope of a fa vs. fa or fa vs. fa plot and the 
location of the point at which the maximum slope occurs. 
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6*8. The ^-circle and the Rieke Diagram.—This section will be con¬ 
cerned with the behavior of a resonant system that is connected to an 
external load by means of an ideal frequency-insensitive output circuit. 
The results that are derived may be applied to real output circuits 
provided the assumption of frequency-insensitivity is not seriously 
violated. It will not be assumed that the output circuit is lossless. 

Making use of the representation in 
which the resonant system and load are 
shunted across a resonator opening 
and also of the representation of the 
output transducer shown in Fig. 5*6, 
one has the over-all transducer of Fig. 

—► —4 

511, where the Yi and Z2 retain their 
previous meaning. As a consequence 
of the physical overlapping of the 
resonant system and the output circuit, 
it is not possible, in the absence of 
independent measurements of lead 
loss made on the isolable part of the 
output circuit, to separate the so- 

called “tube” and “lead” losses. Thus, the model uses a lossless shunt 
circuit for the resonant system and incorporates the losses of the latter 
with those of the shunt element Fi of the output circuit. 

Fig. 5*10.—Representative 5-curve 
for the computation of the transducer 
parameters. 

A 
O 

O- 

B 

C 
o-o 

Q2 K 

-o 
D 

o 

Fiu. 5*11.—Representation of resonant system and output circuit. 

It will be supposed that the load impedance Z2 and its reflection 
—► 

coefficient q2 are set up in a line of characteristic impedance K. A rela¬ 

tion will first be derived between Fi(0), the admittance looking into the 
resonant system in the direction of power flow, when the external line 

4—* 

is matched, and g,, the reflection coefficient looking from the, terminals 
CD of the transducer into the “cold” tube which contains no electrons. 
Writing jYo = jNYr(w/a)0 — m/w) for the admittance of the resonant 
system, one has 

Fi(0) - jYo + Yi + }^rji (15) 
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Zr = K = Z2 + -Y —y- 
1 _ qt JY<> + Yr 

(16) 

Eliminating the frequency-dependent term jYo + Y, between Eqs. (15) 
and (16) gives 

K 

K 

* = Zl 
K 

- 1 + 

1_+ g, 

1 - q, 

n*/K 

Z2 + 
Yi(0) - Zt + K 

+ 1 + _- 

7,(0) - n'/(Z, + K) 
n*/K ~ 

7,(0) - n'/iZt + K) 

Z2~K 2Kri* 
Z2 + K + \z, + KY 

(I*+i)?.<p)+^(.-^±d 
j 

7,(0) 

= g<> + 
A 

71(0) 
where 

and 

go 

A = 

Z2- K 
z2 + k 

2Kn2 

(17) 

(18a) 

(186) 
(Z 2 + KY 

But if the transformer be frequency insensitive, 7,(0) is of the form 

?,<0) - He (y, + + Jim (y, + z-Yk) + SHY, 
or1 

Fx( 0) = Gl + jBL + j2NYr 
do) 
0)0 

where 5o> = (a> — a>o) ^ «o. (19) 

Thus, Fi(0) is represented in the complex plane by a straight line of 
the form GL + jB(os). It will be supposed that the assumptions of 

1 It may be noted that the frequency shift due to the load is given by 

s / Bl \ 
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frequency-insensitivity and freedom from extra modes in the resonant 
system hold good over a frequency range sufficient to make B(oi) » G,„ 

Substantially then, B(u) runs from — *> to + «. Then [Fi(0)]_1 is a 

circle of center 1/2Gi and radius 1/2GL] and from Eq. (17), qr is repre¬ 

sented by a circle of center q<, + (A/2GL) and radius \A\/2Gi. It has 
been proved, therefore, that the locus of input reflection coefficients for 
the “cold” tube, as a function of frequency, is a circle. This is known 
as the Q-circle. 

From the definition of loaded Q as Ql one has 

Thus, 

or 

Ql = 

NYr 

Gt ' 

Y i(0) = Ql+jBl + jNYr — 
O)o 

= Gl (1 + jQ/, — [5co — (5co);] 

2Ql —-— — = tan Arg l’i(0) 
WO 

= tan Arg 

’ q - 

(20) 

(21) 

(22) 

(23) 

making use of Eq. (17). Considering Fig. 5T2 which shows a possible 
4— +— 

Q-circle and a series of observed points tfi(wi), £2(w2), etc., it is plain that 
<— ♦—- <— ♦— 

Arg A/(q — go) is the angle between the line joining q0 to a point q on 
4— 

the circle and the diameter of the Q-circle passing through q0. Thus, if 
any line ppf is drawn normal to the diameter, the diameter and the line 

through q and go will intercept a segment on pp' proportional to tan 
4—• 4— 

Arg A/{q — go). From Eq. (23) the length of this segment varies linearly 
with 5w and, hence, with w. In practice, then, if the reflection coefficient 
has been measured at a series of frequencies and a Q-circle drawn through 

the points, the diameter through go may be drawn and the series of the 
segments on a normal to the diameter measured as above. If the seg¬ 
ment length is then plotted against frequency, the slope of the resultant 
straight line leads, using Eq. (23), to a value for QL. Strictly speaking, 
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the value of w0 is not observed, but it is usually satisfactory to use a value 
of a) in the neighborhood of that for which |g| is a minimum. As has 
been emphasized, this method of determining Ql is idealized, presupposing 
frequency insensitivity of the output circuit and the absence of secondary 

«— 

resonances in the resonant system. It will be possible to locate go, the 
off-resonance point, with a sufficient degree of accuracy provided that 
the assumed ideal conditions hold over a frequency range sufficient to 

that g0 has been located make &o — (5w)L» (o>0/2QL). Provided 
correctly, the method is useful be¬ 
cause it utilizes all the points 
measured and, by means of the 
linearity of the intercept-fre¬ 
quency plot, tests their internal 
consistency. 

Once the Q-circle has been de¬ 
termined, it may be used to deduce 
a number of properties of the whole 
system. The circuit efficiency at 
match, defined as the ratio of 
power delivered to the load to that 
fed into the system at the resonator 
openings, may be shown to be given by the radius of the Q-circle. Thus 
in Fig. 5T1, if Vi is the voltage across AB and Z2 the current through CD, 
then 

\Vi\ = 

K'h + Z2I2 _ K + Z2 
n n l/« (24) 

But the input power is Gl\Vi\2, and the power to the load, K\I2\2, so 
that the circuit efficiency at match or T7C(0) is 

Ve(0) = 
A|J2|2 = K I 
Gl\V^ Gl\K 

_ \A\ 
2 Gl 

n 2 
+ Z2 

(25) 

It is customary to define a quantity QE, the external Q, which is 
times the ratio of the energy stored in the system to the energy dissipated' 
in the external load per cycle. In accord with this definition, at match, 

Qe 
»c(o y 

(26) 

where Ql(0) has been written rather than Ql to indicate a value measured 
at match. It is, of course, possible to define Ql values for any value of 
4— 

qt„ the load reflection coefficient. Provided that the system has not 
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been pulled by the load from its unperturbed frequency, one has 

Ql(Ql) _ _Gi, 
Ql(0) n - 

Gl _ Gl(0) 

GlQl) GL(qL) 

Similarly 

QM = 0,(0) 
GM 

The behavior of Ql^l) and r;c(gL) as functions of qL are discussed below. 
The pulling figure of the operating magnetron may be defined as the 

maximum change in frequency F(qp) of the system when qL is varied 

over all phases with |gz,| = qp. Since the pulling figure will depend upon 
the susceptance of the electron stream, it is necessary to make a simplify¬ 
ing assumption about the behavior of the latter in order to deduce the 
pulling figure from the Q-circle. Suppose that the electron admittance is 

—> 

Y, = G, + jB,, the load reflection coefficient is q,, and the load imped¬ 

ance consequently is A'[(t + qi) / (1 — g,)]; then 

0 = Gt + jB, + j2NYr - + + 
COo 

Making the substitutions 

Z. + K 1 + £/ 

1 — qL 

Zi = K 
l - go 

Eq. (28) becomes 

n2 = Vi+29* 4 = 
n 2 K A 

(i - go)2 

0 - G, + jB, + j2NYr ^ + Yx + 1- Jl. (29) 

1 — go 1 — g,go 

Using the symbol D to denote the variation in a quantity as the phase of 
—► 
qL is varied, one has 

0 = D(G, + jBe) + j2NYr - D(5u) + D 
COO 

1 — qo 1 — QLqot 

The assumption to be made about the electron admittance is that, for 
small changes, D(Be)/D(Gf) = tan a = a constant. Multiplying Eq. 
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(30) by eria gives 

o = + 2jN — D(6w)e-’° + D 
cos a wo 

(Ae~ia 1 — 

1 - ?ol 

Thus, 

0 = 2N — cos aD(Sw) + Dim ( AUl -1— 
WO \ i 

\1 - q0 1 - qLq0l 

•n/ \ Dma.x(bto)') COo 1 r i 2(tl 1 — 0L 

F<«•> - TT - 5 fc'“c * D~Im ,-^t 
\ l — g0 l — g/.gi 

, sec a _ T / Ae_,'“ gz, 
— 

\ 1 - 
fo sec a ^ T /Ae~ia 1 \ 
-r'u*(»n;i 

The bracketed expression is Ae~ia/2Gh times the inverse of a circle of 
f— <— 

center — q0 and radius 1/\ql\ = 1 /qP. Considering the inversion of the 
two points on a diameter of this circle which passes through the origin, 
which two points, thus, still lie at the extremities of a diameter after 
inversion, the new diameter of the inverted circle is seen to be 

2 qp1 _ 2 qp 

q? - M g?1 + M - Iffol2 l - g£M2 

Dj^Jm Aer* 1 \ _ Mi 2 gp = 2)7e(0)gp 

2Gl z; - qo) 2Gl i - ql\qo\2 1 - ql\q<>\2 
Ql / 

cv_ \ _MO) sec oc 2qp 
^\2p) — o <- 

Ql 1 - Qll< 

— /o sec a 2gp 

1 - ?IM2 

The value of F(gp) is seen to be determined from the Q-circle save for 
the term sec a, which is of electronic origin. The expression found by 
setting a = 0 is known as the “cold” pulling figure and represents the 
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effect of the oscillating and output circuits upon the total pulling figure. 
The pulling figure ordinarily used to describe magnetron performance 
specifies a value of qP of 0.2. 

The unloaded Q, Qu has not been mentioned thus far. In normal 
usage, this is a loose term intended to describe the tube losses. Because 
of the difficulty of separating the tube and lead losses there is some 
ambiguity in defining the unloaded Q. If the lead and tube losses are 
grouped together, then, with an obvious notation 

Ql Qe 
+ 

Gl — Ge + Guf 

1 n rr or Qu 
Ql 

1 - *(0)’ 
(35) 

Alternatively, the lead losses may be separated as far as possible by 
defining Qu as 2t times the ratio of stored energy to the energy loss per 
cycle in the tube and lead when the latter is minimized with respect to 
variations in the external load. The result derived in this way is 

Ql 

1 , 1 p 
= qu + qeKo 

L i - l?o|2 

(36) 

where (q^A) is the scalar product of q0 and A. The expression may be 
evaluated from the Q-circle if necessary. 

The Rieke Diagram.—It has been explained in Chap. 1 that the Rieke 
diagram shows the power delivered to the load and the frequency of 

the system as functions of the load reflection coefficient qL. The com¬ 
plete theory of the diagram is given in Chap. 7. It is necessary here to 
discuss only the relations between the Rieke diagram and the Q-circle. 

According to Eq. (29), 
—► 

-Ge - jB. = YM = j2i\ryr — + Y1 + —(29) 
1 ~ qo 1 — qLqo 

In Chap. 7 it is shown that the electronic efficiency is a function of Ge 
only, provided that the patterns are not distorted by loading. This 
being the case, the contours of constant electronic efficiency, of constant 

—► —♦ 

power transfer by the electrons, of constant Ge = — Ite[Fx(gz,)], and of 

constant Ql^l) — NYT/GL{qL) are identical. In the F-plane, these 

contours are straight lines of the form Re(y) + jB — G + jB, where B 

is variable. These lines must transform into circles in the qL plane; 
and since each line contains the point at infinity, all the circles must 
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contain the transform of this point. From Eq. (29) the required trans- 
—+ ♦— -4 4—* 

form is qL = 1/go. Now, in determining the Q-circle, Yi = —71 = 0, 

and thus G = 0 for the Q-circle. But since qq = 1, the circle in the 

(/-plane, corresponding to the Q-circle in the g-plane, is the inverse of 
the former. Thus, the inverse of the Q-circle is one of the contours 
of constant Ql; namely, Ql = 0. The whole family of contours of 
constant Ql is evidently a family of nonintersecting circles passing 

through 1/qo and tangent at that point to the inverse of the Q-circle. 
Figure 5T3 shows the disposition of these circles. 

Without information from operating tubes about the variation of 
Br with Gn one cannot deduce the frequency contours. The assumption 
used in deducing the pulling figure cannot be used because it is true only 
for small variations of Ge. If it were universally valid, the frequency 

contours would be a set of circles also passing through 1 /g0, intersecting 
the Ql set at a fixed angle x/2 — a. 

In order to deduce electronic efficiency as a function of load from the 
Rieke diagram, it is necessary bo find out how the circuit efficiency varies. 

—> 

Suppose that the load reflection coefficient is #/,; this may be thought of 
as produced by a lossless transducer, and the presence of the latter will 

—► 

not affect the circuit efficiency. If qL = |gz,|eJ*, such a transducer is 
represented from Eq. (8) by 

= J'M±k 
1 + 

or, from Eqs. (9) and (11), 

- qie,e _ |gt| 1 |?i|-i _ |?i| 
q2---— — — ——I-—-— 

l - Iqi-Wqi l?i| i - I qA^qi 

(37) 

(38) 

The radius of the Q-circle measured on the load side of the transducer 

gives the new circuit efficiency, rjc (Ql) ; but this Q-circle is the transform 
of the normal Q-circle by Eq. (38). If the Q-circle is written in the form, 

ro + Vc (0)e’+, the diameter of the corresponding q2 circle is 

vMl) --VsMLzJsAI , (39) 
|1 - rAqA^V - *(0)%£|* 

and this equation shows the variation of circuit efficiency with qL. The 

contours of constant ijc(qi) may be found by writing Eq. (39) in the form 
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Vc(? + rS - Vc(0)! |?Z,|2 — 2r0 cos %i| + 
, Vc(0) 
A -► 

_Vc(Ql) V< (?i). 

= *(hk ») = 0. (40) 

It is always possible to find three real quantities qi, q2, and X where gi 

and q2 are independent of such that 

I- qi\2 - X2|qrf* - q2|2 = 6) = 0. (41) 

Equation (41) is the equation of a set of coaxal circles having the points 
qi and q2y lying on the common diameter of the Q- and unit-circles, as 

limit points. The set may be de¬ 
termined in practice by identify¬ 
ing two of its members, namely, 
the unit circle and the inverse of 
the Q-circle. The former corre¬ 
sponds to rjc = 0 (a reactive load), 
and the latter to rjc = — oo (for in 
this case G l = 0 and power is being 
fed into the system). In Fig. 513 
some members of the coaxal set 
are shown to indicate their relation 
with the Q-circle and constant QL 
contours. The presence of lead 
loss causes the sets of constant ric 
and constant Ql circles to have 
different common diameters. 
Thus, when there is lead loss, the 

contours of constant over-all efficiency and the contours of constant load 
power in the Rieke diagram will not be circles nor will they lie symmetri¬ 
cally about a common axis. It can also be seen that the contours of con¬ 

stant Qsiqi) = Qhiqd/riciqi) will not have a simple form. 
Finally, it is of some practical interest to deduce from a given Rieke 

diagram the effect of inserting a lossless ransducer between the tube and 
the load. The problem is to find the contour in the reflection plane into 

which the transducer converts the pulling circle \ql\ = qP and from the 
given Rieke diagram to find the frequency range spanned by the contour. 

If the transducer is specified by the fact that it transforms qi = 0 into 
—♦ —■+ 
q2 = Ql, the equations of the transformed circle are quite involved. 
However, if only an estimate of the new pulling figure is required, the 
problem is simpler. For since any transformation has been shown to 

Fig. 5*13.—Contouis of constant loaded Q 
and constant circuit efficiency. Solid lines 
represent Ql and broken lines represent 17r. 
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change the size of figures only in the “compression” stage, the size 
of the pulling figure can be altered only at this stage. But the compres¬ 
sion transforms all circles through +1 and —1 into themselves, so that 
if two circles are drawn through +1 and —1 to touch the pulling circle 

|g| = qP, the transform of this circle will still touch the pair of circles 
after compression. Thus, the size of the new pulling circle is fixed as a 
function of its radial position (see Fig. 5T4). To a first approximation, 
it may be assumed that the trans¬ 
form of the center of the original 

pulling circle (q = 0) is the center 

of the new pulling circle (q = qL) 
—4 

and, since qL is known, the size of the 
new pulling circle is known. 

64. General Considerations Con¬ 
cerning the Output Circuit Prob¬ 
lem.—In the last two sections the 
chief concepts used in describing 
output circuit behavior have been 
introduced, and the performance of FlG’ 614*“Transformation of the pullm* 

7 r circle. 
a resonator system connected to a 
load has been interpreted using the device of an ideal output circuit. It 
has been shown that most of the quantities involved in the relations 
between tube and load may be deduced from the Q-circle and the Rieke 
diagram. The quantity Yr which is needed for a complete analysis may 
be either calculated or obtained from Q measurements together with inde¬ 
pendent experiments on the output circuit. Thus, it is possible in some 
cases to measure directly the impedance level at the junction between out¬ 
put circuit and resonant system. As has been already indicated, the 
S-curve technique (see Fig. 5T0) is of great value in these measurements 
on isolated output circuits. 

It is now desirable to discuss in a general way the functions of the 
output circuit in practice. The relationships among loaded Q, QL, the 
pulling figure F(qp), the equivalent admittance of the resonant system 
NYr, and the electronic efficiency rjc> which are mentioned in Chap. 7, 
form the foundation for determining output circuit requirements. One 
has the relations 

ql - nL, 

F(q,) fo sec a 2qp 

i - ql\qoI* 
Ql - Q*v>(0), 

■f 

(42a) 

(426) 

(42c) 
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together with the empirical information that electronic efficiency is 
almost invariably an increasing function of GL. In almost any use of the 
magnetron, a definite degree of frequency stability is desired in the tube 
itself. This means that an upper limit is set upon the pulling figure. A 
compromise must always be effected between this requirement which, 
from Eqs. (42a) to (42c), sets an upper bound upon GL for a given tube 
and that which demands a high electronic efficiency or a high Gl. To 

some extent this dilemma may be resolved by redesigning the resonant 
system to increase Yr, which permits Gl to rise, while QL remains con¬ 
stant and Qe and F(qp) also remain approximately constant. However, 
this solution eventually breaks down because the additional capacitance 
introduced to increase Yr lowers the circuit efficiency, and a point may 
be reached at which the over-all efficiency r)cr)e starts to decrease. It is 
clear also that the prescribed pulling figure will be affected by the operat¬ 
ing wavelength. A constant pulling figure at all wavelengths would 
imply a Qe proportional to frequency and thus a much smaller Gl at 
short wavelengths. The values of pulling figures that have been accepted 
as suitable compromises in unstabilized tubes are 10 Mc/sec at 3000 
Mc/sec, 15 Mc/sec at 10,000 Mc/sec, and 30 Mc/sec at 30,000 Mc/sec. 
These figures correspond to Qe values of about 125, 280, and 420 and, 
using typical values of ^c(0), to QL values of 110, 200, and 300. 

In different resonator systems, the admittance constant NYr might 
be expected to vary considerably, since it is given by NYr = N(hyQ + Ya), 
where h is the anode height, y0 is the admittance of the unstrapped 
resonator per unit length, and Ya is the strap admittance constant. The 
value of yo is a function only of the shape of the oscillators. In practice 
the factors compensate to some extent. Rough ranges for the values of 
NYr taken from Table 10-2 (NYr = Yc) are 0.04 to 0.20 mho at 3000 
Mc/sec, 0.15 to 0.60 mho at 10,000 Mc/sec, and about 0.3 mho at 30,000 
Mc/sec. Using Eq. (42a), the resistance that must be shunted across 
the resonator opening to give the normal Ql values is found to be 500 
to 2500 ohms at 10 cm, 300 to 1300 ohms at 3 cm, and about 1000 ohms at 
1.25 cm. It is plain that for the types of magnetron which have been 
designed thus far, this resistance falls generally within a range of 300 to 
3000 ohms. It follows that the principal problem of output design is to 
supply this resistance by suitably connecting the resonant system to a 
matched load line whose impedance in the case of coaxial line is of the 
order of 50 to 100 ohms and 200 to 400 ohms for waveguide. The 
impedance K will be used for waveguides, defined such that the power 
flowing in a matched line will be given by V*/K, where V is the line 
voltage. 

The output circuit not only should produce the desired resistance at 
the assigned frequency but should do this without simultaneously 
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coupling in excessive reactance. The principal hazard attached to 
coupling in large amounts of reactance lies in the possibility of pattern 
deformation. The susceptibility of a strapped system to pattern dis¬ 
tortion has been discussed in Chap. 4, where it is pointed out that to a 
first approximation distortion is produced to the same extent by either 
reactive or resistive loading. A criterion for pattern distortion is given 
by Eq. (57) of Chap. 4, in which it is shown that the amplitude am of the 
rath mode excited when a 7r-mode is loaded is given by 

where s is the strap length, Xr the 7r-mode wavelength, K„ the strap 
impedance, and Fi^ the load admittance at the slots. The symbol 
ra is equal to (N/2) — n, where 2n is the number of nodes in the r-f pattern 
around the interaction space. Equation (43) may be used to estimate 
the permissible value of Fb*i. It will be noted that the latter depends 
upon the strength of coupling between oscillators and not uniquely 
upon Ql. In most strapped systems it appears that distortion does not 
become serious until Ql is perhaps about 30. The normal operating 
Ql will be many times greater than this, and it is thus clear that the 
coupled reactance may be at least as large as the coupled resistance 
without causing difficulty. 

It has already%een emphasized that usually output circuits which are 
not deliberately stabilized store a relatively small amount of energy 
compared with that in the resonant system and that consequently they 
may be considered as frequency-insensitive over a frequency range of a 
few times vo/Ql, where o>0 is the resonant frequency. It is generally 
considered desirable, even in fixed-frequency magnetrons, that the output 
circuit should exhibit considerable frequency insensitivity over a band of 
perhaps 20 to 30 per cent above the 7r-mode frequency. In this connec¬ 
tion frequency insensitivity implies simply that the transformer properties 
of the output circuit should be slowly varying functions of frequency. 
This requirement of broadbandedness guarantees that the mode immedi¬ 
ately below the 7r-mode in wavelength will be loaded to an extent com¬ 
parable to the 7r-mode, and it is an insurance against the possibility of an 
undesired mode being favored in the starting process because its r-f 
amplitude exceeds that of the ir-mode. In tunable magnetrons, the 
broadbanding of output circuits constitutes a special problem. In 
this instance the objective is usually to obtain a nearly constant pulling 
figure across the tuning band. From Eqs. (42a) to (42c) it is seen that 
this will, in general, require Gl to vary across the band which may perhaps 
have a width of 20 per cent. The required variation of Gl will be of the 
same order. The problem thus reduces to the empirical one of arranging 
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matters so the slow change of the output circuit transformer constants 
shall be in the right sense to keep GL at an appropriate value. In this 
task the use of measurements on the isolable part of the output circuits 

is indicated. 
One relation between the output system and resonator system which 

has been mentioned in Chap. 4 may be briefly referred to here. As the 
previous paragraph has indicated, it is of some importance to couple out 
all those modes which the electrons are likely to excite. For this reason, 
devices such as strap breaks have been introduced for the purpose of 
distorting the r-f patterns in such a way as to cause both components of 
an otherwise degenerate mode to couple to the output resonator. There 
is thus a problem, not specifically an output circuit problem, concerned 
with the relative disposition of discontinuities (strap breaks or tuners) 
and the output circuit. 

The fundamental problem of coupling the load line into the resonant 
system may be solved in an indefinite number of ways. A useful dis¬ 
tinction is that between high- and low-level impedance circuits. In 
the former the desired high impedance is introduced by the almost direct 
shunting of the load line across the opening of a resonator. This type of 
coupling is achieved in the “strap-fed” coupling shown in Fig. 5-4, 
in which the inner conductor of the coaxial line is tied directly to the 
floating section of one strap. Thus, except for a slight transformer effect 
due to the line length of the strap, the coaxial line is shunted across the 
resonator opening. In a high-level output circuit the impedance trans¬ 
formation is confined to the external line and may be relatively small. 
In general, the transformation required will be to a higher-impedance 
level. At the opposite extreme lie the various types of low-impedance 
level circuits which include most of the familiar designs. In such cases 
the external part of the output circuit is introduced in series with an 
oscillator at a high current point. If the output impedance at this 
point be Z and the resonator inductance L, the shunt impedance added 
by the output at the slot is roughly w£L2/Z (for woL» Z). Thus, the 
resonator acts as a transformer to raise the low impedance Z to the 
requisite high level. The impedance Z may be introduced in a number 
of ways. In a waveguide output it may be a direct series element if the 
output communicates with the resonator by means of a slot in the back 
of the resonator. In a coaxial line the impedance Z may appear as a 
result of the mutual coupling between a single resonator and a loop 
connected to the output circuit. For these low-level output circuits 
the external part of the circuit must effect a substantial impedance 
transformation downwards. For, as has been shown, wJL2/Z runs from 
300 to 3000 ohms, while w0L is of the order of tens of ohms; thus Z must 
be of the order of 1 ohm. Between these extreme types of output circuit 
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it is possible to imagine intermediate forms which have been little 
explored. The output impedance of such forms is introduced as a 
series or as a shunt element at a position of intermediate voltage and 
current in the resonator. 

‘B-B. Coaxial-output Circuit.—The purpose of this section and of 
Set. 5*6 is to discuss some particular forms of output circuits in a general 
way. No attempt is made to give design formulas except in the case 
of one type of simple waveguide output. Methods of analysis for other 
types of circuits are indicated. 

Center- and Halo-loop Circuits.—In these circuits, a loop intercepting 
the magnetic flux of one oscillator (see Figs. 5T and 5-2) feeds a coaxial 
line. The coaxial line contains a glass vacuum seal which also supports 
the inner conductor. To minimize breakdown across the glass, the glass 
usually takes the form of a length 
of tubing sealed to the inner con¬ 
ductor at one end and to the outer 
conductor at the other. The cross 
section of the line will usually have 
discontinuities at the seal, since 
the glass is butted against either a 
copper featheredge or a thin-walled 
Kovar cylinder. There is thus 
formed a section of line partially 5-15.—Example of coaxial output used 

. ^ as an antenna feed for a waveguide. 
filled with coaxial dielectric. Con¬ 
nection to the external line is made either directly by mechanical contact 
and choke joints as in Fig. 5T or as an antenna feed for waveguide as in 
Fig. 5T5. The circuit of Fig. 5T6 represents the electric behavior. 

As has been already mentioned, this type of output circuit produces 
a low series impedance at CD in series with uJL, the inductance of one hole. 
The main part of the transformation is effected by the loop. The 
“external transformer” EFGH which contains the glass, seals, beads, 
choke joints, or coaxial-waveguide junctions performs a relatively small 
transformation. This condition is desirable because the standing wave 
in the relatively irregular, air-filled line is thus kept at a minimum. It is 
rarely possible to calculate the impedance transformations in such a 
line with confidence, but they are easily found by measurements either 
on output circuits from which the tube and loop have been removed or 
on smaller sections of the output circuit. By empirical means or by 
calculations on the regular portions of the circuit, the required properties 
may be obtained by a process of correction. Usually an effort is made 
to keep the principal transformer constant at all sections as well as the 
over-all constant close to unity; this gives a section with low-energy 
storage everywhere and hence a low-frequency sensitivity. 
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To a rough approximation the loop and the hole act as the primary 
and secondary of a transformer, but the representation is not particularly 
valuable, since the estimation of the turns ratio is far from simple. This 
arises from the difficulty of calculating the effective loop area. A crude 
approximation uses the mean diameter of the loop to give the area, and 
this may be used to obtain a rough idea of the transformation properties 
of the loop if the coupled impedance is calculated from a>lM2/R, where M 
is the estimated mutual inductance of the loop and hole and R is the sum 
of the loop reactance and the impedance seen at AB. The transformer 
constant is clearly very dependent on the size of the loop and, in halo 
loops, also upon the height of the loop above the anode block, since the 
fields fall off rapidly in the end space. Experimentally it appears that 
the loop acts as a rather frequency-insensitive transformer. 

In order to avoid coupling-in much reactance, it is denrable to 
arrange the properties of the external transformer so that the loop 
reactance is effectively canceled by a residual reactance at AB. The 

Fig. 5*16.—Schematic network of a loop-coupled output. 

loop reactance may be considerable. It is accurate, in fair measure, to 
find the loop reactance for halo loops by assuming that the loop and its 
image in the anode block form a transmission line of length equal to the 
developed length of the loop. This length may approach a quarter 
wavelength for halo loops, leading to large reactances at AB. The 
estimation of reactive effects for center loops is difficult. However, if 
the loop transformer CDEF is represented by a network of the type of 
Fig. 5*6, the series element Z2 may be found by transforming the off-reso¬ 
nance point of the Q-circle taken on the complete tube, back through the 
transformer EFGH. Presumably Z2 represents mainly the loop react¬ 
ance, and this may be balanced out by redesigning EFGH to produce the 
conjugate reactance at EF. The shunt element Yi of the transducer 
can be found only by measuring the resonant frequency of the system 
with the output (including loop) removed and thus determining the 
pulling due to Yx directly.1 

1 For an exhaustive discussion of a broadbanded halo-loop output having a wave¬ 
guide junction, see J. C. Slater, “Properties of the Coaxial-waveguide Junction in the 
725A and 2J51 Output,” BTL Tech. Memorandum No. MM-44-180-4, Nov. 20, 1944; 
H. D. Hagstrum, “On the Output Circuit of the 2u51 (Tunable X-band Magnetron)/1 
BTL Tech. Memorandum No. MM-44-140-55, Sept. 12, 1944. 
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An effect that may be important in halo loops is that arising from 
the electrostatic coupling of the loop to the neighboring strap. The 
orientation of the loop determines whether this coupling aids or opposes 
the magnetic coupling because the direction of current in the loop is 
reversed by rotating the loop through 180°, whereas the electrostatic 
coupling remains unaffected. 

Strap-fed Coupling Circuits.—This type of output circuit, in which an 
external coaxial line is connected across the anode block and the center 
of a floating strap, may be represented schematically by the circuit of 
Fig. 5*17. The resonant system has 
been represented by a chain of N 
4-terminal networks each consisting 
of two strap sections and a resonator 
such as was used in Chap. 4. 
(Because the strap-fed coupling has 
longitudinal asymmetry, the length 
of the resonators actually has some 
effect. This, however, will be 
ignored.) Suppose the impedance c 
of the output circuit looking out 
from CD to be Z. This may be 
transformed to a shunt element at 
A B provided that the strap length 
is sufficiently small for the squares 
and higher powers of 2ws/\v, where 
s is the strap length, to be neglected. 
To the same approximation Z is not 
altered in this transformation. It 
has been shown experimentally that 5-17.—Schematic network of a strap- 

there is almost no residual reactance fed output* 
abided in making the junction between the strap and the coaxial line; 
hence Z mil be the impedance at the start of the coaxial line. It has 
been remarked in the earlier discussion that Z will be a high impedance 
(300 to 3000 ohms, for example) and the function of the external trans¬ 
former will be in all probability, with standard load lines, to transform the 
impedance level up somewhat. It is clearly possible to achieve a very 
heavy loading with this circuit by making Z small, and it has thus found 
more extensive application as a means of introducing reactance for tuning 
purposes. Tuning curves obtained by moving a shorting plunger in a uni¬ 
form coaxial line connected directly to the strap have indicated that the 
circuit of Fig. 5-17 gives excellent qualitative agreement with the measure¬ 
ments. In one case, using a line of characteristic impedance of 63 ohms, 
the predicted and observed QL values were 10.9 and 11.2, respectively. In 

External 
transformer 
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another case, with a line of characteristic impedance of 40.7 ohms, the 
predicted and observed Qt values were 7.1 and 7.6. The end effect at the 
junction was confirmed to be negligible. This type of output circuit is 
most valuable in long-wavelength magnetrons where the end spaces and 
straps are large enough to facilitate construction. 

Segment-fed Coupling.—The center conductor may be brought over a 
segment for some distance and then bent down and connected to it 
(see Fig. 5*4). The analysis would follow the same lines as that for the 
center and halo loops, but it is somewhat more difficult to estimate the 
parameters of the loop transformer a priori, for one has an intimate 
mixture of electrostatic and magnetic coupling. 

6*6. Waveguide-output Circuits.—All waveguide outputs used up to 
the present time have coupled into the resonant system at the point of 
highest current. As a consequence, they must present at this point a 
low impedance (perhaps a few ohms or a fraction of an ohm) which is 
transformed by the coupled resonator to a high level at the slot opening. 
There are two principal means of developing the low impedance in series 
with the resonator. In one, the waveguide line opens directly into 
the back of one resonator and the impedance is transformed down from 
that of the external line by suitable changes in the cross section of the 
waveguide. In the other, the waveguide communicates with the reso¬ 
nator by means of a nonresonant iris, which shunts part of the high guide 

^ impedance. It is, of course, possible 
o . /TO5WS-o- to combine the two arrangements. 

|—i—x —I— It may be noted that since the anode 
JVC^p o iN-l)L jBi height and pole piece separation of 

I—j—s j most tubes is considerably less than 
B D a half wavelength and, hence, less 
Fig. 5*18.—Schematic network of an than the cutoff dimension of rectan- 

iris-coupled output. gular guide, some artifice is almost 

always necessary to effect a coupling between the short block and the 
wide guide. 

Iris Coupling.—Iris coupling has not been extensively used because 
it has the inherent disadvantage of pulling the tube frequency. The 
circuit may be rather crudely represented by the arrangement shown in 
Fig. 5-18 in which the iris is represented simply as a shunt susceptance 
jBj. It is likely that this is an oversimplification for an iris that is 
situated essentially between lines of unequal characteristic impedance. 
It will usually be the case that woL » |1/J3/| and Bj» <7, where G is the 
load admittance in shunt with the iris. If this is so, the combination of 
iris and load gives an impedance in series with woL of value 

+ (jBt + G) (A) 
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Then, the additional shunt admittance at AB is 

195 

jo>oL + J_ + 2. 
jBi + B] 

1 1 / 1 0\_ 1 . G 
jUoL ~ «8L*\jBi ^ B]) icoJL2B, ■+' 

Using the expressions already derived for QE and for the frequency shift 
do), one finds 

do) _ 1 Bi 
o)q 2Qe G 

(44) 

Since Bi has been supposed substantially greater than G, the frequency 
shift may easily be excessive. It is possible to compensate for this 
coupled reactance in various ways. The coupled resonator may be made 
with a somewhat different inductance from the others, in such a way that 
the added reactance is balanced. Also by combining the iris coupling 
with suitable external transformers or with another iris from which the 
original iris is separated by a cavity, the frequency shift may be elimi¬ 
nated. These methods are of frequent application in stabilized output 
circuits and are discussed in Chaps. 11 and 16. 

Directly Coupled Waveguide Circuits.—The most common method 
of coupling a waveguide to the resonant system is to allow it to open 
directly into the latter and to use external transformers to obtain the 
correct impedance. The two most familiar ways of effecting the trans¬ 
formation are by the use of a quarter-wavelength section of low-imped¬ 
ance guide or through tapered sections. The latter supplies a perfectly 
adequate means of arriving at a broadbanded transformer but is fre¬ 
quently mechanically difficult. The tapered section is designed to have 
its characteristic impedance change continuously and slowly (in terms 
of wavelengths) from the high level of the external guide to the required 
low level. Using well-known formulas for optimum frequency insensi¬ 
tivity in the taper excellent matches may be obtained. The process, 
however, entails the construction of a guide the cross section of which is 
varying in a rather involved way and, in addition, should be rather long 

for good results.1 
The simplest transformer that can be used is a quarter-wavelength 

line the characteristic impedance of which lies between that of the external 
guide and the desired series impedance at the resonator. The trans¬ 
forming line may take a variety of forms, the choice being principally 
dictated by mechanical and dimensional considerations. In most cases 
it must be a so-called “lumped” line or one in which the capacitive and 
inductive parts of the guide are segregated to some extent. Such lines 
possess the property that their cutoff wavelength exceeds considerably 

i SeeL. Tonks, GE Report No. 197, Mar. 23, 1943. 
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their “long” dimension, thus permitting access to a short tube. Another 
method of producing a high cutoff wavelength in a small space is to use a 
dielectric-filled guide. This technique has not been extensively used, 
but quartz-filled tapers have been utilized in one type of magnetron. 
When a guide of intermediate cross section is used, there will be trans¬ 
former effects at the interfaces between this guide and the external line 
and between the guide and the tube. Generally, then, Fig. 5T9 will be 
needed to represent the whole output circuit. It will be supposed 
that the effect of any discontinuities (iris window) beyond the trans¬ 
former are neglected and the external line terminated. 

Suppose that the transformer constants of the three sections (pro- 
—► —> —♦ —> 

ceeding from load to generator) are a22, 02, ai2; 0, 0, tt; and a2i, 0i, an 
—4 *—■> 

respectively. They might also be written a22, 02, 0; 0, 0, «i2 ir — a2i; 

A 
o- r x 

B 

Junction 
trans¬ 
former 4 

Junction 
trans¬ 
former 

H 

Fig. 5-19a.—Equivalent circuit for quarter-wavelength coupling. 
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Fig. 5*196.—Reduced equivalent circuit for quarter-wavelength coupling. 

and 0, 0i, 0, where an is ignored, since it is indistinguishable from the 
external line. Measurements on several such transformers have indicated 

that a22 and ai2 — a2i are very small; this is equivalent to the statement 
that the end effects of the quarter-wavelength section are small. This 
observation has been made on output circuits in which the transformer 
cross section was such that the electric fields were largely confined to a 
region with a small dimension parallel to the ^-vector. There was thus 
little interpenetration of the transformer and tube or external guide 

fields, with a consequent small end correction. Thus, ignoring a22, 
-4 -4 

«is — an, the transformer becomes simply 0, /9*0i, r or, in other words, a 
quarter-wavelength transformer whose apparent characteristic impedance 
is not that of the physical guide K\ but Kt, for example. The output 
circuit is thus modified as shown in Fig. 5-196. 
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Let the load impedance be the equivalent characteristic impedance 
of the intermediate guide K\, the operating wavelength X, the inter¬ 
mediate guide wavelength \g, and its cutoff wavelength \cg. Further 
suppose, now, that X is unrestricted, so that the intermediate guide is not 
necessarily exactly a quarter wavelength long. Suppose that its elec¬ 
trical length is 4> = 2irl/\(h where l is its physical length. One has 

?!_=_*> = C,*K«~K\ 
Zi + Ki Ko + Ki 

(45) 

where Zi is the impedance seen at CD. For <t> = ir, Zi = K]/Ka. 
Differentiating logarithmically and setting X = X0, the wavelength at 
which l = X„/4, 

dZ>( J _ _ _J_\ . a* 
d\ \Z[ - Kx Zx + Kj J d\ 

dZx _ _ 9 7 L>* _ 
1\ ~ '2Kx M XJ XJ “ 

= —j• 2 w 1 
X* ax 

(46) 

where the relation dX„/X8 = dX/X8 has been used. Transforming the 
output impedance at the back of the resonator Z x to the resonator open¬ 
ing, one has for the additional admittance at the slot, 

Yt = G, + jBc = YlZx, 

when Yr « 1/Z,. Explicitly 
K2 

G' = Y*p = YlZx, 
Ao 

or since iC0» Zi, 

(47) 

(48) 

where is the departure of the frequency from the resonant frequency 
of the transformer. Using the relation QB = NYr/G(J one has 

This may be combined with the earlier expression 5o>lA*>o = —Bl/2NYt 
for the frequency shift due to reactive loading to find the resonant 
frequency of the system when the transformer is not exactly a quarter 
wavelength long. It is important to note that up to changes of the first 
order in frequency, the resistive part of Z\ is constant. The changes in 
series reactance will produce some effect on G> by varying the total 
reactance in series with Re(Zi). It is instructive to calculate the stored 
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energy in the output circuit. If, as has been tacitly assumed above, the 
junction transformers are frequency insensitive, the energy storage in 
the output may be compared with that of the resonant system by evaluat¬ 
ing the ratio [o)a(dBe/do)o)]/NYr = r. Using Eq. (49), there follows 

For a typical example with QE = 400, Kq = 400, Yr = 0.025 mho, 
N = 10, \/\o = 1.25, Eq. (50) gives r — 0.12. Equation (50) may 
easily be converted to other forms that put the dependence on other vari¬ 
ables in evidence. The energy storage in this type of output circuit may 
be relatively high as Eq. (50) indicates. 

The lines used for the quarter-wavelength section are generally 
“lumped,” and some cross sections that have been used are shown in 

Fig. 5*20.— Example of ‘‘lumped” guides. 

Fig. 5*20. In all cases the guide is essentially divided into two regions, 
one of which is capacitive with high electric fields in a narrow crossbar 
and the other inductive with high currents flowing in a more or less 
cylindrical section. The cutoff wavelength of such a guide may plainly 
be higher than that of a rectangular one of the same width, since the 
capacitance has been increased in the center and the inductance at the 
outside. The problem of calculating the cutoff in these sections is 
exactly analogous to that arising in calculating resonant frequencies of 
unstrapped oscillators. Thus, in order to find the fundamental trans¬ 
verse electric mode, one needs a solution of 

r)77 

V2T + X2T = 0 with ~“ == 0 (51) 

on the walls of the guide,1 where d/dn denotes normal differentiation 
and x = 2ir/X. The fields are then given by Ex = —dT/dy, Ey = dT/dx, 
and Hz = (x/jcyo)T. Since the gap in the crossbar is usually small 
compared with the length of the latter, it is possible to put Ex = 0 and 
to suppose Ey independent of y in the capacitive part (see Fig. 5*21). 
If the dimensions of the cylinder are small compared with X/2tt, one 
may solve Laplace’s equation rather than Eq. (51) in this region and 
match the solutions at the junction by equating T and dT/dn there. 

1 See S. A. Schelkunoff, Electromagnetic Waves, Van Nostrand, New York, 1943, 
p. 380. 
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Calling To the solution of Laplace’s equation in the cylinder with 
dTo/dn = 0, except at the junction, where dTo/dn = 1, one may obtain 
the equation for xo = 2tt/X0, where X0 is the cutoff wavelength 

n j TodS A tan xol =-h X 
Xo 

In Eq. (52), A is the area of the cylinder, l the length and d the width 
of the crossbar, and the integration is carried over the cylinder. If 
Xol is small, this gives 

xl = ~rrm'T (53) 
1 A 

which is the result obtained by lumping the capacitance and inductance 
completely and taking account of an end correction — f TodS/A to 

□ 

-1* 

bid"1 
T 

}) 

r~ 
d □ L 1 J_ 

Fig. 5-21.—H-section guide. 

the length of the condenser. The calculation of T0 is not difficult 
for simple geometrical shapes of the cylinder. For //-sections as shown 
in Fig. 5*21, x« may be found from 

tan XHl = [-J-, ~ l ~ £ (l - log j)] (54) 

provided that 2w$/h > 1. 
The impedance of the lumped guide on the P — V2 basis may be found 

from the relation 

X = (55) 

r 
\xdxA-o 

For H-sections this becomes 
d 

■cr _ 277_l_ (56a) 
, /x\7, sin 2 x«l\ , 2d cos2 Xnl J 
1 \\B) V 2xbI ) + l*hX% -m 

2d cos2 xhI 
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or 

ohms. (56 b) 

The junction between the lumped guide and rectangular guide presents 
a problem that may be handled in a satisfactory manner provided the 
slot of the crossbar is narrow. The fields in the two guides may each 
be expanded in terms of the appropriate normal modes. The tangential 
field in the rectangular guide is then put equal to that in the lumped 
guide across the opening of the latter and zero elsewhere in the same 
plane. The tangential magnetic fields are equated across the opening. 
Using these relations and the orthogonality of the wave functions in 
each guide, a series of linear equations in the mode amplitudes may be 
obtained. So far the treatment is exact. One now neglects all but the 
principal modes or, in other words, supposes that there is no shunt 
reactance at the junction. Carrying out this procedure, the principal 
transformer constant A for the junction is found to be 

A - i - xvxji Uf(Eo 

i 

Eor)<1S w]2 
(57) 

where \H and \R are the cutoff wavelengths in the H-section and the 
—► —4 

rectangular guide and Eon and EOR are the vector tangential electric fields 
in the fundamental modes, while the integral is carried over the common 

—4 —► 

interface. Eon and EOR are normalized so that 

For II-to-rectangular junctions, 

sin 2xnl . 2d cos2 xnl 
_ 2x„Z + -Jshx%_(59) 

[XH COB XhI cos xb(! + s) — cos XrI cos Xh(1 + s) Is 

sin s%h Xh ~ X% J 

where xb — 2t/Xjr and xr — 2w/\g. When all H-section dimensions are 
small compared with Xh and XB, this may be written as 
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A = (60) 

Equation (59) gives excellent agreement with experiment when the 
assumptions of the analysis are fulfilled. The transformer constants 
were measured for an H-section junction at several wavelengths from 
7.5 to 13.5 cm. The end corrections were found to be entirely negligible, 
while the values of 

which should, according to Eq. (59), be frequency independent, were 
found to be as indicated in Table 51. The dimensions in this case were 
such that the slot width was small compared with the guide width. It 
should be noted that the transformer effect at the junction is such as to 
raise the impedance level even above that of the rectangular guide. 
Using this value of A one may now calculate Ev/Hx at the center of the 
crossbar at the junction with the tube and obtain 

Table 51.—Transformer Constants of an H-section Junction 

Dimensions of H-section: d = 0.191 cm; l = 0.952 cm; s = 0.495 cm; h * 1.95 cm 
Dimensions of rectangular guide: b = 3.81 cm;a = 8.58 cm 

\«, cm 
i 

u 
/,_» 
/ ^ 

i-ir 
*Jr 

| 
i 

cxr, degrees aHj degrees 

7.10 30.3 +10.0 +9.5 
8.40 34.6 +4.3 +5.0 
9.51 39.9 —3.6 +2.2 

10.58 32.6 -0.7 -2.2 
11.51 36.0 -1.4 -3.0 
12 57 36.7 

AVG 36.0 ± 2.2* 

+5.0 -6.5 

* The calculated value of A \/1 — (XVXk2)/! — (X*/Xh*) was 36.3. 

H, lJJ(E0/r ■ Eo*)dSa}\ (61) 
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where im = 377 ohms. To a first approximation the coupled resistance 
will be 

(62) R _ d E, 
R~2l WJ 

since it may be assumed that the magnetic field in the cylinders is very 
loosely coupled to the resonant system. For H-sections the result 
becomes 

R = 
4(P 

l*ab 
.Oil 

1 - 

( XH 
\sin sxh 

* 

cos Ixh cos (l + s)xr — cos Ixr cos (l + s)x 

Xh - xl 
1 _ sin 2Ixh 2d cos2 Zx# 

1 

2lxa lshx% 

Using the approximation of Eq. (60) one has 

ohms' 
-* -V O 

877 ohms. 

(63) 

(64) 

This equation indicates the critical dependence of the coupling upon the 
width of the crossbar d. In strapped magnetrons the fields in the 
resonant system vary along the length of the anode as cosh ax, where x 
is again measured from the median plane (see Chap. 4), while the fields 
in the crossbar vary as cos xxh. This fact will affect the coupling at 
the junction with the resonant system, and there will be some trans¬ 
former effect. This may be taken into account by multiplying R by 

—► —► —► 
another factor [ff(Eoa * E0,r«.)]2, where E0,rw is the normalized resonator 
field across the junction. This factor may be evaluated for an H-section 
and is 

2 u: c°sh ax cos xhX dx^ 
° (65) 

l 
(>- 

sin 2Ijch , 2d cos8 

2Ixh Ishxl 

fol cosh2 
H / 

axdx 

The magnitude of this correction will be small unless the tube is heavily 
strapped. The formulas of Eqs. (63) and (64) appear to give very close 
agreement with experimental results. For example, when applied to 
the case of the 4J50, a 16 hole-and-slot 3-cm magnetron having a quarter- 
wavelength H-section transformer of this type, a cold pulling figure 
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of 9.3 Me is calculated. This compares favorably with the experimental 
values which are distributed close to 10 Me. 

One sees that contrary to the assumption of an earlier paragraph, 
there is some frequency dependence of the transformer effect at the 

T 1 - frVMr)? 
Li - (*2Ai)J • 

junction given by the term This may be minimized 

by making \h = X*. 
Iris Windows.—The vacuum seal in waveguide-output circuits is 

usually an iris window. This consists of a disk of low-loss dielectric, 

Fig. 5*22.—Variation of shunt susceptance with thickness of window. 

usually glass, sealed across a metal iris opening. By a suitable choice 
of the glass thickness and iris diameter it is possible to obtain a window 
that, when placed between circular choke joints, produces a satisfactory 
match over a relatively broad band. Since the window is placed between 
guides of similar characteristic impedance, it behaves like a pure shunt 
susceptance. Figure 5*22 shows the variation of this shunt susceptance 
vs. wavelength for a particular window. The apparent external Q of 
the window loaded by the matched line is 2.6. Thus there is little energy 
stored in the window itself. By placing the window at a suitable distance 
from the junction with the intermediate guide, the variations in the 
resistive component of the reactance at the tube may be minimized. 
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CHAPTER 6 

THE INTERACTION OF THE ELECTRONS AND 
THE ELECTROMAGNETIC FIELD 

By L. R. Walker 

6*1. Introduction.—The central problem of the present chapter is to 
examine the interaction of the electron stream with the electromagnetic 
field of the resonator system in the annular region bounded by anode and 
cathode. At present the design of a magnetron of given characteristics, 
such as wavelength, magnetic field, operating voltage, power output, and 
pulling figure, is in principle a straightforward matter, the difficulties 
arising in practice being largely those of realizing the design mechanically. 
In view of this fact it is surprising to find that our understanding of the 
interaction processes is largely of a qualitative nature. That successful 
design should be possible may be ascribed to three facts: (1) A formula 
is at hand that has a sound theoretical basis and full support from 
experiment for estimating the voltage at which a magnetron of given 
dimensions will operate when a definite magnetic field is applied. (2) 
The behavior of the electron cloud may be shown to depend upon a small 
number of parameters derived from the tube dimensions and the operating 
variables (see Chap. 7). Thus, it is possible to say that any two mag¬ 
netrons which may be run under conditions that make the values of these 
parameters the same will operate with equal efficiency. One magnetron 
design may, in this way, be derived from another that is known to be 
satisfactory. (3) Finally, experience has shown that the efficiency of 
magnetrons is remarkably insensitive to large changes in magnetic field 
and d-c current and, to a somewhat lesser extent, to changes in load. 
A'performance chart for a 3-cm magnetron is shown in Fig. 6T, which 
may be regarded as typical of present design. Figure 6*2 shows the 
effect of load upon the efficiency of the same tube. In this figure the 
electronic efficiency has been plotted as a function of the electronic (or 
load) conductance. As a result of this broad range of satisfactory 
operational conditions it is evidently possible to allow considerable 
leeway in the choice of design parameters and still be confident that a 
good magnetron will be obtained. Presumably, it is a consequence of 
this happy situation that it has not been thought essential during the 
wartime development of magnetrons to attack thoroughly the problem 
of understanding the processes whereby the electrons transfer energy 
to the oscillating field. 

207 
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Fig. 6*1.—D-c voltage vs. d-c cuircnt for typical 3-cni magnetron (N =16) with 
-magnetic field in wcbers/sq meter,-power output in kw, and-efficiency 

in per cent. 

0 01 02 03 04 05 06 07 08 09 10 
Electronic conductance (~Gel) in arbitrary units 

Fia. 6*2.—Electronic efficiency as a function of electronic conductance for a typical 3-cm 
magnetron (N — 16). 
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There is little doubt that an acceptable qualitative description of the 
process may be given, and the picture that this offers has been adequately 
verified in those few instances for which numerical calculations have been 
undertaken. Quantitatively and analytically, however, the progress 
toward a solution has been meager. The steady-state problem may be 
formulated in the following way. From a given applied d-c voltage 
and r-f voltage at the anode and a uniform magnetic field in an interaction 
space of known dimensions, calculate the d-c and r-f currents that will 
flow to the anode. Then from these data, the input d-c power and the 
output r-f power may be calculated and, consequently, the efficiency. 
Knowing the in-phase and out-of-phase components of the r-f current 
and the r-f voltage, the admittance of the electron stream is calculable, 
and this will be the negative of the load admittance measured at suitably 
defined terminals on the anode surface. This problem has not been 
solved analytically under any set of operating conditions, even in an 
approximate fashion. Numerical solutions have been obtained for a 
few isolated cases but never for a range of values of the operating param¬ 
eters in the same tube. 

Turning from the steady-state problem to that of the initiation of 
oscillations, an equally unsatisfactory condition is revealed. No rigorous 
criterion has been established that will determine whether or not, under 
given conditions of magnetic field, voltage, and load, oscillations will 
build up from noise level. Similarly, there is no theory of starting time, 
which would require a solution of the problem with a constantly increasing 
d-c voltage.1 

Although the inconclusive status of many of these problems may be 
attributed to the fact that emphasis has been laid on empirical develop¬ 
ment, they nevertheless present formidable analytical difficulties. In 
the account of the theory given in this chapter an attempt is made to 
formulate the problem in a straightforward way and thus to show where 
thie difficulties arise that prevent a complete solution. An outline of 
\arious attempts to solve the main problem and certain simplified versions 

of it are given. 
6*2. The Assumptions Underlying the Analysis.—Any discussion of 

the interaction problem must begin by making a number of assumptions, 
which are of varying degrees of plausibility. The more familiar of these 
will be discussed before setting up the equations of motion and the field 
equations. The justification and significance of some statements made 
here may not, however, appear until later. Reference to Fig. 6*3 will 
indicate the region in which the flow of electrons is to be investigated. 
The cylindrical cathode of radius rc is held at zero potential; the concentric 

1 See, however, Chaps. 8 and 9 of this volume for an empirical approach to the 
analysis of transient behavior. 
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anode of radius ra has applied to it a d-c potential Vo. In the annular 
region bounded by anode and cathode there exist r-f fields that form part 
of the total field of the resonant system and that must, therefore, satisfy 
certain boundary conditions at the anode. The applied magnetic field 
is supposed everywhere to be constant in magnitude and to be parallel 
to the axis of the cylinders, which axis is also taken as the 21-axis of a 
system of polar coordinates. 

z 

Fig. 6*3.—Interaction apace and related coordinate system for (A' = 8) magnetron. 

The first assumption is that the whole problem may be reduced to a 
two-dimensional one. In real magnetrons this can be a good approxima¬ 
tion only for regions near to the median plane of the tube, since there will 
be appreciable end effects at the extremities of the interaction space. 
Here there will be, because of the discontinuity in the cross section of 
the anode block and the possible presence of straps and of hats on the 
cathode, a considerable modification of the tangential field, and further¬ 
more 2-components of the d-c and r-f electric fields will appear. In view 
of the extreme complexity of the field patterns in this region, however, 
it is desirable to ignore these end effects. Experimentally, no specific 
effects have been found that indicate critical conditions in the end regions, 
and it is roughly true that a magnetron of double length behaves like 
one of single length operating at half the current and power level if the 
effects of length in mode spectrum are compensated for. Thus, it is 
probably justifiable at present to treat the magnetron as part of an infinite 
cylindrical structure in which all the electric fields are tangential and 
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independent of the z coordinate and in which the magnetic fields are 
purely axial. Similarly it will be supposed that the motion of the 
electrons is wholly in the (r-<£)-plane. Since the thermal velocity of emis¬ 
sion in the & direction is small, this is a reasonable assumption in the 
absence of axial electric fields. It may be noted that the function 
of cathode hats, whether electric or magnetic, is to cause a deliberate 
distortion of the electric or magnetic fields at the ends of the interaction 
space, thus tending to keep electrons within the interaction space despite 
the effects of space-charge repulsion in an axial direction. 

It is customary to assume that relativistic corrections and other 
effects that depend upon the finite velocity of propagation of light may 
be ignored. These include the relativistic variation of mass with velocity, 
the influence of the r-f magnetic field on the electron motion, the change 
in d-c magnetic field produced by the circulating currents, and the use 
of the wave equation rather than Laplace’s equation. The conditions 
under which it is valid to make these approximations are discussed at 
some length in the succeeding section. It will be found that some of the 
simpler consequences of the equations of motion may be preserved in 
relativistic form. 

Conditions of space-charge limitation are generally supposed to 
prevail at the cathode, and, in consequence, the potentials and radial 
components of all fields are supposed to vanish there. It is impossible 
to test the accuracy of this hypothesis, for there is no simple state of the 
space charge in a magnetic field the theory of which has been sufficiently 
worked out to provide an experimental test. At present one can merely 
assume the condition true until it is demonstrated that it leads to false 
results. It is true that the current densities drawn in magnetrons fre¬ 
quently exceed substantially those which can be drawn from identical 
cathodes in pulsed diodes under vcrifiably space-charge-limited condi¬ 
tions. However, the existence of excess cathode heating during mag¬ 
netron operation indicates the presence of back bombardment by 
electrons, and the known secondary-emitting properties of oxide cathodes 
suggest that secondary emission is probably sufficient to yield the 
required current densities (see Chap. 12). The possibility of secondary 
emission from contaminated anode surfaces is a further complication 
which is ignored. 

Associated closely with the assumption of space-charge limitation is 
the hypothesis of a zero velocity of emission of the electrons from the 
cathode. Plainly, the electrons have actually a thermal velocity dis¬ 
tribution at the cathode, but it seems reasonable to suppose, since the 
mean thermal energy is so small compared with the energies acquired 
by the electrons in moving through the field, that the effect of the dis¬ 
tribution is negligible in an operating magnetron. It will appear that 
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there are certain oversimplified conditions hWing critical solutions that 
might be affected by an energy distribution at the cathode, but these are 
far from simulating the conditions in a real tube. The experimental 
observation that, for many tubes, operation is independent of cathode 
temperature over a wide range may confirm the assumption that the 
initial velocity distribution of the electrons is not significant. 

A most important simplification in the problem is effected by a further 
set of assumptions concerning the nature of the field with which the 
electrons interact. These simplifications may be combined into the 
definition of an anode voltage of the form Vo + Vi cos (n<t> — ccot), 

where n is the mode number and w0 is 2w times the frequency of the 
resonant system. The principal point here is that the r-f voltage is 
represented by a traveling wave. This assumption will be discussed 
more fully in Sec. 6*3, but the argument may be summarized here. The 
electromagnetic field in the interaction space may always be expanded 
in a series of Fourier components, each of which represents a traveling 
or rotating wave in the interaction space. For a particle moving so 
that its angular velocity is close to that of the slowest of these waves, the 
other components (at least for the condition of 7r-mode operation) 
represent a high-frequency perturbation the effect of which can be 
ignored in general. A more complicated situation arises, however, 
for modes other than the 7r-mode. It will be shown that for a single 
rotating component it is always possible to define a “ voltage” or potential 
in which the electrons move. The form used above for the anode voltage 
also assumes that the anode surface is a zero impedance sheet at the 
harmonic frequencies 2co0, 3w0, etc., so that the harmonic components of 
current induce no corresponding voltage components on the anode. 

The steady-state problem may now be formulated again for the sake 
of clarity. In the annular region between two coaxial cylinders there 
exists a constant, uniform magnetic field Bz parallel to the axis of the 
cylinders. The inner cylinder of radius rc is held at zero potential, and 
the radial fields at its surface also vanish; electrons are emitted from this 
surface with zero velocity, and their ^-component of velocity remains 
zero. The electromagnetic fields are transverse electric,1 and a potential 
.Vo + Vi cos (n<$> — o>oO exists at the surface of the outer cylinder of 
radius ra. It is desired to calculate the radial current density JT at the 
anode in the form of a Fourier series 

Jr = Jr,0 + Jr,l COS (n<t> — 0)0t) + Jr,-l sin (n<f> — W0tf) 
+ Jr,2 cos2(n<£ — wot) + Jr,-2 sin 2(n<j> — <*>oO + higher terms. 

Then the d-c power input is 2TrahJr,oVo or J0F0, and the r-f power output 

1 S. A. Schelkunoff, Electromagnetic Waves, Van Nostrand, New York, 1943, p. 154. 
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Fio. 6-4.—D-c voltage vs. magnetic field for typical 3-cm magnetron (N m 16) with 
-ourrent in amp,-efficiency in per cent. 
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is irrahJr,iVi or iJj.Fi. The admittance of the electron stream is 

2irrah = Gei + jBtl - h + ^~1- 

The salient features of magnetron operation may be pointed out again 
by an examination of Figs. 6T, 6-4, 6-5, and 6*6 which show the perform¬ 
ance of strapped magnetrons in the alternative forms of Fo vs. 7o and Vo 

D*c current in amp 

Fig. 6*5.—D-c voltage vs. d-c current for typical 9-cm strapped magnetron (N — 8) 

with-magnetic field in webers/sq meter,-power output in kw,-efficiency 
in per cent. 

vs. Bt plots. Similarly Fig. 6*7 shows the performance of a rising-sun 
magnetron on a Fo vs. 70 plot. Features that are typical of the normal 
performance of strapped magnetrons are the linearity of the operating 
lines in the Fo vs. 70 diagram and the linearity of the constant-current 
lines in the Bz vs. F0 diagram, the general tendency of efficiency to 
increase monotonically with magnetic field at fixed current, and the 
falling of the efficiency at very low, and at high currents. The fall in 
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efficiency at low currents varies rather markedly among different types 
of tube. It is generally believed to be due to leakage current, a compre¬ 
hensive term used to refer to electrons that reach the anode by means 
other than a direct interaction with the r-f field. The rising-sun magne- 

Magnetic field 8 On webers /sq. meter) 

Fig. 6*6.—D-c voltage vs. magnetic field for typical 9-cm magnetron (.AT = 8) with 
--current in amp,-efficiency in per cent. 

tron is further complicated by having a region of magnetic field in which 
the efficiency temporarily falls off (see Chap. 3). 

Figure 6-8 shows a series of operating lines on a (Fo,/o)-plot for various 
values of the load conductance Gl = —Q*. The operating lines are 
now seen to be in general somewhat curved and to move toward higher 
voltages as Gl is increased. These data are derived from a 10-cm 
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magnetron, but the behavior is generally observed for all types. Finally 
Fig. 6"9 shows the variations1 of I\ and /_i as functions of Vo and Vi. 
Exhaustive data of this nature have rarely been taken, but general 
experience confirms the main features of Fig. 6-9. 

D-c current in amp 

Fig. 6*7.—D-c voltage vs. d-c current for a typical 3-cm rising-sun magnetron with- 
magnetic field in gauss, ----- power output in kw,-efficiency in per cent. 

All these curves lend support to the observation that the efficiency 
of operation of the magnetron is a slowly varying function of voltage, 
current, magnetic field, and load. It is also indicated experimentally 

» The data from which this plot was obtained are given in the last section of 

Chap. 7. 
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that the properties of the space-charge cloud are singularly frequency 
independent and certainly negligibly so compared with the resonant 
system. 

D-c current in amp 

Fig. 6-8.—Operating lines for various values of electronic conductance and r-f voltage 
at a fixed magnetic field. 10-cm magnetron, 1371 gauss, N = 8 with- electronic 
conductance in mhos, - --- - peak r-f voltage in kv. (Values in parentheses are reduced 
values.) Reduced linear current densities are given by Z/36. 

6*3. The Field Equations.—The Fourier analysis of the r-f fields 
existing in the interaction space was shown in Chap. 2 to lead to an 
indefinite number of components, the dependence of which upon time 
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and angle was governed by a term of the form exp j(wot + p4>), where 

p = ± - N + 0] = ±[—n - IN]. 

Here N is the number of segments; l an arbitrary integer, positive or 
negative; m the mode number in the sense of Chap. 4; and n the usual 
mode number1 = {N/2) — m. Waves for which p is negative travel 

I_v total out-of-phase current in amp 

Fig. 6*9.—In-phase and out-of-phase r-f current amplitudes as a function of d-c and r-f 
voltages. Reduced linear current densities are given by J/36. 

counterclockwise or in the same sense as an electron in a positive mag¬ 
netic field. In the x-mode the slowest wave traveling in the same sense 
as the electrons has p = —N/2(m = 0, l = 0). For an electron at rest 
with respect to such a wave or traveling so that on the average it is at 
rest with respect to it, another component, p' say, will appear to move 
with an angular velocity wo(l/pf + 2/N) and thus produces a perturba¬ 
tion whose frequency is p'w0(l/p' + 2/N) or 

<*>° 888 T + !)]• 

1 The appearance of this particular set of components is always to be expected if 
the fields satisfy the relation, V[<f> + (2ir/N)] — e2nx}/NV(<t>), regardless of the form of 

+ ® 4* » 

7(0). For, if 7(0) - £ a^*, then V[<t> + (2*/N)] - £ and 
— 00 — 00 

one must have 2ruc/N * (2mr/N) + 2p*r or w « n - pN, where p is arbitrary but 
integral. 
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Thus, the perturbations produced by the other components have the 
frequencies ±2«0, + 4«0, + 6«0, etc. The situation is somewhat more 
complicated for the other modes. For the mth mode, the two slowest 
components in the counterclockwise direction have p = — [{N / 2) ± m], 
and the frequencies of the perturbations due to other components are found 

* u . u r N(i+1) i Nd +1) i . 
to be given by tutt™—r— “o and 2 — «>o in the case corre- to be given by [(^2)++1)m] and[2 

sponding to the + sign and — 

(N/2)+m 

— coo and m\ 
A o , Nl 

coo and + 
— raj { 

coo in the first case and 
[(A72)2— l]‘ 

sponding to the + sign and " [(A72I-mj W°and L2 + wf-m\ un 

for the case of the — sign. For the casern = 1, which is usually of most 
interest when m 0, there are always low-frequency perturbations; the 

lowest frequencies are 0)0 *n ^irs^ case an(^ [(^72)^— l\Cx3° 

in the second. It follows that in ir-mode operation the perturbations, 
produced by other components upon an electron that moves slowly on 
the average with respect to the slowest counterclockwise component, are 
all of high frequency, whereas for other modes this is certainly not the 
case. It appears, then, to be plausible, at least as an initial assumption, 
to ignore all the field components save the slowest counterclockwise one 
when the tube is running in the 7r-mode. To justify the assumption 
completely it would be necessary to show that in the field of such a single 
component electrons actually move so that they have on the average only 
a small angular momentum with respect to the wave and furthermore 
that the high-frequency waves do indeed have no secular effect. It will 
be found that this justification can be carried through in part and also 
that there are certain consequences of the rotating-wave hypothesis 
which are adequately confirmed by experiment. It is, in fact, found that 
even in cases of operation in modes for which m j* 0, a single component 
determines certain features of the operation. The above considerations 
apply to strapped magnetrons without reservation, but in the rising-sun 
design there is always present, even in the 7r-mode, a component for which 
p — 0 (see Chap. 3). The effects of this component have to be given 
special consideration (see Sec. 6T1). 

A considerable simplification is introduced into the problem if only 
one component of the total field need be considered. For then in a system 
of axes that rotates with the angular velocity of this wave, all electro¬ 
magnetic fields are independent of time. In addition, the electron dis¬ 
tribution in velocity and position will be a stationary one. Thus, if 
the electromagnetic fields in the interaction space are described by a 
scalar potential Ao and a vector potential A = Ar, A+, At, these are func¬ 
tions of the variables r, <t> ~ 3, where « is the angular velocity of the 
rotating wave. One may write ^ = 0 — cot As has been indicated 
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in the previous section it will be assumed that the fields are transverse 
electric and independent of z. The potentials are thus functions of r 
and if alone. 

In writing down the field equations and the equations of motion, the 
relativistic form will be used for the latter and no terms dropped from 
the former. In this way, the approximations that involve the velocity 
of light may be made consistently. The MKS system of units will be 
adhered to throughout. 

The field vectors E and Bz which will be supposed to contain the 
applied fields are connected with the potentials through the equations 

E=-grad^0-^ (1) 

and 
Bt == curb A. (2) 

The potentials themselves satisfy 

r7oA d2A o p 
v-Ao-nxo -^r = - (3) 

with p positive for an electron cloud and 
d2a 

div grad A - puto = A'oJ, (4) 

where po = 1.257 X 10"6 henry/meter, co = 8.854 X 10“12 farad/meter, 
and p and J are the charge and current densities at any point. The 
subsidiary relation holds 

div A + po€o = 0. (5) 
dt 

Equations (1) to (5) may now be written out in the (r-^)-system. It 
should be noted that 

d = _ 
dt “ di d<t> dt dt dt 

from the definition of if and from the fact that d/dz = 0. Equations 
(1) and (2) give 

jji &Ao | dAr 
Er= -~df + aW 

Et, = - - — + 03 
* r d\jf dip o,rA*)> 

Equations (3) and (5) give and (5) give 

(9) 
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1 d ( A . 1 dA<f, 

r dr (rAr^ + r dp 

Equation (4) requires a more extended treatment. One has the relations 

Ax + jAy = er»(Ar + jA*) and Jx + jjv = + jJ*). 

Thus, Eq. (4) may be written in an obvious notation 

(v? * - fioeo [c-i+(Ar + jA<)] = fXoe-’+(Jr + jj+) (11) 

or 

(v?.* - M0*0 (Ar + jAt) + {*♦ ^ [e->HAr + jAJ] 

— fapi (-^r + jAt) j I = Ho (Jr + jj*), (12) 

yielding the pair of equations 

and 

+ (-2 
r dr \ dr J \rz I ?J:a*) 

Equations (9), (10), (14a), and (146) may be combined to give the two 
equations that imply the equation of continuity, namely, 

' Mor/r = ^ [M°e°"r W~Hr (rA*} +{l~ If] (15a) 
and 

Moj* = Ho(J* — 0>rp) - A j^Mo«o«or ^2 - i ^ (rA*) 

+ (i -***)£} (156) 

The bracketed function is essentially the stream function for electron 
flow in the rotating system. 

It is to be noted that in writing down Eqs. (3) and (4), which imply 
that the fields are derivable from a continuous distribution of charge 
and current, a further assumption is being made which requires justifica¬ 
tion. Strictly speaking the charge distribution is not continuous, and 



222 INTERACTION OF THE ELECTRONS [Sec. 6-4 

the expression p should be replaced by a summation over the individual 
electrons. In using the expression for the average charge density to 
calculate the field, one is ignoring the effects of what is usually referred 
to as “electron interaction,” namely, the process whereby two electrons 
exchange energy directly as a result of a close encounter rather than 
through their average effect on the field. Some idea of the magnitude 
of this effect may be obtained in the following way. Consider a volume 
V containing nV electrons distributed at random. Then the force at 
any point fluctuates statistically about a moan value. The analogous 
problem of the gravitational field of a distribution of stars has been 
considered by Chandrasekhar,1 and it is found that the natural measure 
of the force fluctuations is 

F = e volts/meter (16) 

in the notation of the present problem (p/e = n). Assuming an emission 
of 50 amp/sq cm and a radial velocity of c/10 one finds for F the value 
104 volts/meter or 0.1 kv/cm. This is very small compared with the 
field strengths normally existing in the magnetron (20 to 50 kv/cm). 
The process of electron interaction, however, must be expected to play 
some role in the neighborhood of the cathode where electron densities 
are highest and the fields weakest. 

6*4. The Equations of Motion.—The equations of motion may be 
derived in numerous ways. It is convenient here to make use of the 
Lagrangian function.2 Two theorems concerning the Lagrangian 
equations of motion will be found useful in this connection. Suppose 
that L(xi, #2, • • • xn; Xiy z%9 ... xn', t) is the Lagrangian function of a 
particle, involving the time explicitly, but that by means of a change of 
variables - [ = Xi + at, x'2 = x2,.x'n = xn, the time dependence 
may be eliminated. One has 

and 
dXq dx\ 

and 
dXq dXq 

q = 1, 2, • • • n, 

§L ss- A -i- n d i a. _d i 

dt dt+ dx[ + 1 dx{ + 4aS + .. d ... d . 
Xl dx[ + *« dF. + 

= ± + sb'± + 
dt' + 1 dx[ + 

_d 
” dt!' 

x' — 4- 
* ex' + 

£' — + 
d±[+ 

1 S. Chandrasekhar, M Stochastic Problems in Physics and Astronomy,” Rev. Mod. 
Phy15, 1 (1943). 

* A very lucid account of Lagrangian and Hamiltonian equations for high-speed 
(relativistic) particles is given by Mac Coll, Bell System Tech. Jour., 22, 153 (1943). 
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Thus, the Lagrangian equations of motion 
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become 

where 

L'(xi, xf2, 

q = 1, 2, • • • n (17a) 

076) 

i ^2) ' >0 L(xi, Xfy, #2, } £)• (18) 

The Eqs. (17a) and (176) for a Lagrangian that does not involve the time 
directly are known to possess the integral 

dV 
(19) 

Thus, an integral may be found for the equations of motion although 
the fields in the original coordinates are time varying. 

Now consider H' and L' as functions of the coordinates xq, and denote 
derivatives with respect to the coordinates by d/dxq. Then 

dff' = ^ V —* — 4- V —4- V 'A (m±\ 
dx'q dx'q Li dx'q dx't Z/ dx'Q dx'8 Z/ X8 dx'q / 

and using the equations of motion (176) where s = 1, 2, • • * , n 

V (<nA_a 
Z^ \d£' / d:r' 

= 0, 

if all the particles have the same energy constant. Then in 3 dimensions, 
dL -k 

if one writes ^77 == p9, one has curl p = Xi, with X independent of position 

and time. 
The Lagrangian function for an electron in a transverse electric field 

is in the relativistic case, with e a positive quantity, 

L - -moc1 (l - - y + e(40 - - r<M+)- (21ie)] 

Since it has been supposed that the transformation <f> = ^ + wt will 
eliminate the time dependence of the potentials, the lemmas of the 

1 Where the same equation is given in relativistic and nonrelativistic forms, the 
same number will be used with the affix R or N to distinguish the cases. 



224 INTERACTION OF THE ELECTRONS [Sec. 6*4 

preceding paragraph may be used. One has 

U = — moC3 £ 1 — -■■■— -jf — j + e[Ao — rAr — r(\p + 

and the equations of motion are 

.a 1 m0r(\l/ + a>)2 , \dA0 . dAr ,, , 
3? [(T=r^ ~eAr\ = '"(l - in* + e LIF - r- 37 - ^ + w 

(22R) 

d(rA*) 
dr 

and 

(23 i?) 

d[mor2(^ + w) A | [dA» . dAr n , x d(M*)l 
d/ 

where 

Or, alternatively, 

"1 _ w0r(^ 

J o - 
d T m0r 

d< L (1 ~ 02)H 

2 _ r2 + r2(i^ + o>)2 
P c2 

+ o>)2 , d . . . . 
+ e — [A<> - corA*] 

/82)W T dr' 

c\p 

d f ro0r2(^ + <■>)] _ d . . 

d<|_ (1 ~ P'1)* J f di ^A° urA^ + 

The integral IV may be formed: 

er 

3M*) 
_ M 

dr d\ff _ 

d{rA+) dAr 

dr d\p _ 

(2Sff) 

(26J?) 

H' = m0c- 1 
r2 + r2(,£ + 

c* 
— — e[Ao — rAr — r(4> + u>)A<,] 

m0[f2 + rV(^+ <■>)] _ ,. _ m0[c2 - r2o)(^ + to)] 
+ (1 _ 02)H e'-rAr + rrA*J (1 _ 0*Jh 

— e(A o — wrA<fi). (27JR) 

If the convention is introduced that A0, A+, and Ar shall all vanish at 
the cathode and the assumption of vanishing velocities at the cathode 
in the stationary coordinate system be recalled, one has 

H’ = moc2. (2812) 

Since H is independent of the electron considered, the second lemma (20) 
holds with X — 0, and one has 

d T m0/* , 1 __ d f rnor2(\l/ + w) 
df L(1 ~ /32)^ rJ ~ dr [ (1 - 

— erAj 
]■ (29J2) 
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This equation may be written as a pair of equations 

and (27ft) becomes 

. _cl , 9W 
(1 - 02)* r + dr 

m„r2(^ + <o) dW 

(1 - 02)^ * + d<p 

(30 R) 

(31R) 

2 , A dW 
m0c2 + eA o — o> — 

ay/ 

= c + (eZ+ fy + (32 ft) 

In the nonrelativistic case a similar set of equations is found. The 
Lagrangian is now 

Lf = [r2 + + a,)2J + e[A0 - fAr - r(l + o>)A*], (21N) 

and the equations of motion are 

ra()r = m0r(^ + w)2 + e — (A0 — wrA*) — e\p 

^ [m0r2(i£ + w)] = c ■" (A0 — urAf) + rr 

In this case the equations may be further modified to read 

, d ( A a s mo „ 9\ t \dirAt) dAr 
m0r = m0rt‘ + e- - corA, + ^ o>-r*J - 4 [ —yr-^ 

(33) 

d(rA<Q _ dAr 
dr d^ J 

d(rA0) _ dAr 
dr Ity 

(25JV) 

(2(W) 

| (m0rV) = * ^ (^o - «rA* + g «*r«) + rr 

dAr 2m0wrl ,on 
~~d* ~J" (34) 

These equations have a simple interpretation. They are the equations 
of motion of a particle moving in a scalar potential 

A0 - wrA* + w2r2 

and in a magnetic field 
dAr 
d^ 

2m0co 

e 

The term (ra0/2e)a>2r2 is related to the centrifugal force, and the term 
2mo<ar/e to the Coriolis’ force, appropriate to the rotating axes. Such a 
formulation of the equations was not possible in the relativistic case. 
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The integral H' is now 

H' =s — [r2 + r2(^ + o>)2] — e[A0 — r.4r — r(\[/ + co)A*] 

+ m()[r2 + r2^(^ + o>)] —erAr — eyprA^ 

= t|! (r2 + rV2) - KAo - noA*) - ^-° r2o,2; (27AT) 

and with the usual conditions at r = rc, one has //' = 0. 
Thus, 

^ (m0r — #vlr) = — [w0r2(^ + «) - 

and 

w0r = + dr ’ 

6 A o ”1“ O) 
aw 
d\p 

m0r2(^ + u>) = + 
aTT 
dip ’ 

2n?0 (fAr + w) + (pA< 

(29 AT) 

(30JV) 

(31 iV) 

(32JV) 

It will be noted that Eqs. (32K) and (32N) are essentially the Ilamil- 
ton-Jacobi equations of the system, since d\V/di' = —a> (dW/d\p). 
W is thus the action function of the system.1 The introduction of the 
action function in the magnetron problem does not appear to be so 
fruitful as one might expect. The reason for this lies in one of the most 
complicated characteristics of the electron motion, namely, that the 
motion is essentially of a multiple-stream type. Through any point 
in the interaction space, transformed into the rotating system, there will 
pass a number of electron orbits. This fact hardly requires proof, but 
it has been established empirically by computation of orbits. It follows 
as a consequence that the electron velocity is a multiple valued function 
of position and thus that W has similar properties. W, then, is a function 
having many branches, and these branches will meet along branch 
curves which will be the envelope of a series of electron trajectories. 
The character of these branch curves has been discussed by Cherry,2 
who has given expressions for the potential and velocities in the neighbor¬ 
hood of such curves. 

The multiple-stream property of the electron flow gives rise to severe 
analytical difficulties in handling the field equations, for it is necessary 
to write an equation of continuity for each stream, where a stream is 

1 The function W has been used by Gabor, Proc. IRE, 38, 792 (1945), in problems 
of electron dynamics. 

2 Cherry, “General Theory of Magnetron,” Council for Scientific and Industrial 
Research, Sydney, Report No. MUM-1, 1943, has discussed the formulation of the 
magnetron equations in terms of W. 
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defined as a set of electron orbits leaving one branch curve and terminat¬ 
ing on another. With each stream there is associated a charge density, 
and it is the sum of these charge densities and the sum of the currents 
that must be substituted in Eqs. (9), (14a), and (146). So far there does 
not seem to have been developed any analytical method that will effec¬ 
tively handle all the streams together and automatically perform the 
required summations. It is always necessary to handle the individual 
streams separately and fit them together at the branch curves. 

There are two important equations that may be deduced from the 
integrals (27ft) and (27N). Thus, if a particle is to reach a given point 
in the interaction space at all, one must have r and ^ both real at that 
point. Putting r = 0 in Eq. (28B) and writing ^ + co = <£, one has 

moc2 + e(.lo — urA^) = 

c4 - 2c2r2co<j> + r4co2<£2 

4 2, rA or H- 
< mgc2> 

- 2r2r2co<£ + (•■ - 5) - 
For the reality of <j> one must have 

(A o — tor-4*) > — 

< c4r4o>2 

(33 R) 

The nonrelativistic analogue is easily deduced from (27N) or from (33R) 

by supposing rco <$C c and is 

e(A0 — ruAj) > 
m0r2 to2 

2 
(33 N) 

Equations (33i\r) and (33 B) play a very important role in the analysis 
of magnetron behavior, since they yield an inequality that the fields 
must satisfy in order that electrons shall reach a preassigned point in the 
interaction space. They will be discussed further at a later point in this 
section. 

Another pair of significant formulas is obtained by rewriting (27N) 

and (27 B) in terms of the stationary coordinates. In this way one finds 

moc* = _ e(A0 - urAt) (34R) 
V1 - 
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0 = f (r2 + rW) 

From (34 R) 

and from (34N) 

eAo - ^ (r2 + r2<£2) = 

The expression on the left of Eq. (35N) is the difference between the 
potential energy of an electron in the scalar field and the kinetic energy 
of the electron; it therefore represents the energy loss of the electron to 
the oscillating field. 

6-5. Conditions under Which Relativistic Effects May Be Eliminated. 
Before discussing more fully the equations of motion it is essential to 
find out under what conditions the relativistic and propagation effects 
can be eliminated. The field equations, Eqs. (9), (10), (14a), and (146), 
and the equations of motion (25R) and (26R) describe exactly the condi¬ 
tions in the interaction space. When one proceeds from the relativistic 
Lagrangian to the nonrelativistic form, the procedure is equivalent to 
ignoring all terms in the relativistic expression of higher powders in v/c 
than the second, where v is the electron velocity. It is important then 
to ignore all terms of the same order occurring in the field equations. 
To be able to recognize such terms it is useful to introduce a set of 
characteristic variables for length, time, scalar and vector potentials, 
and charge density that will be appropriate to the relativistic regime. 
Thus, for a characteristic length one uses r0 = c/o> = nX0/27r, since the 
quantity /*o€ow2 = <*>2/c2 is the only parameter occurring in the field 
equations. For a characteristic time, U = 1/w is chosen; and for the 
scalar and vector potentials, the natural units are m0c2/e and rrioc/e. 
The characteristic charge density is e/ra0co2eo. Writing 

*rwr ** t 4 A* e A r* = — = —> t* = r- = cat, A% —-5 A0, 
r0 c to m0c2 * 

Ar<ff _— Af^f 
moc 

* moO)2€n 
p= e p’ 

Eqs. (9), (10), (14a), and (146) become 

II (r.IIt\ + (± _ . 
r*dr*\ dr* f \r*! /dr*1 ’ (36) 

A. A 4- ^ — a 
r*dr*( r) + r* ty ~ °» (37) 

c(Ao — rwAt) — m0r2<£w. (34 N) 

m0wr2<^ , A dW /OC7JN 
—= + cwrAt = co t (35//) 
vi -a1 ** 

dW 
-mor2<j>u) + curAi = -w*rr- (35 V) 

ayy 
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-[ - i A, 
<¥l dr* r* 0r* 

d \r*dAl _ _1_ 
dr* L dr* r* dr* 

r*f*p*> 

where the bar denotes differentiation with respect to t*. Similarly 
the integrals of the equation of motion are 

1 + Aj - r*A* = —-1-~ r*2(^.+ 1) = (40) 
\/l — f*2 — r*2(^ + l)2 

and 

d[ f* .J d [r**a + l) 1 

r*A* = 

a \r*W + 1) rMl 
La - p)* rJ dr* _ (1 _ T 

In order to examine the conditions under which the above equations 
may be simplified, one calculates A+ for the applied magnetic field BM in 
the absence of an electron stream. Since Bg = (l/r)(d/dr)(rA*), if 
As — 0 at r = rc, then 

or, in reduced variables, 

rAt “ y (r- - r’), 

^ - '•*’> " ^ <r*' 
where 

The unperturbed magnitude of evidently depends upon two 
independent quantities: r* = 27rr/nX0, which measures the size of inter¬ 
action space in terms of nX0, and y, which is the ratio of the Larmor 
frequency of the electron precession in a magnetic field B0 to the angular 
velocity of the rotating wave. Suppose that r*2 <K 1, then the condition 
[Eq. (33 R)] that an electron shall be able to reach a point in the inter¬ 
action space becomes 

1 + .4? - r*A* £ VT - r*2 

which may be written 
r*2 

A* > r*At - V 

1 $2 

At £ (r*l5) + i (r« - r*») - A, (44) 

where (r*A%) is the contribution to coming from the r-f fields and 
from the circulating currents. It will now be assumed that A$, r*A%, 
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and A* are all small compared with unity. This is equivalent to saying 
that all voltages are small compared with moc2/e = 506 kv; this is true 
for all magnetrons that have been built up to the present. For the 
inequality to be satisfied, it is to be noted that a lower limit is set upon 
the value of y in a tube of given dimensions (fixed r* and r*). Using 
Eq. (28??), limits may be set upon the values of f* and r*(# + 1); thus. 

I'*! S V'-fFTT® 
and 

r* - < , ,u< r* + fi V(P ± ^ - 1 
02 + r*2 = r ^ -t- JJ = Q2 _|_ r*2 ' 

v here 

fi = l + Af- r*A*. 

(45 a) 

(45 h) 

Thus \f*\ and r*|# + 1| are of the order of (A* — r*A*)v\ From Eq. 
(36), p* is of the order of A0) and neglecting squares of r*2, A$ satisfies 
Poisson's equation. The right-hand sides of Eqs. (38) and (39) are of 
order r*A*** and A*(A*M — r*), and these equations may be written 

a (1 \*AT 
dtp (?•’ EL dtp 

and 

A (J i 
dr* \r *L dtp 

+ terms of the order of (r*A^), 

+ terms of the order of (A*** — r*A*). 

(46 a) 

(4 66) 

The right-hand sides of these equations are small compared with the 
left, and thus 

A A* d 
{r*A%) = r* times a constant (46c) 

which for the particular boundary conditions = — B0. Equation (37) 
leads, neglecting r*2A0 in comparison with r*A^} to 

d 
dr* 

(rM?) + 
dA* 

d\f/ 
= 0. (46d) 

Combining, the part of A % depending upon the r-f fields and circulating 
current and Af satisfy 

and 

(47a) 

(476) 
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where 

id/* ar\ 
r* dr* V dr*) 

|+J_^ = 0 (47c) 

It may be noted that 

1 a d(r*l*)‘ 

r* dr* L dr* 
1 e>2(r*A3) 

“r r*2 <ty2 
(47rf) 

Summing up the results of this section, it appears that for the neglect 

of relativistic effects and of propagation effects to be permissible it is 

necessary to have r* small and also y sufficiently small so that is 

small compared with unity, while r*A % must also be small compared with 

unity. Physically, the dimensions of the tube must be small in units of 

n\/2r, and all voltages must be small when measured in a unit of 500 kv. 

Under these circumstances the scalar potential Ao satisfies Poisson’s 

equation, while the potentials Ar and A+ are derived from a quantity T 
satisfying Laplace’s equation. Furthermore, the term entering the 

equations of motion of the form [d(r/l*)/dr — 6Ar/d\p] is in a nonrela- 

tivistic approximation equal to i?0) the applied magnetic field; for if the 

second integral [Eq. (29ft)] of the motion is written in reduced units, 

r i d [ * + i I a a? d(r*A*) 

<
 11 k

I 1 >
 

1* V
. 

lcr> 

! 

d* dr* (48) 

and the right-hand side is — r*B0 plus small terms. 

6-6. The Nonrelativistic Equations.—The equations of motion in the 

normal, nonrelativistic case may now be put into a more convenient 

form. Substituting the expression %Bo(r — r\/r) for the part of the 

vector potential A# due to the applied magnetic field and dropping the 

term A r, which contributes only to the r-f magnetic field just shown to be 

negligible, Eqs. (33) and (34) become, writing A# for the r-f tangential 

component of vector potential, 

m0r = m0r^2 + e ~ £ A0 - wrA* — ^ (r2 — r2) + ~~ orr2 j 

Jr [nvVl - < Jj [jit - - — (r> - r» + g? uV'J 

+ rfr(s. - 

or 

mof — wtojV'2 -j- e —r— — enl/B\, 
or 

(49a) 

(496) 

(50a) 
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jt (m0r-ip) = e + errBh (606) 

where 

Vs = Mo - «rl* - ~-° (r2 - r?) + «V* (51a) 

and 

By = Bo - — ■• (516) 
c 

The associated field equations will reduce to two by virtue of the neglect 
of Ar and the other small terms. Since, in the equations of motion, 
Aq and A# appear only in the combination d0 — osrA^, it is useful to write 
down the equation that this new variable satisfies, and this is plainly 

i d r d(.40 — urA#) 1 d2Q4o — urAj,) _ p ^ 

r dr L dr J r~ dxj/'2, €o 

The two equations involving the cun cuts arc no longer of interest in so far 
as they affect the potentials, but the equation of continuity that they 
imply remains, and one has 

Jr (p?f) + Jf (pr^ = °» (53) 

where properly there is one such equation for each stream, and p in 
Eq. (52) is summed over all streams. 

Equations (49a) (496), (52), and (53) may be taken as the funda¬ 
mental equations of the magnetron problem. It is convenient at this 
point to introduce a new system of reduced or dimensionless variables 
suitable for the nonrelativistic problem, by choosing an appropriate 
characteristic length, time, voltage, and so forth. The choice of such 
units is largely arbitrary. There are, for example, two natural fre¬ 
quencies appearing: (1) the angular velocity of the electromagnetic 
fields o)/2w = a>0/27m and (2) the frequency of precession of an electron 
in a constant magnetic field B0, namely, (l/27r)(e2?0/2m), in the absence 
of electric fields. Either one of these frequencies might be used to deter¬ 
mine a characteristic time. The unit of length might be chosen to be 
one of the radial dimensions of the tube rc or ra or might again be asso¬ 
ciated with the free-space wavelength as was natural in studying propaga¬ 
tion effects. Similarly, various unit voltages suggest themselves because 
any suitably defined energy or amount of work associated with an 
electron when divided by e gives a possible voltage. Thus, one could 
use the kinetic energy of an electron at rest in the moving system at some 
appropriate radius; the kinetic energy of an electron moving around 
a circle of given radius in a constant magnetic field B0; the work done 
in moving an electron at rest in the moving system against magnetic 
forces over a definite distance, and so on. 
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The system of characteristic quantities that will be used here is as 
follows: For length, the cathode radius is used, re; for time, the reciprocal 
of 2w times the Larmor frequency, or 2m/eB0 (this has the advantage 
of enabling one to pass readily to the case where there is no traveling 
wave); for a unit voltage, will be used. The latter is the work 
done against the magnetic field B0 in moving unit charge at rest in the 
rotating system from r = 0 to r — rc. It would be more natural, no 
doubt, to use %uB{](rl — rf) as a unit, since this would measure the work 
done between cathode and anode, but this choice leads to clumsy expres¬ 
sions in the reduced equations. 

Thus, one writes 

_ r 
r<* 

eB o 
U a0 = 

2A0 2JL 
Urf, — TV 2m0 9 o)/i0r2 0 B{)rc 

as before. Then the equations (49r/) and (496) become 

and 

5 = 8$2 + y - 2(1 - 7)s#, 

where the bar denotes differentiation vTith respect to r and 

2moo) 
7 " 7Bo ’ 

(54 a) 

(54b) 

V* = On - sit* - (s2 - 1) + \ s\ 

The field equations [Eqs. (52) and (53)] become 

IJL\ d(<*0 - fg*n , 1 a2(flo - sa*) = 2 
5 ds L ds J s2 d^2 uBoeoP ® 

and 

A (gss) + ± M = 0. 

(55) 

(56) 

(57) 

For future reference, the form assumed by Eqs. (54a), (546), (56), and 
(57) for the case of a linear magnetron will be written down here. It 
will be assumed that n and rc tend to infinity together in such a way that 
rc/n= X0/2tt, where Xo will be the wavelength of the traveling wave 
in the linear tube. Measuring y outward from the cathode and x parallel 
to the cathode, then 

5 i + 
Xo 
Tc 

C 

rjp x = Xo = X0$. 

and 
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Equations (54a) and (546) become 

where 
« __ yre __ 2mow n _ mocoo 

Xo cB 2ir 7reB 

g (a. - 2*) - 2{ + |- 

Equations (50) and (57) take the form 

(if + (fln" Sx\ 47rp 
(jOqB 060 

^ (Qrl) + ^ (P,.C) = 0. (Bl) 

The formulation of the magnetron problem is now completed by 
specifying the boundary conditions for the fields and velocities. Since 
the electrons are supposed to leave the cathode at rest in the stationary 
system, one has 

5 = 0, (62a) 
yp — —y at 5 = 1, (626) 

and 
( = 0, (63a) 

? = -5 at C = 0 (636) 

in the linear system. At the cathode (5 = 1 or £ = 0) the potentials 
Co and 58* (or ax) vanish; and if there is to be space-charge limitation, 
so must the radial field Er (or Ev). Since 

„ dA0 , dAr 
dr d\p 

Q 
= — ~ (A 0 — urA<fi) — urB, 

= ir^Ao ~ ur^> 

— (a0 — sa*) =0 at s — 1 
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or 
d_ 

(flo — 2*) = 0 at { = 0. (646) 

The boundary conditions at the anode are set on the potentials and are 
assumed to be 

flo = Ao, (65a) 
s2* = Ai cos np at s = II (656) 

ax = Ai cos 2ir% at C = C. = 2/aAo- (65c) 

All potentials must be periodic then in p/n or ?/2ir. It will be recognized 
that in the preceding paragraphs, the assertion made in the first section 
that a potential could be defined on the anode whose value was said to be 
Vo + Vi cos {np — too/) has been justified. For the combination of 
potentials a0 — s2* or ao — 2* is the only one entering the nonrelativistic 
equations of motion. It should be noted from Eq. (7) that this potential 
is — JrEtf, dp or the tangential integral of the tangential electric field. 

The solution of the problem would consist of a determination of the 
electron velocities, the charge density, and the potential at any point 
of the interaction space. From these the radial current density pf could 
be found in the form 

where 

2irrJT,o 

pr r = Jr = Jr, 0 + Jr, 1 COS 71p + Jr,-\ SU1 np + (66) 

[2* j _ px j 
I prr dp == -£} TrrJrti = I prr cos np dip = 

r f2* • I-1 
irrJr,_i = / prr sin mp dp = etc. 

Jo n 

Or, if 2jreo)Blrl€o/^rn is introduced as a characteristic current density per 
unit length, with the definition, i = pss, 

pir m pjr 

27Tir,o = I gss dp, 7r?r,i = J gss cos np dp, 

Tlr,-1 = gss sin np dp, etc. 

where ir,0, . . . are reduced linear current densities per unit length. 
The d-c power input is 2irrahJr,oVo = (irA/4m)ew2BJrj€0(?r,oA0), and 

the r-f power output is TrrahJr,iVi = (wh/Sm)eo}2Blr*eo(ir,iAi). The 
admittance of the electron stream per unit length is 

0_~ Jr,l + jjr,~ 1 _ o_ eBo _ ir.l + j£,-l 
2*r°-Fi- or2r2^t0 *8*., " 

= Gn + jB* = jfdi. 
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Under equilibrium conditions, 0* + jB*i = — Fi^a. In principle, then, 
the potentials determine the currents, and, in turn, the load may be found. 
Practically, one sets the load, and the potentials and currents adjust 
themselves to suitable values for producing the correct admittance of 
the electron stream. 

One may summarize the analysis by putting the result in functional 
form. Thus, 

y* 1 = y(yf sa, a0, 3*, w) (67) 

and 

i/,o ~ ir,o(y, stzf Qqp 3*, 7i), (68) 

7 is a parameter in the equations of motion; sa governs the range of 
integration; a0 and 2* appear in the boundary conditions; and n in a condi¬ 
tion of periodicity. The nonrelativistic Eqs. (54a), (546), (,50), and (57) 
and their solution in the form of Eqs. (07) and (08) provide the basis for 
the process of “scaling” magnetrons Thus, if the linear dimensions of a 
magnetron are changed by a factor a, the opeiating wavelength changed 
by a factor a, and the magnetic field altered by a factor 1/a, it is clear 
that the variables 7, sa, a0> and 5*,i do not alter provided that the d-c 
and a-c voltages are unchanged. It follows from Eqs. (67) and (08) 
that y&1 and ir,0 do not change. If the height h is also scaled by the factor 
a, the characteristic admittances and currents for the tube will be 
unchanged, and thus the total current and admittance remain the same 
Thus, two magnetrons related in this wray will operate at the same d-c 
voltage and current with identical power output and loading (provided, 
one must add, that the circuit efficiencies are the same). 

Similarly if the wavelength and magnetic field are left unchanged but 
the radial dimensions of the interaction space are multiplied by a factor 
/3, the values of sa and 7 are unaltered. Now, an increase of a factor p2 in 
the d-c and r-f voltages leaves aQ and s30 unchanged. One has, again, no 
change in ir,0 and ye1. The characteristic admittance for the wrhole tube 
is left the same, wrhile the characteristic current is increased by 02. 
Thus the loading is unchanged, while the total current increases by p2. 
The power level increases by /54. A scaling process of this nature is 
referred to usually as voltage scaling. 

The process of scaling is extensively used in practice to design new 
magnetrons, and the systematics of the method are described fully in 
Chap. 10. The prediction of similar operation when the variables 
7, $a, n, Qo, and s3* are unchanged has been thoroughly confirmed by 
experimental results. The first scaling process will retain its validity 
in the relativistic range, since there will be no change in the additional 
parameter r = 2*r/n\ which appears in that case. However, voltage 
scaling will not be applicable because of the uncompensated change in r. 
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Attempts have been made to reduce the number of parameters upon 
which tube performance depends by introducing various combinations of 
7, $a, and n into the definitions of the characteristic variables, thus 
obtaining new reduced variables. It is hoped that in such variables a 
fewer number than five may suffice to describe the behavior. One such a 
set is due to Slater1 and has been extensively used by Clogston in Chap. 
10. In this case a characteristic magnetic field given by Bo( 1 — r*/r%) 

is used. The quantity is closely related to the vector potential of the 
magnetic field. The characteristic voltage is 1/e times the kinetic energy 
of an electron moving around the cathode surface at rest in the rotating 
system. The characteristic current is chosen to be the current flowing 
at cutoff in the magnetron acting as a diode when a certain special voltage 
is applied to the anode.2 It is not clear that this current has any intimate 
connection with the currents flowing in an operating magnetron, since 
the mechanism whereby electrons reach the anode in the operating 
magnetron is quite different from that involved in the magnetron without 
tangential fields. The characteristic voltages and currents may be used 
to define a characteristic admittance. In terms of these variables, 
reduced performance charts may be plotted for tubes with various values 
of n; and if the variables had been expeditiously chosen, one might hope 
to find no dependence upon n. As pointed out in Chap. 10, this hope 
is not fulfilled. 

Analytical Deductions from the Equations of Motion.—Returning 
now to the discussion of the equations of motion one may note that the 
expressions (27N) and (29N) now take the form 

i(s2 + s2^2) = 7 Vk (09) 
and 

T, ~ | - 2(1 " y)s- <70) 

The condition that an electron be able to reach a point in the interaction 
space is simply that Ve > 0 or a0 — sa* > (1 — 7/2)s2 — 1. This 
appears quite clearly as a consequence of the fact that the motion now 
t akes place in a conservative potential field. So far as it has been possible 
to check this inequality experimentally it appears to be universally 
confirmed. In order to make the comparison it is necessary to know the 
r-f voltages within the tube, and this information is generally not avail¬ 
able. If the data shown in Sec. 7*7 are examined, it will be found that 
under all circumstances the sum of the d-c voltage and the r-f voltage 

1J. C. Slater, “Theory of Magnetron Operation/’ RL Report No. 43-28. 
* This voltage is the threshold voltage defined in the next section. As Eq. (75) 

will show, there is only one magnetic field at which threshold and cutoff voltage can 
be equal. 
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exceeds {icc/n\)rl{{\ — l/s%)Ba — (rrua/e)] which is the form taken by 
the inequality when written in ordinary variables. The inequality 
provides information about the d-c voltage only when the r-f voltage is 
taken to be vanishingly small. Under such circumstances one has 

or at the anode 

<to £ (1 - y/2)s2 - 1 

To ^ 9.42 X 10s ii|Yi - l) 
n\ LV Si) 

Bo 
0.0107' 

77 X 

(71 a) 

(71 b) 

The voltage defined by the equality sign in Eqs. (71a) and (716) is known 
as the threshold voltage. Its significance for the operation of magnetrons 
was first pointed out by Hartree;1 essentially the same form had been 
found by Posthumus2 for the case of vanishingly small cathode radius. 
It may be thought of as the minimum d-c voltage that will permit 
electrons to reach a point in the interaction space as the r-f voltage is 
made vanishingly small. It therefore plays a role for the multisegment 
(or tangential resonance) type of magnetron analogous to that of the 
Hull or cutoff voltage in a magnetron with cylindrical symmetry. The 
relation between the two formulas may be seen if Eq. (546) is integrated 
in the form 

<72> 

and the result substituted in Eq. (69) 

*2 + [(i -T')s + |(~1 + v f %rdT)] 
= 2 y(a0 — sa*) — y(2 — y )s2 + 2y, 

s2 + 

= 2y(flo - $2*). (73) 

Then in the absence of tangential fields OVs/d# = 0) the condition 
satisfied by (ao — $8$) is simply 

7(flo - sa*) £ \ [s - l)2. (74) 

This is the classical Hull formula giving the maximum radius that an 
electron can attain in a constant magnetic field under a given voltage. 
Using an obvious notation one has 

1 D. R. Hartree, CVD Report No. 1536, Mag. 17. 
2 K. Posthumus, Wireless Eng. and Exp. Wireless, 12, 126 (1935). 
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7 (Oo — S3^)hu11 — 7(<*0 — SQ#)threshold 

1 

2 

1 

2 

1 

2 

(-O'-O-i) 
(7 — 1)s + 

sf 

*T 

-?/$■* r 

s2 + y 

£ 0. (75) 

The threshold voltage thus lies below the Hull voltage save at the point 
(7 — l)s = —1/s or 7 = L — 1/s2; at this point the curves of threshold 
and Hull voltage as functions of 7 have a point of common tangency. 

It is found experimentally that if the threshold voltage given by Eq. 
(716) be plotted against B0, the straight line resulting is generally very 
nearly parallel to the constant-current lines in the Fo, B0 representation 
of magnetron performance. Depending upon the value of ge1, the thresh¬ 
old, or Hartree line as it is frequently known, lies above or below the 
Vo, Bo line for extrapolated zero current, by different amounts. Strictly 
speaking it should coincide with the zero-current line, and the data shown 
in Sec. 7*7 indicate that at very low currents the constant B0 lines in a 
normal Vo, 10 performance chart must be curved. This region of very 
low r-f voltage is almost unobservable experimentally because of the 
presence of leakage currents. Somewhat fortuitously, for most mag¬ 
netrons operating with their normal loads and at normal currents, the 
constant-current lines in the Bo, F0 plane lie quite close to the Hartree 
line. The agreement is usually good to about one kilovolt. This fact 
has been of outstanding value in the design of magnetrons, since it 
permits the operating voltage at a given field to be estimated with 
sufficient accuracy in advance. At the same time the good agreement 
between the operating voltage and the threshold voltage over a very wide 
range of magnetic fields provides a confirmation of the supposition that 
the electrons interact with only one rotating component of the total 
field. 

According to Eq. (352V) the energy that an electron contributes to 
the oscillating field measured by the difference between its potential 
energy in the scalar field A0 and its kinetic energy is 

eFi^ = eurA* — m0r2o)(^ + w) 

= ecwAt + coo (r2 — r2) — m0r2«(^ + w). (6.352V) 

Fio* 
o)B0r\ 

2 6iou* 

Writing 
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then 

aio« = s2(l — t — #) — 1 + s2* (76a) 

f d(a0 — s2*) „ 
= sa* y J ^ dr, (7661 

and the efficiency of an individual electron rj is given by 

1 = 
Go Gloss 

(Go 

Go Go 
(77) 

The efficiency for vanishingly small r-f voltage and a d-c voltage equal 
to the threshold voltage may be written down directly; then since 
yj/ = 0 and sa* = 0, one finds 

S2(l - 7) - 1 

K’-i)-1 

(78) 

Efficiencies calculated from this expression are substantially higher 
than those observed in practice (for example, for the 3-cm strapped 
magnetron whose performance chart appears in Fig. Gl, the calculated 
efficiencies are greater by a factor of 1.2 to 1.5). This might have been 
expected from the highly idealized conditions under which Eq. (78) was 
derived. At the same time, the unavoidable presence of leakage current 
in operating tubes lowers the efficiency in the very region of low r-f 
amplitudes. Equation (78) indicates an identical efficiency per electron 

for magnetrons having the same value of — This will no 

longer be true if the accurate expression for energy loss is used, but it 
.corresponds roughly to a fact of experience, namely, that a lower y 

(higher magnetic field) is needed for the same efficiency when sa is 
decreased. As a rough working rule the connection between y and sa 

may be assumed, indeed, to be 1 = constant X y for the same 

efficiency. 
The actual over-all efficiency of the magnetron will be given by 

(79) 
f*" pss[ss(l — y) — 1 — sty + sa*] # 

■n = ---» 
a0 / pss # 

where the integrals are the sum of two integrals over anode and cathode 
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separately. Equation (79) may be written as 

_ ««(* - y) - 1 , £ QS§{sS* Z s^} - 

V a° a.! pss # 
(80) 

the first term of which is the expression in Eq. (78), if a0 is the threshold 

voltage. 
The behavior of the energy loss function [Eq. (76)] is indicated by 

Figs. 6*10 and (HI which show the energy loss as a function of magnetic 
field at fixed load for a 3-cm strapped magnetron and as a function of 

D-c current in amperes 

Fig. 6* 10.—Average energy loss per electron in kilovolts at constant load for a typical 
3-cm strapped magnetron with-magnetic field in webers/sq meter,-electron 

loss in kv. 

r-f and d-c voltages for a 10-cm strapped magnetron. It is of some 
interest to see that for the particular load of Fig. 6-10 the average energy 
loss per electron is remarkably independent of current, which indicates 
that the general behavior of the individual electrons is not much altered 
as the operating line is traversed but that the number of electrons 
increases. This may be accidental, since the evidence from Fig. 6T1 
is that the average energy loss is largely a function of r-f voltage and 
relatively independent of d-c voltage. One cannot be certain that the 
apparent maximum in the energy loss as a function of r-f voltage is real 
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or whether or not the presence of leakage current at low levels is giving 
low values of energy loss. The maximum energy loss observed under 
the conditions of Fig. 6T1 is 2*33, which compares with the value of 
sj(l — y) — 1 of 3.5. It must be recalled that the average energy loss 
is diminished by inclusion of the energy gain due to electrons returning 
to the cathode. 

GP 
Fig. 6*11.—Average energy loss per electron (in reduced units) at constant magnetic 

field with-d-c voltage contours in kv.-r-f voltage contours in kv,-elec¬ 
tron loss in kv. Figures in parentheses are reduced voltages; d-c values relative to thresh¬ 
old. Reduced linear current densities are given by //30. 

One further point may be noted in connection with Eq. (766). Writ¬ 
ing the radial conduction current density as jcond, the r-f power must be 

jooadsa+s d\p ~~ 7 JQ J^ondS dip dr. (81) 

But the first term is simply the r-f power delivered by the conduction 
current, and hence the second term must be the r-f power supplied by the 
displacement current. It is worth while noting that the second term is 
the one from which the dominant contribution to the power .arises while 
the first may and, in general, does represent a loss. This fact was pointed 
out by Slater.1 Equation (766) puts the energy loss in a form that shows 
clearly the contribution arising from the electron’s moving in a time 
varying potential, when it is recalled that d/dt — 03(6/dip). 

1 J. C. Slater, “Theory of Magnetron Operation,” RL Report No. 43-28. 
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The various forms of the expression for energy loss indicate that the 
latter will increase with This is seen from the leading term of Eq. (80) 
or the second term of Eq. (81) and arises from the fact that the larger 
s0 is the longer the time the electron spends in the interaction space. 
If d(a0 — s&<t>)/d\// has the sign appropriate for a loss of energy over 
most of the path, the total loss will increase with transit time. Thus, 
from the standpoint of efficiency, sa would naturally be made large. 
There is no series of carefully controlled experiments to confirm the 
expected increase of efficiency with sa, but all the scattered data confirm it. 

In practice, the choice of sa is determined by considerations connected 
with mode shifting. It appears to be true that for any number of 
oscillators N there is a maximum value of sa beyond which operation 
will not take place consistently in the 7r-mode. Since mode shifting is 
in at least one aspect a starting problem, the lack of a theory of starting 
prohibits a determination of the maximum sfl. It is probably true, 
however, that the essential factor is that as sa is increased, the ratio of 
the intensity of the 7r-mode field to that of the held of any other mode 
decreases for equal amplitudes at the anode when the ratio is measured 
at some point within the initial nonoscillating cloud of space charge. 
Thus the building-up of some other mode than the 7r-mode is more 
probable. 

6-7. Symmetrical States.—In this section the investigations that have 
been carried out on symmetrical states of the magnetron or those in 
which the potential has no angular variation will be considered. Despite 
the very different conditions that prevail in a normal magnetron, it 
might be expected that the symmetrical states would be of importance 
in the initiation of oscillations. Many of the difficulties that prevent 
exact integration of the equations of electron motion in the presence of a 
rotating potential wave persist in the symmetrical case, notably the 
difficulty of dealing with multistream states. In fact, the solutions 
of the symmetrical problem are sufficiently tentative so that it is difficult 
to make them the foundation of a theory of starting for the tangential- 
field type of magnetron. Because the problem is in some respects 
simpler than that which includes rotating waves, it has been the subject 
of considerable analytical and numerical work. It is proposed to outline 
some of this work mainly to bring out the difficulties involved and to 
indicate the relevance of the conclusions to the major problem. The 
discussion is based upon the work of Hartree, Allis, Brillouin, and 
Bloch1 and follows most closely the work of Bloch. 

The equations of motion in the absence of a rotating field may be 
formed from Eqs. (54a) and (546) by letting y tend to zero and writing 

1 D. R. Hartree, CVD Report, Mag. 23; Allis, RL Report No. 9S, Sec. V, 1941; 
L. Brillouin, AMP Report No. 129; F. Bloch, NDRC 15-411-175, 1945. 
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yV* = V5. This leads to 

} ~ sfil — 2s$ + 

Jfr = 2ss, (826) 

where V% is equal to (Anto/eBlrl) A 0 and is independent of angle but may, 
however, now ’be a function of time. The second equation may be 
integrated; and putting # = 0 at $ = 1, there follows 

* = i ~-sr (83) 

Substituting this value in Eq. (82a) one finds 

= - s - e. 

The other equations are 

i±(s*h)=-l<L{set) = 
sds\ ds ) s ds v 2' 

- q~s [s(res - c.)] = o, (8«) 

where the displacement current e2 must be included in the current. 
Equation (86) leads to 

s(p5y — e2) = yU (87) 

where i is the reduced current per unit length and is independent of s. 
Thus, using Eq. (85) 

=r —yi 

— fiy“ 
and Eq. (84) takes its most compact form, 

+ - / yi dr. 
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Eqs. (87) and (89) have one very specialized solution which may be 
written down immediately. For suppose that 5 = 0 identically. Then 

^ -1G - O’’ (m> 
and 

e = f(1+F<) (91) 
The solution represents a single-stream state in which all the electrons 
move in circles about the cathode with angular velocities given by Eq. 
(83). The charge density is so disposed that the space-charge forces 
exactly balance the magnetic ones. The cloud of electrons extends out 
to some definite radius beyond which a logarithmic potential continues 
the solution to the anode when the voltage on the latter is less than 
%[sa — (l/sa)]2. The potential at any point is exactly the Hull cutoff 
voltage, as one might expect, since 5 = 0. There is no radial current, 
since the charge density is everywhere finite; this means that r has to 
be allowed to become indefinitely large in Eq. (89). This special solution 
was discovered by Blewett and Ramo1 for the case of negligible cathode 
radius and again by Brillouin;2 it is frequently referred to as the Brillouin 
steady state. It will be described here as a type S state, indicating 
that it is a single-stream state. It may be observed that an analogous 
state may be found when the exact relativistic equations of motion and 
field are used. It is necessary here to take into account the effect of the 
magnetic field of the circulating current. 

Another conceivable steady state is one in which the electrons return 
to the cathode after turning back at some point. In this case there will 
be a double-stream or type D state. Since the voltage is to be considered 
constant, the current is constant and one may write 

5 = \ 
s3 

c 7lT 

+ T’ 
(92) 

since there will be equal and opposite currents through any point of 
the interaction space. Consider iy as representing the ingoing or out¬ 
going current. Explicitly 

iy = 8m° ! 
7 2we*Byee0 

where / is the current per unit length. Evaluating one finds 

*> = 4.55X10-^. 

1J. P. Blewett and S. Ramo, Phys. Rev. 57, 635 (1940). 
*L. Brillouin, Phye. Rev. 60, 385 (1941), and 66, 166 (1942). 
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For the values of /, rc, and B common in operating magnetrons iy will 
be quite small. Solutions of Eqs. (89) and (92) with $ = 1, s = 0 at 
r = 0 have been investigated by Allis and others. It may be shown 
that for iy tending to zero, s > 0 for all s < 2.271 and, hence, that no 
type D state is possible for cloud radii less than 2.271. For iy not 
zero, numerical integration must be resorted to, and Allis, Hartree, and 
Brillouin have shown in this way that a slightly lower critical cloud 
radius is found. The value of this radius appears to approach a limit 
close to 2 as iy becomes large. Thus, in a tube for which sa > 2.271 it 
appears that as the anode voltage is raised, no type D state will be possible 
until the voltage exceeds a certain minimum value; such a state will 
exist over a certain range of voltages, after which current will be drawn 
to the anode. 

A question that has been treated extensively by Bloch is that of the 
transient phenomena occurring in those cases where I is not constant in 
time. Writing Eq. (89) in the form 

where 

Sf = ST- - S1 + 0(r,TO), 

0(T,ro) 

(93a) 

(936) 

it will be supposed that yi « 1 for all r. which, as was remarked 
above, will be true over the usual range of parameters. The linear 
case will be considered .also because of its peculiar features. Putting 

v 
s = 1 + — and allowing rc —* », Eq. (93a) becomes 

Tc 

y = — Ay + ?’c0(r,r„). (94a) 

This is simply the equation of a harmonic oscillator subject to a driving 
force rc0(r,To). A solution is required with y = 0, y = 0 at r = r0. 
The problem admits of an exact solution. Considering a function 
y0 (t,t') such that 

and 

d2?/o , * __ d2yo 
~ST2 + 42/o - = 0 

Voir'/) = 0 |?(rV') = l, 

(94b) 

one may multiply Eq. (94a) by ya and Eq. (946) by -y. Then, adding 
the results and integrating from r0 to r', one has 

( 
dy dyX _ r 

Jr, 
rc<t>{T,T0)ya{r,r') dr (96) 
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and using the boundary conditions on y0 

247 

-2/(0 = 2/o(to,t') (r0) ?/ (r°) ^ (rofO + /' rc^(r,r0)i/o(r,r') dr. 

Observing the boundary conditions on ?/(t'), 

i/CO rc</>(r,ro)2/o(r,T') <Jt. (96) 

A suitable choice for the function t/0(t,t') is i sin 2(t — r'), and thus Eq. 
(96) becomes 

f/M = — i 7'e(f>(r',to) sin 2(r' — r) g/t'. (97) 

Consider, now, dy(r)/dT0. From Eq. (97) 

1 
2 dro 

1 fT d[rc<t>(Tf,To)] . , , 
^ J ~sm 2(r' - t) dr' 

dr0 

- s /: w'' 
VYI(to) sin 2(r' — r) dr' 

= — ^ rcyl’(r0) [1 — cos 2(r0 — r)] 

< 0 since l(r0) ^ 0. 

since </>(r0,r0) = 0 

(98) 

This, however, is exactly the condition that electron orbits shall not 
cross, for it implies that at any given time an electron emitted later than 
another lies closer to the cathode than does the latter. The state is 
thus of type S. The result is independent of the variation of current 
and hence of that of the voltage. On the other hand, if the condition of 
space-charge limitation is relaxed, Brillouin has shown that the orbits do 
cross. Although the orbits do not actually cross in the case considered 
above, they may touch and, indeed, will do so when t0 — r = (n + 
There will then exist curves in space defined by this equation with which 
the orbits have tangential contact; the charge density on such curves will 
be indefinitely large. This appears to be an instance in which the inclu¬ 
sion of an initial velocity distribution for the electrons might be expected 
to modify the results very considerably, but this point has not been 
investigated. 

The situation in the cylindrical case is considerably more complicated, 
and the nature of the results quite different. To make progress by 
analytical means it is necessary to suppose that (yi) 1. Then 
<t>(r}T0) is a slowly varying function of r. If this be so, an approximate 
solution of Eq. (93a) is seen to be given by s0# where 

(99) 
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for s0 defined by Eq. (99) is a slowly varying function of r, and So will 
be small. 

Suppose then that 

s = s0 + x, (100) 

where x is capable of being written in the form 

x = \xi + X2£2 + X3x3 + • • • 

in which X is of the order of d0/dr and, hence, X <3C1. Substituting 
Eq. (100) in Eq. (93a) one has 

x + 2(1 + Sqa)x = -So + (Sq1 + 5$ob)x2 — (Sq2 

+ 9sir6)*3 + (s;r3 + 14sf7)*4 - • • • . (101) 

This is, once again, the equation of an oscillator driven by the forces 
represented by the right-hand side. There is, however, the important 
distinction that the frequency of the oscillator is slowly changing because 
of the dependence of s0 upon r. The total motion of the electron thus 
consists of a slow drift, monotonically away from the cathode, given by 
So(t,t0), superimposed upon which is an oscillatory term with adiabatically 
varying frequency. The secular motion becomes more sluggish as 
d<j>/dr or I—>0. Equation (101) may be solved correctly to the first 
order in d0/dr by neglecting the terms in x2, x3y etc., provided that 
solutions of 

x + 2(1 + Sq*)x = x + <j>\(ryTo)x = 0 (102) 

are available correct to the first order in d0/dr. To obtain these intro¬ 

duce 0(t,to) = /rWl(r',ro) dr' and write x = exp JJ zdO'; then in such 

variables Eq. (102) becomes 

+ pe + 2 + 1=0. (103a) 

Putting z = ±i + p} where p is of the order of 60/6t, one has to the 
first-order 

m“T2Xp+i^fr1 (1036) 

or, integrating, 

p = ±i exp + 2i($ — S') d$' (103c) 

and 

* - exp [ ± iO ± i de' J* 1 exp + 2i(9 - 0') dd' j. (103d) 
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Integrating by parts 

x = —■exp f exp T 2i{6 - 0') dd\ (103e) 
V^i 

Provided that the variation of current is reasonably uniform, the last 
integral will be of the order of don/66 or d<t>/dr. Thus, the zero-order 
solutions are of the form 

y = -4= exp ± i<f>. (104) 
ywi 

The solution of Eq. (101), correct to first-order terms, may now be found 
as it was in the linear case, where for the function y0(r,r') one uses 

0o(t,t') 
— s*n (0 ~~ Qr) 

\/wi(r,ro)coi(T',ro) 
(105) 

This satisfies the condition that dyo(r',r')/dr = 1, since 66/dr — wi(r,r0) 
by definition. Making use of Eq. (05) and noting that the driving 
term is —J0, one has 

y(r') = -iro(To,r') ^ (to) + ~ (to,t')x(to) + j J0(t,t0)j/o(t,t') dr. 

(106) 

Now, s0 + x satisfies the boundary conditions s0 + x = 1 and s0 + x = 0 
at r = t0; thus, £(t0,t0) = 0 and a^(r0,To)/dr = — s0(t0,t0). Thus, Eq. 
(106) becomes, using Eq. (105), 

y(rf) = — S0(r0,r0) 
sin 6' 

V&>i (to,t0)o>i (t' ,r o) 
+ sin (6 — jQ dT 

(107) 

Since «i(to,t0) = 2 and because 2s0(s0 + s^r8) = d^(r,T0)/dr, which 
implies s0(t0,t0) = 1(0<Kto,to)/0t), the final result for the motion correct 
to first-order terms in 6<t>/dT is 

s(t,t0) = So(r,r0) — 
sin 6 d<t> 

4 \/2wi(t,to) &t 
(^o,r0) 

+ 

If this is to be a type S state, 

jr 
,tq) 

Bin (g' — 9) 

,T0) 
dr’. (108) 

— < 0 for all t0 and r. 
dr o 
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Differentiating with respect to r0 and retaining only terms of zero and 
first order, 

ds _ dSo _ sKtq,t0) sin 0_<£(to,to) cos 0 _ 00 

dr0 dro 4 -\/2«i(t,to) 4 \/2<»ii(t,to) <5to 

sin 0 , fT'[ Jo (rn,to) 
+ Jo(To,To) 

V «i(t,to)o>i(to,to) 

fT' r_ Jo (to,Tp)_' 

Jra V«l(T,To)tOl(T',T0). 

To the first order, the second and fourth terms cancel, leaving 

dS __ dSo __ <Kto,to)_COS 6 69 

dro dr0 4 V2wi(t,t0) dr0 

+ [T [-M^To) = 1 \(— - -J-) cos (0' - 0) eir 1; (110) Jr, LV^iO^ToVitT^ro)] |_\dT° 3to/ J 
furthermore, 

and 

Bo one has 

6s     <ft(To,ro) [~ 

dr0 4 

dSo _ 

dr o 

d2S0 _ +$>(r0,T(,) 

drp 

^(r0,r0) 
2(5o + $cT3) 

2(s0 + s^3) 

2 , cos d 

_(1_jL(_ r \2 

4(So + sir3)8 *(r°’To) * 

+ 69' 

+ 

[So + ‘ V2oj1(t1t0) c*r0_ 

69' _ dd 
$(r0 ,t0) dr0 dr0 /: 2(Sq + s0 3) -v/w^TjTojcO^r'jTo) 

COS (d7 - d) dr. (Ill) 

This reduces, as it should, to Eq. (98) when s = 1 + (y/rc) and rc —> oo 
for then s0 = 1, d7 = 2(r7 — r0), and o>i(t,t0) = 2. The conditions for 
6s/6tq < 0 are now more complicated than they were in the linear case 
if <5(t0,to), or, in other words, the current, is allowed to vary in an unre¬ 
stricted fashion. If the current is small enough and its rate of change is 
also small and regular, the integral term in Eq. (Ill) may be ignored 
and the condition for a type S solution becomes 

h?* 
By its definition 

\/2(01 (t ,T q) 

_dd 

dr0 (112a) 

da?i(r,r0) 

6tq 

d/_ 6d\ = 

dr\ 6t0) 

don(t,tq) |(to) 

3t i(t) 

(1126) 
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Thus, even for small currents, the form of dB/dro varies considerably 
according to the law of current. When i is constant, 

ee 
dro 

= o) i (t,t0) = V2(l + s^4) (112c) 

and the condition in Eq. (112a) becomes 

So < 2.271. 

(112 d) 

Thus, a solution of type S exists as long as the cloud radius is less than 
2.271; this is the same limiting radius found by Allis as the lower limit 
of cloud radii for which a type D state was possible. It may, indeed, be 
shown that for finite currents there always exists a critical radius separat¬ 
ing type S and type D states. 

Now suppose that i is no longer constant but increases or decreases 
monotonically, remaining at all times small, however. Since wi steadily 
decreases with r, dui/dr is negative; and then for positive currents, from 
Eq. (112b), —dB/dro must also decrease monotonically with r. If i 

increases monotonically, i(t0)/i(t) < 1 for all r; and using Eq. (1125) 
again, one has 

2 > 
dd 

dro 
> c*>i(t,t0). (113) 

Since the condition for breakdown of a type S state is Eq. (112a) or 

2»* \/coi(t,to) = _ d$ 

So + Sq3 dr o 

this may be combined with Eq. (113) to give an inequality for the critical 
radius 

2H \/ui(t,t0) 

So -f- Sq 3 

> 0?1 

or 

This yields 

2*2K1 + So4)14 
Soil + So4) 

> 2'H1 + O4- 

2.271 > So > 1.434. (114) 

There is thus a critical cloud radius between these limits, the exact value 
of which hinges upon the law followed by the current at which a type s 
state becomes impossible. Since Allis’ work shows that there is no type 
D state, it would appear that under a condition of increasing anode 
voltage, if a single-stream state is set up when s«ioud < 1.434, this must 
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break up into some transient state until the voltage is high enough to 
give a cloud radius greater than 2.271. 

When the current decreases monotonically [i(r0)/i(r)] > 1, the integral 
term from Eq. (1126) decreases faster than coi(t,t0) and furthermore 
— dd/dr0 < o)i(ro,T0). Two things may happen: If |—d0/dro| < wi(to,t0), 

the condition for the breakdown of the S state Eq. (112a) is altered to 
give a larger value of and the £ state may persist beyond s0 = 2.271; 
whereas if |— d0/dro| > wi(t0,t0), as may happen if —dd/dro becomes 
sufficiently negative, the breakdown condition, as in the case of a monoton¬ 
ically increasing current, becomes more severe and the S state breaks 
down for cloud radii less than 2.271. 

Finally suppose that a small current flows for a certain time T, after 
which it becomes zero. Then 

do)i(rjT_o) = —8*;r5 <?So __85^ 1 _ d 17 , 
dro oi(r,r0) 8t0 o)i(r,r0) 2(sl} + S^8) dr0 JT0 2t T’ 

For r > Tt this expression becomes 

do>i(T,To) _ , __^ o 

dr0 wi(r,r0)(So + S^3) 2 t ’ 

and, from Eq. (1126), 

positive constant, r > T. 

It follows that 86/dr0 can become as large as one pleases after sufficiently 
long times. Thus the instability criterion Eq. (112a) shows that a cloud 
of any radius established during the flow of current becomes unstable 
after a sufficient length of time. The length of time required for the 
instability to appear will be of the order of 1/71(7*0). 

This review of the work which has been carried out on the symmetric 
states of magnetrons has indicated the unsatisfactory status of the analy¬ 
sis. There are essentially no experimental data to confirm or to con¬ 
tradict any of the tentative conclusions reached; and in fact, it is not 
clear for those cases of greatest interest in which no anode current 
is drawn how experiment would distinguish among the various states of 
electron flow. Probe measurements would invalidate the assumption 
of azimuthal symmetry. 

One or two points may be noted. One is the connection between the 
cylindrical and linear problems. The solution of the linear problem 
has a very artificial appearance. The appearance of a series of layers 
on which neighboring orbits touch, as indicated by Eq. (98), thus giving 
an infinite charge density, would probably be modified if an initial dis¬ 
tribution of electron velocities was included. Furthermore the slightest 
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curvature of the cathode surface, in the concave sense, will give rise to a 
crossing of orbits, while in the convex sense, it will cause the orbits no 
longer to touch. If a linear flow of the type indicated by the solution 
(98) initially existed, a small curvature applied to the cathode would 
render it unstable, since the cloud radius would be less than 2.271rc. 
Presumably, however, it would be quasi-stable in the sense that a con¬ 
siderable time would elapse before the initial organization was destroyed. 
This raises the question whether or not there may not be states with 
cloud radius > 2.271 times the cathode radius which are effectively stable, 
in the sense that over periods of time which are comparable to the starting 
time of the magnetron, they would maintain a potential distribution and a 
cloud radius closely comparable to that of the Brillouin steady state. 
In this connection it should be noted that in double-stream states, -where 
they can exist, the potential distribution is always close to 1 /2y[s — (1/s)]2 
unless very large radial currents are flowing. 

6*8. The Bunemann Small-amplitude Theory. -The only serious 
investigation of the conditions under which tangential resonance oscil¬ 
lations will build up in a magnetron has been made in an extensive report 
by 0. Bunemann.1 It cannot be claimed that Bunemann’s results are 
conclusive or that the assumptions of his treatment are completely sound. 
However, the viewpoint taken in the paper is illuminating, and it will 
be discussed here rather fully. 

Bunemann’s approach is to assume an initial state of electronic motion 
that has azimuthal symmetry under conditions of constant d-c voltage 
and magnetic field. It is then supposed that a rotating r-f wave of very 
small amplitude, of frequency co0 and angular velocity co = co0/n, is 
imposed on the anode. The small perturbations of the original steady 
state are then worked out, taking into account the equations of 
motion, the equation of continuity, and Poisson’s equation. In this 
way the impedances of the electron cloud is calculated and the wave 
impedances within and without the cloud are matched. The variation 
with frequency of the impedance of the charge cloud* is studied and is 
shown to be such as to lead, under some conditions of voltage, magnetic 
field, and frequency, to a state in which oscillations will build up spon¬ 
taneously. The analysis is then extended in a more speculative manner 
to determine the rate of buildup of oscillations with various loads. 

This formulation of the problem appears to simplify the true state 
of affairs, for it divides the process of initiation of oscillations into two 
stages: (1) the establishment of a steady azimuthally symmetric state 
which is supposed to persist while the anode voltage remains constant, 
(2) the breakup of this state under the angle-dependent rotating perturba- 

1 O. Bunemann, “A Small Amplitude Theory for Magnetrons,” GVD Report, 
Mag. 37, 1944. 
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tion. In practice one has a d-c voltage that increases steadily during 
the process. If the time of rise of the voltage be taken to be 0.04 ^sec, 
which is fairly typical, this becomes, in terms of the unit of time 2m/eB^} 

equal to 3.6 X 102B0 (Bq in kilogauss). A typical rate of rise in 
reduced units gives da^/dr ^5 X 10“9(nX/r2^) (MKS). It is evident 
that the rate at which the voltage rises is indeed slow in terms of the 
natural units, occupying many Larmor periods. Thus it is probably 
satisfactory to CQnsider the problem as a static one. 

Fig. 6-12.— Radius of Brillouin steady-state r(i0ud as a function of y> for vaiious anode 
radii ra, when the anode voltage is equal to the threshold voltage. Log rtioud/r0®tbo<ie is 
plotted against y for various values of log ranodo/roathode. The boundary curve shows the 
radius of the stationary layer. 

The state chosen by Bunemann as an initial state for the electrons 
is the Brillouin steady state in which the radial current is zero and the 
electrons move about the cathode on concentric circles. As has been 
shown in the previous section, if the cloud radius is less than 2.271, no 
stationary double-stream solution with zero radial current and constant 
anode voltage is possible. The only single-stream state for vanishing 
radial current is the Brillouin one. In Fig. 6T2 the radius of the Brillouin 
steady state is shown for various anode to cathode ratios and values of y 

when it is assumed that the anode voltage is given by the threshold 
voltage. This assumption is a reasonable one, since the cloud radius does 
not vary rapidly with anode voltage and the magnetron certainly operates 
near the threshold voltage. It may be seen that for most practical cases 
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the cloud radius under these conditions is less than 2.271. While the 
result that only the Brillouin steady state is possible as a stationary 
condition for fixed anode voltage must be accepted, it must also be 
recalled that Bloch’s analysis indicates that when the anode voltage is 
actually varying, the motion may be more complicated. It cannot then 
be said that the establishment of the Brillouin steady state under a slowly 
rising voltage has been unequivocally shown. 

The conditions in the Brillouin state are described by the equations 

s# = 0, (117a) 

ft, = 1 - y — (1176) 

--k(s 
(117c) 

* “ y (l + «•) (117d) 

where the zero subscript refers to unperturbed values. If the perturbed 
state be also a type S state, then one may introduce a single-valued 
“velocity potential,” from which the velocities may be derived [see 
Eq. (SON, 31iV)]. In the nonrelativistic case the velocity potential may 
be introduced directly from Eq. (70), 

s = fs> (118a) 

s2(^-1 + 7 + ^) = |- (1186) 

where / is chosen so that df/ds and df/dip vanish at s = 1. For the 
unperturbed state, evidently / = 0. Equation (69) takes the form 

.<*« - sa* - ^1 - ^ s2 + 1 = ~ 
(df\ 
\ds/ 

Writing 
} 

= +a, 

and neglecting squares of df/ds and df/d\p, one has 

-( yen = 11 — 7 

(119) 

(120) 

(121a) s2/# 

If the perturbations are now such that their dependence on angle is given 
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by then if / = |/|<rM;'* and c 1 = |ci|c“w;^, 

l«i| = -f (l -7-p)|/|. (1216) 

It is generally the case, as a study of Fig. G-12 will show, that 
1 — y — (l/s2) passes through zero within the cloud and at that point 
the linear term in df/d\j/ will not be large compared with the quadratic 
ones. Equation^(1216), however, gives correctly .the term in the volt¬ 
age perturbation that varies as crn;*. Physically, the vanishing of 
1 — y — (l/s2) corresponds to the presence of a layer of charge that is at 
rest in the rotating system. Shells of electrons within this layer have 
negative angular velocities; those without it, positive angular velocities. 

Substituting a0 + fli in Poisson’s equation 

1 
s ds\ ds ) is l«il = W 

where $i = |pi|e~n^ is the perturbation of the charge density, 
one has the equation of continuity 

(122) 

Finally, 

d_ 
ds {[! 0+?)+»•] • )+^ ([10+1) 

+ n]*[i -y- js-^l/l]} =°- (123«) 

or, correct to first-order terms, 

n/M 

2-?(> + ys \ f) m - °- 
(1236) 

Eliminating |ai| and \gi\ between Eqs. (1216), (122), and (1236), one finds 
for |/| the second-order equation 

where t is given by s = et/n and thus, 

and 
dt~n ds’ 

A--i(l+l) + »'(l- y- i)'. 

B-p(l->-?} 

(124) 

(125a) 

(1256) 



Sec. 6’8] THE BUNEMANN SMALL-AMPLITUDE THEORY 257 

The value of t at the anode for practical magnetrons is very nearly con¬ 
stant. The form taken by Eq. (124) for large n may be found as before 
by writing s = et/n = 1 + (Xo/rf)f or t ~ 2irf. It is 

(i - n ^ = a - m/i, - cm) 
where 

H> 
Equation (124) forms the basis of Bunemann’s analysis. Since it is a 
linear differential equation of the second order, it is impossible for 
|/| and d\f\/dt to vanish at the same point, without |f| vanishing identi¬ 
cally. Equation (124), therefore, indicates that the perturbations of 
voltage and of radial field cannot vanish simultaneously; in particular, 
they cannot both vanish at the cathode. Thus, if the potential vanishes 
at the cathode, neither the radial field nor the radial velocity can vanish 
there. Bunemann endeavors to avoid the difficulty caused by this 
conclusion, which appears to be in conflict with the usual assumption of 
space-charge limitation and vanishing initial velocity, by asserting that 
these conditions properly apply to the total radial field and velocity, but 
not to any one Fourier component. 

The nature of the difficulty may be brought out by considering more 
closely the behavior of / close to the cathode. Suppose that the case 
of radial symmetry be examined; the azimuthal variation does not affect 
the conclusions. Then if there is an outgoing current i. 

with 

27V = (s - I) + (|) • (128) 

Combining these into an equation for df/ds} one has 

g £{•£[(-;)’♦GO']}-** <**> 
Near to the cathode (s = 1), / behaves like t(9yi/2)^($ — 1)H. The 
thickness of the sheath close to the cathode in which / follows this law 
may be estimated by equating s — (1/s) and df/ds. This gives, 
Sju*th « 1 + -^ryi. The charge contained in the sheath varies as f, 
while the charge density varies as (s — 1)~**. It is also evident that 
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beyond the sheath one will have 

df ^ j_1__ 

ds ~ 2y d l d ( lVl* 

ds l$ ds V s) J 
(130) 

If the Brillouin steady state be imagined as derived from such a solu¬ 
tion by allowing i to tend to zero, it is clear that conditions at the cathode 
will be somewhat peculiar, since for any finite i however small, / will 
behave like (s — 1)% through a sheath &yi in thickness. Thus, in Bune- 
mann’s analysis, if the perturbation causes currents to flow at any part of 
the cathode, / will be of the order (s — 1)** and the term (df/ds)2 in Eq. 
(130) will be of a lower order than / over a distance of the order of i from 
the cathode. Bunemann ignores this sheath and puts / = 0 essentially 
at a distance i from the cathode, where, in fact, / is about 

!(?)" (s 1)H _3 
040 (M)#. 

It would appear that this is justifiable.1 
Accepting the validity of these arguments one may consider Eq. (124). 

This has certain features which are independent of n. It has always 
two singular points, which may be labeled s+ and s_, given by 

A(s) = -2 (l + I) + n*(l - y - JfY = 0. (131a) 

This may be written as 

Cs?) - t -10 - 4) * 4(i+i)-*s 
= nb± ± VI - 26± + 2b%, (1316) 

where b = *(1 — 1/s2) and runs from 1 to i(l — $~2). The radius 
at which the unperturbed velocity vanishes in the rotating system is 
given by 

1 -70 _ |= 0 7 = 2bo* or w = nbo = rS■ (131c) 

Figures 6*13a, 6, and c show ma>0/e2? or v8 as a function of b+, b~, and b0 
for three values of n, (n = 4), (n = 8), and (n = °o). 

The variable w8 must be thought of as running from — oo to — oo, 
since one is interested in perturbing waves running in either direction. 
Considering a fixed 8, or a fixed frequency and fixed magnetic field, 

1 See in thip connection, W. E. Lamb and M. Phillips, Jour. App. Phys., 18, 230 
(1947). 
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the cloud radius will increase as the applied voltage increases. Thus, 60ioud 
will increase steadily from zero, and the cloud will contain all values 
of b between 0 and hoioud* From Figs. 6* 13a, b and c, it may be seen 

Fig. 6 13.—(a) Radii of the two singular streams and the Stationary stieam as a func¬ 
tion of mm/eB for n * 4. The function b — J(1 — ^cathode/*"2) is plotted. The broken 
line represents a typical value for the anode radius, and the dotted line indicates the cloud 
radius when the anode voltage is equal to the threshold voltage. (6) Same for n *= 8. 
(c) Location of the singular streams and stationary stream as a function of muto/eB for 
n = oo The variable 2ir{y/\o), where Xo is the wavelength of the field m the intei action 
space, is plotted. The cloud radius coincides with that of the stationary layer when 
the anode voltage is equal to the threshold voltage for each case. 

that when w5 < — 1, none of s+, $0, or s~ is within the cloud; for 
— 1 < ird < 0, is included for a sufficiently high voltage; for 0 < ird < 1, 
s0 is first included, then $+; for 1 < ird} $0, and s+ are successively 
included as V increases. Not all cases may be realized, since hdoud < 
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The values of b corresponding to the threshold voltage as the anode 
have also been plotted; for n = » the stationary layer is exactly at 
the cloud boundary when the threshold voltage is on the anode. Clearly 
the presence or absence of the singularities depends upon voltage, 
magnetic field, and frequency. The singularities have some physical 
significance, for n[ 1 — y — (1/s2)] is the frequency with which the 
electrons encounter the variations in potential while, as was shown 
previously, \/2[l + (1/s4)] is the local frequency of oscillation of the 
space charge in a cylindrically symmetric field. The two singularities 
correspond to resonance between these frequencies. The two roots 
appear from the two senses of rotation of the electrons; they are separated 
by the root for the stationary layer as they should be. 

It is now necessary to derive an expression for the wave admittance 
Hz/E# at the surface of the space-charge cloud. Some care is necessary, 
since a quasi-static approximation is being used. One has 

neglecting co2€Qn0r2 compared with 1 and putting Fi = A0 — urA#. 
Between the concentric circles that bound the perturbed layer of the 
space charge there is an r-f surface current of magnitude +p0Ar(^0 + <*>), 
where A is the amplitude of the perturbation of the surface. A may be 
found from the equation1 

Thus, 

and 

dA ^ f_ 

W to 
or A 

df 
dr 

nj\l/o 

Ht = ff2(inside) + iiT(surface current) 

_ dVi _ P£<tf x Per dff 4/q + cA 
W€cr dr nj dr nj dr \ / 

= «€or 
dVx 
dr 

, Por wd£ 
^ nj \j/Q dr 

E* 

(133) 

(134a) 

(1346) 

2 An unreduced / is used at this point. 
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The cloud admittance is thus given by 

Y* = 
H, 
E4 

r 
njV 

dVi p0r 
utor -r--. 

dr nj iodr) 

_ /a>tiA JL (r dVj. pQr df\ 
\ j / nVi\ dr t0nfyo dr) 

= ~<JYo) 

€0Tlj\l/0 < 

r <>Vi + Por 

eonjo'P ^r< 

dA 
dr) 

where Y0 = a*or 
In reduced variables 

_Fd __1_ d(Tflx) , go df _ p 
jYo yai _ dt nj\j/odt„ 

Since, according to Eq. (121a) yax — —[1 — y — (1 /s2)]njf 

-P = £, A / 
g 'r n2g2 f 

(135a) 

(1355) 

(136) 

where g = 1 — y — (1/s2) 
Substituting for Af'/f in Eq. (124), one obtains the equation for P 

(p + 9-)2 
dr^_l+P, + _\ + \+JLl, 
at a2 or — 1 

where 
ng 

VTgo 

or, for Q = 1 /P, the normalized impedance 

dt ^ v V «*/ a2 - 1 

For n —*■ oo, this becomes 

«0-0.(1 X) ■ (1+£) , 
dt' v V1 t*) a -1 1 

(137) 

(138a) 

(1386) 

where, as before, f' = 2ir(<r — 5/2). 
The Eq. (138a) has to be integrated up to the surface of the charge 

cloud with the condition that Q = 0 at t = 0. It may be well to empha¬ 
size that these equations do not describe the variation of admittance 
or impedance as one moves through a cloud of fixed radius but rather 
represent the variation of these quantities at the surface of the cloud 
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as the radius of the latter is varied (say by increasing the voltage). 
Functionally P, Q = P, Q(sc, n, 7). The singularities of Eqs. (137) 
and (138a) are the same as those of Eq. (124). The zero value of a does 
not lead to a singularity; for from Eq. (138a), if So or to marks the sta¬ 
tionary layer, 

Q « (s - So)2 or (t - to)2 

near s0 or t0. T^his is the result as given by Bunemann and is not strictly 
correct, since in the neighborhood of s0, the definition of A has to be 
modified in view of the vanishing of \f/. Examination shows that one has 

Q « \s - s0l. 

Since s0 is a function of o) (through 5), then, if co = co(, -f (co — co0) where 

So(«o) ~ Sr 

Q~\S $o(co)| — S — s0(w0) — (co — o>o) 
00)0 

= 0) — “o| 
dSo 

do)o (139) 

Bunemann^s discussion of stability depends upon the following con¬ 
siderations concerning admittance functions. Consider an admittance 
G + jB (or an impedance R + jX) that is a function of the complex 
frequency o) + jo. Then for networks and for any system whereby 
the admittance is calculated as a function of frequency by analytical 
means, G + jB is an analytic function of co + jo. Using the Cauchv- 
Riemann conditions, 

dG = dB 
do) do 
dG = _ dB 
do do) 

For a circuit that is reactive for real frequencies (o = 0), one has when 
o — ho 

8G = - 
dB 
do) 

80. (140) 

Thus if 80 is negative, corresponding to a slightly increasing amplitude 
of oscillation, 8G is positive for normal networks, since dB/do) > 0, 
and the network behaves like a load. But if dB/do) were negative, 8G 
would be negative and any transient that started to build up would be 
aided by the circuit which could act as a generator. Thus a network, 
purely reactive for real frequencies, will be unstable if dB/dw < 0; 
similarly, when dX/do> < 0. 

The behavior of Q (or P) must then be studied as a function of fre- 
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quency. Consider / in the neighborhood of one of the singularities. 
Since the zero of A is simple, if it occurs at t = t± corresponding to 
5 = s±, then / has the form C + log (t± — () or C' + log (s* — s). 
This may be inserted into the equation defining P which, noting that 
.4 (s±) = 0, becomes 

P+= T V4 + 1 f.1 + Cr + logV±-^)] + n(si +T) 

C + log (U1) 

The first logarithmic term dominates the second for n > 1. The plus 
sign refers to the left-hand (upper) hyperbola in Figs. (6T3); the minus 
sign to the right-hand (lower) one. As before, s±, defined by A(s±) — 0, 
is a function of w. Thus 

r + log (s± - s) = C’ + log [**(«) - 5] 

- C' + log ^±(co±) + (» - «±) - s j = C" + log (« - «±), (142) 

where 

5±(w±) = s* 

Thus, the dominant part of ^ cloud; considered as a function of 
frequency for fixed cloud radius s in the neighborhood of a singular 
frequency w±, is 

-j “°r r ± /2 (1 + —_ 
1207r nc L \54 + 1 \ C" + log (a> — co±) 

The logarithmic character of the singularity indicates that / acquires 
an imaginary part in passing a singular point and P (or Q) will acquire 
a real part. It is evident from this fact that in case the admittance 
gains a negative real part, the whole analysis has been extended into a 
region in which it is invalid. For if the space-charge cloud is to act as a 
generator [Re(P) < 0] in a steady state, there must be a steady flow of 
energy into the resonant system. This, in turn, implies that electrons 
must flow to the anode, and this is incompatible with the earlier hypoth¬ 
esis of the small signal theory. Physically, then, one cannot safely 
carry the analysis beyond the singularities. 

If in some region / is complex, say / = fi + jf*, then the imaginary 
part of A(d log f/ds) is A(fiff2 — /2/O//1 + fl, and the numerator is 
independent of t, since /1 and fi individually satisfy Eq. (124). Sub¬ 
stituting in Eq. (141) defining P, it is seen that the conductance can 
change sign only at t+ or where /1 and fi are discontinuous. Starting 
from a cloud radius of unity, the admittance will be purely susceptive 
and cf real. As the first singularity is passed, log (s± — $) acquires an 
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imaginary part ±jv whose sign depends upon the path by which the 
singularity is avoided. One is interested in a case where o>0 = w0 + j<r 
and or is slightly negative. Using the relation 

one has 

m o^o 
eB 

mo duo 

eB ds 
(144) 

and for n > 0, duo/ds > 0, so that if 5o?0 = jor where a is negative, then 
dlm(s) < 0 and the path of integration goes below the axis. This 
means that the logarithm increases by —jar. The term 

[C' + log (s0 — s)] l, 

therefore, acquires a positive imaginary part. Examining Eq. (143) 
it is seen that the sign of the real part of Y is the same as that in front of 
the radical for a?0 < 0 and opposite to it for co0 > 0. The b, tt8 plane is 
now divided into reactive regions and regions of positive and negative 
conductance as shown in Fig. 6*13. The behavior in the region beyond 
the second singularity is ambiguous without special examination. 

From Eq. (143) for the admittance in a susceptive region close to a 
singularity, i.e., immediately to the right of the singular curves in Fig. 
6T1, it is found that the susceptance decreases with frequency to the 
right of the s+ curve and increases to the right of the s_ curve. Since 
in the neighborhood of the s0 curve the susceptance follows \w — co0| 
and therefore its variation with frequency changes sign, it is reasonable 
to conjecture that throughout the susceptive region between the $0 and 
s+, the susceptance decreases with frequency. This has been verified 
by Bunemann by numerical integration of Eq. (124) in several cases of 
different n values, and the behavior for the several n values turned 
out to be substantially alike. It thus appears that these regions will be 
unstable according to the criteria set up. Bunemann now pursues the 
analysis to obtain a match between the reactive part of the admittance 
and that of the load, leaving the real parts to adjust themselves. For 
sharply resonant circuits matching can be effected at a given w0 and B 
only for a narrow range of cloud radii. Thus, if sa be also fixed, a nearly 
unique voltage is defined at which build-up can occur. This “instability” 
voltage1 will differ from the threshold voltage; one may expect the start- 

1This voltage has been calculated by Copley and Willshaw, G. E. C. Report 8490, 
August 1944, for several N and sc. The application given there to oscillating states 
is questionable. 
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ing voltage of the tube to exceed either. The inevitable presence of leak¬ 
age at low levels makes experimental check difficult. 

6-9. Analysis by the Method of Self-consistent Fields.—In the first 
sections of this chapter the equations of the magnetron are set up and 
discussed. The analytical difficulties that arise in their solution have 
been pointed out, and it has been found that many of these difficulties 
are carried over into the symmetrical case. The case in which tangential 
fields are present has been the subject of considerable numerical investiga¬ 
tion. This has not been carried so far as one might wish, but the results 
have given considerable insight into the operating conditions. The 
methods used are, in any event, of great importance. 

The problem may be stated once again to emphasize the aspects 
of interest. One has a static field, satisfying certain boundary conditions 
at the anode and cathode. In this field the electrons move, satisfying 
the equations of motion and the equation of continuity. As a result of 
their motion, a charge density exists and the static field must be consistent 
with this density through Poisson’s equation. Thus, in the terminology 
of atomic physics, the problem is a self-consistent field problem. That is, 
the electron motions are determined by the fields in which they move; 
the fields are determined by the distribution of electrons. In the atomic 
problem of many-electron energy levels, it may be recalled, the method 
of the self-consistent field assumes a potential; the Schrodinger equation 
is solved for the motion of individual electrons in this potential; an 
effective charge distribution is found from the wave functions so deter¬ 
mined; and, finally, this charge distribution yields a new potential. A 
repetition of the calculations using the new potential will yield a second 
potential and so on. In general, the potentials and wave functions found 
in this way will converge to a set of values that satisfy all the equations 
of the problem. 

Similarly, in the present method, a potential distribution is first 
assumed that satisfies the boundary conditions and in the selection of 
which may be reflected any knowledge of the probable behavior of the 
fields. In this potential the electron trajectories are calculated by 
numerical means. From a sufficient number of orbits a charge distribu¬ 
tion may be calculated. From this charge distribution by virtue of a 
numerical solution of Poisson’s equation a new potential distribution 
is found. If this potential field agrees with the original field, the problem 
would be solved; if not, new orbits may be found and so on through 
the cycle of operations. Intelligent correction of the field may be made 
at any point. It may be anticipated that if the initial choice of field 
were a good one, the successive calculated potentials would show con¬ 
vergence to some limit, and this potential distribution, with its accom¬ 
panying orbits, would provide a solution of the original problem. 
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The method clearly has disadvantages in comparison with an approxi¬ 
mate analytical solution, for it provides information about only one set 
of initial conditions. Thus if the d-c voltage, r-f voltage, magnetic 
field, or the interaction space dimensions are altered, the calculations 
must be started ah initio. If the new parameters are close to the old 
ones, it is probable that the assumption of the final field of one problem 
being the initial field of the next would lead to fairly rapid convergence. 
However, the labor involved is excessive with any except the more 
recent types of digital computers. On the other hand, a self-consistent 
field calculation carried through until the solution converges satisfactorily 
provides very definite information about the behavior of the magnetron 
under some assigned conditions. It thus enables one to see how the 
magnetron is actually working at some point. Combining this with the 
empirical fact that magnetron operation is not much afiectcd by sub¬ 
stantial changes in operating parameters, it may be felt to furnish 
information about typical conditions. Thus, its value lies not so much 
in the particular numerical values that it yields as in giving an accurate 
physical picture of processes in the interaction space and in suggesting 
new lines of attack upon the analytical solution. 

The principal work in this direction has been carried out by Hartree 
and his coworkers at Manchester and by Stoner and his group at Leeds. 
The discussion given here will be based principally upon a report by 
Tibbs and Wright1 which is typical of the methods developed. Actually, 
only three cases have been studied extensively by the self-consistent field 
method, and one of these cases showed a notable absence of convergence. 

The magnetron studied by Tibbs and Wright was a British 10-cm 
tube, the CV76, which had been the subject of earlier work by Hartree2 

at low fields (1050 gauss, y = .520). The relevant parameters for their 
problem are 

N — & n = 4 
Anode radius. 
Cathode radius. 
Wavelength. 
D-c voltage. 
R-f voltage. 
Magnetic field. 
Observed current. 

In reduced variables 
$a = 2.67, 
flo == 5.85, 

ax = s«20 = 1.75, 
y = 0.233. 

1 Tibbs and Wright, CVD Report, Mag. 41, 1945. 
* D. R. Hartree, CVD Report, Mag. 36, 1944. 

/•« = 0.8 cm 

rc = 0.3 cm 

10.0 cm 

28.5 kv 

8.55 kv 
2300 gauss 

17.5 amps/cm 
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The anode potential may be written as 

a = a0 + ai cos mf/y (145a) 

and the potential in the interaction space as 

a(s) = a0(s) + fli(s) cos mf/ + a_i(s) sin n\f/ 
+ 02(5) cos 2nyp + • • * (1456) 

while the cathode emission density is 

j = ju + j\ cos ua// + j—1 sin n\f/ + j2 cos 2mp + • • • . (145c) 

It is assumed that all but the first three terms of these series may be 
ignored. Then 

dflo , dfli . . dfl—i . 
= -ds + ds COb + JF 8in 
= — e0 — ei cos n\f/ — e_i sin n^, (145d) 

where er is the radial field. The initial procedure is to make estimates 
of eQf eu and e_i, from which the potentials are found in the form 

Experience indicates that the success of the self-consistent field 
method depends upon an intelligent choice of the initial fields. These 
fields are usually subject to tw o conditions. Since current is being drawn, 
if space-charge limitation is to be adhered to, each of the functions 
e(), ex and e_i must behave close to the cathode like (s — 1)H, as was 
shovrn in the preceding section. This ensures that the total radial 
field will behave correctly close to the cathode. In the second place, 
e0, eu and e_i must satisfy the conditions 

rsa 

— ao= eo ds. (146a) 

[s« 
— fli = 1 €\ ds. (1466) 

• 1 

e 

II 
0

 (146c) 

The choice of e0 is suggested by the fact that near the cathode where 
the r-f fields are relatively wreak, the electron motion should, in its d-c 
component, resemble the motion in a magnetron without r-f and with 
the same d-c voltage on the anode. If the cloud radius exceeded 2.271, 
one could use the fields of the double-stream steady-state that have 
been found by numerical integration; for Sew < 2.271 one can make use 
of the single-stream state up to the first radius at which the electrons 
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have a point of inflexion (or f = 0). Thus, the computed diode field 
is used up to this radius and then fitted to a logarithmic potential beyond 
this point, corresponding to an absence of charge. In fitting, the peak 
in the diode field brought about by the large charge density at the junc¬ 
tion must be drastically smoothed out. 

Using known diode fields1 the initial cloud radius is found to be 1.49 
with the given conditions; this is only slightly different from the radius 
in the Brillouin state for this case, namely, 1.44. In smoothing out the 
field, regard has been paid to the fact that there is actually d-c current 
in the whole interaction space, and the field has been made constant 
rather than of the form 1/s beyond the cloud radius. 

If there were no space charge, e\ cos nyp would be of the form 

s" + s n cos tlyfr 

n°l sn — $~n s ’ 
(147) 

ant +his expression is chosen to represent Ci in the region 1.6 < s < 2.67 
outside the cloud. A constant multiplier is introduced to satisfy the 
boundary conditions. Close to the cathode the field is of the form 
A(s — 1 )**, and this expression is used between s = 1 and s = yf. 
Between these two regions one has little guidance save from previous 
calculations, and these have indicated that the r-f fields vary very little 
with radius. Thus, e\ is put equal to the value of the Laplace field 
ats = 1.6 and held constant between s = 1.6 and s = ££. A is adjusted 
for fit at s = {z, and the constant multiplier in the other fields adjusted 
to give di correctly at the anode. 

The selection of e_i is very arbitrary. It is put equal to D'(s — 1)** 
from s = 1 to 5 = if. It is again assumed to be independent of s 
from 5 = if to 5 = 1.6 but of only half the value of Ci. This makes 
the phase angle of the rotating field tan”1 (e_i/ei) equal to —26.5°. 
Beyond s = 1.6 it is made to fall off linearly in such a way that a_i is zero 
at the anode. 

In order to have some means of testing the choice of a trial field 
without the labor of calculating several orbits, Tibbs and Wright intro¬ 
duce the idea of 4'favorable regions’’ of the field. The idea here is that 
it is possible to say that in certain parts of the interaction space an 
electron will continually lose energy. Thus, if it stays in those regions, 
it will eventually reach the anode. If an electron situated in the favor¬ 
able region (determined a priori) cannot reach the anode, the trial field 
may be rejected. Assuming for the moment that the phase of the r-f 
field does not change over the radial region of interest, one may write 

— sa<p = /(s) cos nyf/f7 

1 Stoner, CVD Report, Mag. 8, 1941. 
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where ^ + phase angle of r-f. Now considering one of the expres¬ 
sions for energy loss 

3(a„-_sa*) dT> (148) 

this is undoubtedly positive for w/2 < n\f/' < w; thus, this may be con¬ 
sidered a favorable region. Tibbs and Wright claim that 0 < n\p' < w/2 

is also a favorable region. Their argument depends upon combining 
Eqs. (54a) and (546) in the form 

• - i [>* - * / -(v-- *r - * ■+ » <■«> 
They point out that for 0 < n\[/f < 7r/2, if Sj>(y) is the radial coordinate 
in the absence of tangential forces, 

S > §d. (150) 

Then, since an electron returns exactly to the cathode at the en< of its 
first loop, when tangential fields are absent, it is asserted that the ine¬ 
quality (150) implies that an electron moving wholly in 0 < mp' < w/2 
will not return to the cathode. It is fairly clear that this does not fol¬ 
low from (150),1 and there seems to be no reason for thinking that 
0 < n\p' < w/2 is actually a favorable region. The whole idea of 
“favorable regions” is rendered of somewhat doubtful value, as Tibbs and 
Wright themselves admit, by the fact that electrons leave the cathode 
with angular velocity — y and may possibly cross from favorable to 
unfavorable regions and vice versa. 

As a trial orbit the electron starting at nyp = 90°, which is in the region 
90° < n\p' < 180°, both close to the cathode and in the diode region, is 
used. This orbit and another trial orbit are shown in Fig. 6T4. It 
appears that the orbit is going to run over into the unfavorable region; 
and according to Tibbs and Wright, it does not reach the anode. The 
reason given for the failure of this trial field is that it makes the average 
tangential velocities come out too high, so that electrons pass from the 
favorable to the unfavorable region. In the diode field the angular 
velocity is 1 — y — 1/s2; and if this is averaged to the edge of the cloud 
from the cathode, one has = 1 — 7 — l/scioud. A possible choice 
of the diode field may now be made by making Sdoud = 1/(1 — 7), 
which has the effect of making \p&vz = 0, and on the average an electron 
in a favorable region might be expected to stay there. This leads to a 
new choice of cloud radius of Sdoud = 1/(1 — 0.232). Simultaneously 

1 Consider the functions $1 1 — cos r and $2 *=» a — a cos r where a < 1, then 
Si « 1 — Si and I2 « a — s2; therefore, §1 > i* at the same value of s, but both 
Si and S2 start with s«$—0atT—0f and both return to s * 0. 
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Fig. 6*14.—Equivalent potential for rejected trial field in Tibbs and Wright’s self- 
consistent field calculation. Two orbits are shown. Shaded regions are inaccessible to 
the electron- 

Fig. 6*16.—Equivalent potential for acceptable trial field in self-consistent field calcula¬ 
tion. Four orbits are shown. Shaded regions are inaccessible to the electrons. Arrows 
indicate the direction of the secular motion of electrons. 
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S 
Fig. 6*16.—The in-phase potential fli (in reduced units) as a function of radius, (a) Trial 

field; (b) derived field. 

with this change in the radial field, a change is made in the field e_i. 
This is now made equal to — e_i. The trial orbit now reaches the anode, 
and the new field is made the basis 
of these orbits are shown in Fig. ( 
new choice of potentials a0, a\, 
Q—i» 

The calculation of the charge 
density and the cathode emission 
depends upon a method intro¬ 
duced by Hartree.1 In this 
method the orbits and the interac- 

for several orbit calculations. Some 
>T5. Figures 6TB to 6T8 show the 

s 

tion space are subjected to a trans¬ 
formation. When an orbit has 
been calculated, it is implied that 

Fig. 6*17.—The out-of-phase potential 
i (in reduced units) as a function of radius, 

(a) Trial field; (b) derived field. 

one knows r = r(r,^0) and ^ = ^(r,^0), where is the initial azimuth at 
the cathode and r is the transit time. It is thus possible to make a trans- 

1 Hartree, CVD Report, Mag. 36,1944. 
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formation r = r(r,$) and $o = $o(r,$). The orbits appear as vertical lines 
in such a (r,^0)-plot, and lines of constant r and $ may be drawn in the 
diagram. The (r,^o)-plot for the first set of orbits is shown in Fig. 6-19. 

Poisson’s equation is solved in the following way: A function 
q(n$, log r/r0) = q(Bfl) is introduced, defined by 

Poisson’s equation then reads 

d2V , 2d*V 
W + n dd> 

a2F« 
dl2 

and 

d2F* 
dP 

~ pr dr d$; 
Co 

(151) 

1 d2q 
Co dl dip 

(152) 

one has 

'dq\ 
(153a) 

). t-±1- 
(1536) 

and F0, Vk may be found analytically if q is known. But the latter may 
be found in the following way; if the cathode emission has the form 

J = Jo + Ji cos ti$ + J_i sin ti$ 
= (Jo — Ji — J-i) + Ji (cos ti$ + 1) + J_i (sin n$ + 1), (154) 

where a partition has been made that makes all the terms of the emission 
positive, the three cases 1, (1 + cos ti$), and (1 + sin n$) may be 
treated separately. For each case the appropriate q may be found, 
since each element of area in the (r,^0)-plot has associated with it the 
charge that left an element of the cathode $o, $o + d$o between the 
times (r, r + dr); it thus contains a charge j($o) d$o dr. Thus, the charge 
in a region of the (Z,0)-plot may be found giving q. The F’s calculated 
from the three q’s are multiplied respectively by Jo — Ji — J-i, Ji, and 
J_i. There are three boundary conditions, and these give three simul¬ 
taneous equations to determine the J’s. 

The fields derived from the charge distribution may now be compared 
with those originally assumed. If the agreement is good, the calculation 
may be considered complete; if not, a further repetition of the process is 
necessary. The convergence of the process is frequently poor. An 
earlier calculation by Tibbs and Wright1 for a 3-cm magnetron showed 
very little convergence after several stages and was found to require 
exceedingly high cathode emissions at each stage. They were led to 

1 Tibbs and Wright, “Temperature and Space Charge Limited Emission in 
Magnetrons/’ CVD Report, Mag. 38. 
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conclude that the requirement of space-charge limited emission could not 
be met and to abandon this boundary condition. However, as they 
later pointed out, the trouble does not lie in the physical conditions 
of the problem but rather in the fact that if the successive solutions of 

0° Initial azimuth of emission (*0) 

Fig. 6-19.—r vs. diagram for the self-consistent field analysis with ----- contours of 
constant azimuth \f/ and-contours of constant radius S. Orbits are lines parallel to 

T 

the r-axis. Vertical scale represents —* 

the problem are to converge, it is apparently necessary to make a good 

initial estimate of the fields. 
As may have been noted, the methods of choosing initial fields are 

rather arbitrary and entail a process of judicious extrapolation from 
earlier calculations. Furthermore, the estimation of the goodness of a 
solution by a simple visual comparison of the radial plots of the field 
components seems unsatisfactory. In the next section a possible method 
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of improving the self-consistent field technique will be referred to. 
Despite the lack of precision in the solution found by Tibbs and Wright, 
the efficiency and cathode emission that they derived are in reasonably 
good agreement with experiment. 

6*10. Qualitative Discussion of the Interaction.—The analytical diffi¬ 
culties that prevent a solution of Eqs. (54a), (546), (50), and (57) compel 
one to fall back upon a qualitative discussion in order to understand some 
of the salient features of magnetron operation. In this discussion one 
is helped to some extent by the self-consistent field calculations, but it 
appears that these have not been carried far enough or worked out for a 
sufficient variety of cases to be of great assistance. 

The most important feature of the magnetron equations in deter¬ 
mining the characteristic behavior of the tube is that they may be 
formulated as the equations of a static problem. It follows that the 
nature of the effective potential, given by Eq. (55), is of considerable 
significance and that an examination of this potential function should 
give considerable insight into the type of motion possible. Were the 
potential function known in its entirety, of course, it would imply 
that the whole problem had been solved, so that one is restricted to a 
qualitative knowledge of its variation. From experimental data on 
operating tubes it is know n that the d-c voltage always lies within about 
20 per cent of the threshold voltage Thus at the anode 

a° - (i - |) s2 + 1 < 0.2 (\ - ^ t* - 1 . (155) 

Furthermore, it appears from what little data are available that wrhen 
the r-f voltage is equal to the d-c voltage, operation becomes very 
inefficient and the region of usual operation is at considerably lower r-f 
voltage. If this is the case, at the anode again, 

If one treats yVs as the effective potential, then it appears that yV e 
is of the order of t[(1 — y/2)s2 — 1] at the anode. At other points of 
the interaction space one cannot be precise, but a consideration of the 
potential distribution for the symmetrical diode or the Brillouin steady 
state, when the anode voltage is equal to the threshold voltage, indicates 
that the potential yVs will be everywhere of the order of 7. It is a conse¬ 
quence of this that the forces due to the potential will also be of the order 
of 7. (“Effective” and “equivalent” potential are used interchangeably.) 

For the purpose of visualizing the motion in crossed electric and mag¬ 
netic fields one needs an approximate solution of the equations of motion 
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in an arbitrary static potential and a constant magnetic field. Suppose 
that the equations of motion are written in ('artesian coordinates as 

x = aiy + Vx(x,y), (156a) 
y = — tax + Vv(x,y), (1565) 

where Vx — dV/dx, Vv = dV/dy, and V is a function of position. Then, 
if x + jy = Z, one may write 

Z + juZ = (Vx + jVy) = F. (156e) 

Now if F were independent of position, this equation would have the 
solution with the initial conditions Z = Z», Z = Zo, 

Z = f- + Z« + F ~ luZ- (1 - (157) 
Jit) 

This represents a combination of two independent motions: the first 
given by — j(Ft/u)), which is a motion at right angles to the field F of veloc¬ 
ity |F|/w; the second, a motion around a circle of radius |F — jo)Zo\/a>2, 

with frequency o)/2r. If, now, V varies with position but sufficiently 
slowly so that it does not change greatly over the orbit during one cycle, 
it might be expected that the new solution could still be represented as a 
superposition of two motions. One motion should consist of a path 
everywhere at right angles to F, traversed with a velocity \F\/ta. The 
other would consist of a circular motion centered about the instantaneous 
position of a point on the first path. The frequency of the circular 
motion might be expected then to be a slowly varying function of time 
or of position. If these conditions were fulfilled, the center of the circle 
would, since it moves always at right angles to F} be moving along an 
equipotential or line of constant V. Before examining this solution 
analytically it is useful to consider Fig. 6T5, in which has been plotted 
the effective potential corresponding to the fields used by Tibbs and 
Wright1 and also the orbits that they calculated in this field. It may be 
seen that the orbits do actually consist of a series of loops, the centers 
of which travel rather closely along the equipotential lines. It will be 
shown below that this is not a particularly favorable case. 

Writing D = d/dt, one may solve Eq. (156c) formally in the form 

z = re' 
F 

-jwt __ - 
ju 

DF D*F 
I /’•Ml 

= re' -jut 

(jw)* (jw)3 

+ -if1 - m (* i+«Ji) ^ 
+ 

(j«)3 dx + y dy) 
(VX+jVy) + 

1 Tibbs and Wright, loc. cit. 

(158) 
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The convergence of this expansion depends upon the smallness of 
(1 /u>n)DnF. Suppose that all terms beyond the second are ignored. 
Then 

Z - re~i•« + Vx t jFg, (159a) 
j* 

or 

2 _ [*W - I c~]ut + —+ F* f (1596) 
where Z0 = Z and Z = Zo at f = 0. This may be written 

x — r cos cot H--j 

y — —r sin oot — 

(1 (>0«) 

(160h) 

The higher terms in the expansion become, using this approximation, 

- +^)l- £) ij] '(V- +JV‘y ^ 

Considering only the first term, one has 

yL,[(r CO. « + £) r_ + (-r .in « - £) F„_ r cos + 

+ J [( r cos at + cos cot + F*y + ^ — r sin co£ — FV1/ (162) 

If this is to be small compared with the first term (Vx + jVy)/ju, then 

VyVXX ~ VXVXy VyVXy ~ VxVvy 
T VXX) T Vxy, T Vyy, 

where 

« w\Vx + jVv\, (163) 

r = 
V*(Z o) + jVy(Zo) 

~ Zo|- 

In the magnetron problem 

Ve = y j^a0 - sax - ^1 - (x2 + y2) + 1 j* (164) 

A proof that the inequality (163) is satisfied cannot be given in 
rigorous form because of the lack of knowledge of the fields. One may 
argue in the following way, however. If Z0 is taken to be a point on the 
cathode, Vx = Vv — 0 and Zo = y; thus r = y. If, in addition, the 
earlier assumption is retained that V « y, Vx, Vv, Vxx, Vyv, and Vxy « y, 
then the inequality (163) is satisfied provided that 7«1 (for the field 
used by Tibbs and Wright, y = 0.232, which is not very small compared 
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with unity). A similar argument would indicate the smallness of 
higher terms in the expansion, Eq. (158). It is quite evident that 
the above reasoning is tentative and that there may be regions of the 
interaction space, small in extent, over which the fields change more 
rapidly than will allow Eq. (163) to be satisfied. However, it is likely 
that in the main the considerations hold good. The most likely regions 
for difficulties to arise are in regions of large charge density and fairly 
rapid motion. The region very close to the cathode does not appear to 
be one in which Eq. (159) fails because in this case although the field 
derivatives are large, this is compensated for by the low velocities. 

One may note that substitution of the first-order approximation 
(1596) into the next term of the expansion (158) leads to a second-order 
approximation 

•f “ r(1 + C0S ut - + [£(l +~r) 

^rl (165a) 
(a) or J 

* " - 0 +1”) ™ <* + r £ <*» ■< + [ - £(l + £?) 

One may consider first the starting process from the viewpoint of the 
effective potential diagram. Figure 6*20 represents the effective poten¬ 
tial for a case related to that of Tibbs and Wright. As in Bunemann’s 
analysis it has been assumed that a Brillouin steady state exists before 
oscillations are initiated. The anode d-c voltage is that of the problem of 
Tibbs and Wright, and a logarithmic potential is assumed between the 
anode and the cloud radius. The potential corresponding to the Brillouin 
steady state has been assumed right up to the cathode as was done by 
Bunemann. A r-f field, supposed to satisfy Laplace’s equation with an 
amplitude equivalent to that used by Tibbs and Wright, has been 
added to the d-c field. The amplitude does not affect the argument, 
which is purely qualitative, but it is chosen large for convenience in 
drawing the potential diagram. 

Two important features appear clearly in this diagram. These are 
the shaded regions in which the potential is negative and into which 
the electrons therefore cannot travel and the appearance of two saddle 
points in the equipotential surface. The appearance of a forbidden 
region near the anode is a consequence of a choice of d-c voltage 
in excess of the threshold voltage and a rather large r-f voltage. 
The forbidden region near the cathode will occur for any r-f voltage, 
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however small. The effective potential within the charge cloud is 

- i[<l - T>. - ;j’- (106) 
The potential vanishes for = 1/(1 — 7); and if the cloud radius is 
greater than this, there will be created, when an r-f voltage is super- 

Fia. 6*20.—Equivalent potential for the stai ting piohlein 111 1 educed units. The shaded 
legions cannot he tiavcised b> elections. 

imposed that is negative in some places, a region of negative potential or a 
forbidden region. Now, according to Bunemann, 

where 

yVt 1 w 
s2J 

If yVs varies as cos then s varies as sin n\fr for s > So and as — sin n\p 
for 5 < So. Thus, the orbits are deformed in the same way as the 
equipotential lines in Fig. 6*20. One may now argue that the motion of 
the negative charge cloud toward the higher saddle point will make the 
potential in the neighborhood of the latter lower. In the new potential 
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thus derived the orbits will be still further distorted in the same sense. 
It is then possible, although not assured, that the distortion of the orbits 
will proceed further in this way. If this process continues until the 
saddle point lies within the electron stream, one can expect a radical 
change in the nature of the flow. For it is now the case that an equi- 
potential originating inside the electron cloud travels over to the anode 
and it will be possible for an electron to follow this equipotential, pro¬ 
cessing about it. Thus, a part of the stream of electrons may turn off 
toward the anode, setting up further instability in the original cloud. It 
is easily shown that if the cloud radius be less than s0, the perturbation of 
the electron stream is away from the higher saddle point and toward the 
lower saddle point. This produces such a change of potential that the 
perturbation is opposed. 

This picture seems to give a good physical representation of Bune- 
mann's analysis. For as long as the orbits are lying symmetrically 
disposed about the position of maximum r-f voltage, the impedance of 
the charge cloud is purely reactive. This may be seen, since Er will vary 
as cos n^f and dEr/dt = —a)(dEr/d\f/) will vary as sin nyp. The case 
for which s > So and in which the perturbation grows corresponds to 
Bunemann's instability given by (dYcioud/dw) < 0, while for 5 < s0, he 
found (dY,iOUu/da>) > 0 and the perturbation is self-damping. If the 
disturbance grows to the critical amplitude at which the saddle point 
enters the stream, the asymmetrical nature of the latter after splitting 
gives an in-phase component of current. 

When current has actually begun to flow to the anode, the resultant 
asymmetry of the charge cloud with respect to the maximum of the r-f 
voltage on the anode means that the assumed r-f field must be modified 
to include an out-of-phase term. Furthermore, since there is now a 
nonuniform distribution of space charge producing r-f fields, the latter 
must not be expected to satisfy Laplace's equation but rather Poisson's. 
Thus, in the operating case one is led to the choice of such fields as was 
made in the self-consistent field calculations. Figure 6*15, previously 
referred to, shows the effective potential for the field chosen by Tibbs and 
Wright as the starting point of their calculations. It may be remarked 
that in its essentials this potential distribution has much in common with 
the naive starting field of the previous paragraph. The outer saddle 
point is now at a much lower potential and, in fact, lies below the inner 
saddle point. This implies that equipotentials starting from quite close 
to the cathode may reach the anode. (Arrows have been drawn along the 
equipotentials to indicate the directions of motion of the center of the 
precessional circle.) 

It would seem that the diagram of effective potential might be very 
useful in connection with self-consistent field calculations, since it gives 
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considerable insight into the possible flow patterns of the electrons. 
Figure 6*21 shows the effective potential for the field derived by Tibbs and 
Wright from the space-charge distribution set up by the orbits of Fig. 
6*15. It may be seen that the space charge has lowered the potential 
sufficiently to eliminate the outer saddle point and the two forbidden 
regions have coalesced. Comparison of the orbits of Fig. 6T5 with the 
potential diagram of Fig. 6-21 reveals the unfortunate fact that most 
of the orbits li§ over a considerable part of their length in the forbidden 
region. This indicates that self-consistency has not been achieved in a 
satisfactory manner, although the derived radial fields appeared to 
agree fairly well with the initial ones. The new field, though it differs 

o 
csi in 

Fio. 6*21.—Equivalent potential for derived field in 8elf-roiiBistent field calculation. Two 
orbits calculated in the initial field are shown. 

in detail from the starting field, retains some features in common. There 
are still equipotentials starting from close to the cathode that run up 
to the anode, and the orbits will presumably lie along these. However, 
the shape and orientation of the resultant arm of space charge cannot be 
predicted until a self-consistent field has been found. Inasmuch as a 
method with a self-consistent field procedure is largely an empirical one, 
proceeding by a series of estimates and approximations, it would appear 
that the use of the effective potential diagram would aid materially in 
visualizing the state of affairs in the interaction space. At the same time 
it provides a sensitive check on the approach to real self-consistency. 

A comparison of the potential fields for the artificial starting problem 
shown in Fig. 6*20 and those assumed and derived in the self-consistent 
field calculation (Figs. 6* 14 and 6*15) enables one to deduce some of the 
general properties of the field in an operating magnetron. There is a thin 
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layer surrounding the cathode in which the potentials vary radially as 
(s — 1)**. Within this layer electric forces will originally predominate; 
but after a certain distance has been traversed, the magnetic forces will 
become comparable. In Sec. 6*8 it was estimated that the thickness of 
this layer was r&yi, and the voltage drop across it is found to be -ftVyi2. 
Considering the case for which self-consistent fields have been calculated 
in Sec. 6*9, the thickness is 0.04 and Aa0 equal to 0.015; thus, the thick¬ 
ness is very small, and the potential drop under these circumstances 
small compared with the cathode potential of 0.116. At very high 
currents the cathode layer may become thick enough and the potential 
drop across it large enough to alter the initial stages of the motion. 

Beyond the cathode layer there exists a region that might be called 
the “bunching” or “sorting” region. This may be thought of roughly 
as extending out to about the radius of the Brillouin steady state appro¬ 
priate to the d-c anode voltage. Passing radially outward from the 
cathode through this region one always encounters a potential minimum 
at about the radius s© = 1/(1 — 7) at which the Brillouin steady state had 
a potential of zero. The effect of the r-f field is to depress an angular 
region around this minimum to a negative potential, thus producing a 
forbidden area; between each pair of forbidden regions there will be a 
saddle point. Electrons leaving the cathode from points opposite the 
forbidden region travel close to the cathode, held there essentially by a 
negative radial r-f field, until they pass the end of the excluded area, 
where they enter a region of tangential r-f field, so directed that they 
move outward. Electrons starting between the forbidden region and 
the saddle point move mostly in a positive (outward) radial r-f and d-c 
field once they have crossed the minimum; this causes them to move 
toward the left and brings them into step with the first set of electrons. 
Finally those electrons which start from beyond the saddle point may 
either cross the minimum and be sent toward the left like the second set 
or, if they approach close to the forbidden region, be sent back to the 
cathode by the tangential electric field. The over-all effect is that 
electrons which have started behind the forbidden region to the left of 
the saddle point are bunched together while electrons coming from the 
cathode between saddle point and forbidden region return to the cathode. 
The general features of this bunching mechanism will not be changed in 
their essentials provided that the potential field retains the characteristic 
features described earlier. 

Beyond the bunching region, in which the electrons have been con¬ 
centrated into a relatively narrow range of angles, lying in the region 
of maximum tangential field, the stream travels out to the anode. The 
stream, as it moves outward, will continue to lie in the region of maximum 
tangential field, following the equipotentials. It can be expected, then, 
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to arrive at the anode at some effective potential near zero but, of course, 
always positive. There will be a process of phase focusing in this region 
as may be seen by considering the equipotentials in Fig. 6*15. The 
equipotentials surrounding the zero equipotential converge toward the 
anode, and the various orbits centered on the equipotentials will also 
tend to converge. It is within this region that the process of energy 
conversion largely takes place, since the electrons have now been con¬ 
centrated entirely into regions in which the tangential electric field has 
the proper sign for the electrons to lose energy. One sees that for low 
magnetic fields (slightly greater than 1 — 1 /si) the efficiency will be low, 
for the initial cloud radius will extend out very close to the anode and 
the energy-exchange region will be small. As y decreases, the radius 
of the bunching region will decrease and more of the interaction space 
will become available for energy loss. 

The fact that the magnetron problem may be formulated in static 
terms seems to be fundamental for its behavior. That operation will be 
possible over a large range of values of y with an efficiency steadily 
increasing with y appears evident because changes in y mean only 
changes in the initial velocities of the electrons and a consequent change 
in the effective potential. The frequency of precession of the electrons 
about the magnetic field in a field of constant effective potential is 
2(1 — y)/2w; the oscillatory motion to which this precession corresponds 
is not driven by any harmonically varying forces, and it thus exhibits 
no resonance effects for any y. Variations of y then mean merely 
variations in the boundary conditions and equations of a purely static 
problem. 

Similarly by examining the definitions of the reduced variables it 
is seen that the dependence of the operation upon frequency is contained 
in the dependence upon a0 and y, for this is the only place in which 
the frequency appears. Now a0 is essentially correlated with y by the 
necessity of satisfying the threshold criterion everywhere; thus, the 
frequency dependence is principally contained in the y-dependence. 
Since there is reason to suppose that the latter is small, one deduces that 
the frequency dependence is small. Once again, there are no resonance 
effects. 

The dependence of the operation upon the r-f voltage as contained in 
Fig. 6.9 is very inadequately understood. 

6-11. Departures from the Rotating-wave Hypothesis.—The fore¬ 
going discussion of magnetron operation has been based on the assumption 
that only the slowest rotating wave which moves with the electrons has 
any appreciable interaction with them. It now appears that many of 
the characteristic features of magnetron behavior are due to this mode 
of interaction. It is, therefore, of interest to consider cases in which 
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another Fourier component plays a part. One notable example of this 
occurs in the operation of the rising-sun type of magnetron. As has 
been shown in Chap. 3, the presence of two sets of resonators, alternately 
large and small, gives rise to a Fourier component that is not normally 
excited in unstrapped and strapped systems. This is a mode for which 
there is no angular dependence (n = 0). Such a field will appear in any 
rotating system as a tangential electric field varying as e7wot, without 
angular dependence and falling off slowly toward the cathode. A method 
of estimating the effect of such a perturbation was indicated by Slater;1 
his treatment will be followed in a more general form. 

Writing Eqs. (54a) and (54b) in Cartesian coordinates again, one has 

= 0/1 \- i dFjs 
* = 2(1 - 7)y + 7 ~jx* (167a) 

- 0/1 , dVe 
y = -2(1 - y)x + 7 d~> (1676) 

where x and y are measured in units of r( and 

F* = (a, - sa<) - (l - |) (•r2 + + L (167c) 

Suppose now that x«(0, yo(t) are the equations of an orbit satisfying 
Eqs. (167a, 5), and consider the perturbation of a single orbit. Let 
x = x0 + n and y = y0 + (, and where n and £ are small. Then to 
terms linear in n and £, one obtains 

(168a) 

c = -2(1 - y)n + 7 (« dJd“y + c **?) (1686) 

Writing d/dr ss D, then Eqs. (168a) and (1686) become 

(I>2 - yVxx)n - [2(1 - y)D + yV^K = 0, 
[2(1 - y)D - yV^n + (D2 - yVmK = 0. 

(169a) 
(1696) 

Thus, rj and f will have solutions dependent upon r as e°T where 

G4 + [4(1 - 7)2 - y(Vxx + Vvy)]G2 + y\VxxVvv - V\v) = 0. (170) 

To a first approximation then, 

G2 = —4(1 - y)2 + 7V2Vb 

G = ±j [2 — y — J V*(«o - sa*)]. (171) 

1J. C. Slater, RL Report No. V5-S. 
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Suppose, generally, that a perturbation of the form eJamt = e]anyr be 
applied; then there will be resonance between the applied perturbation 
and the small oscillations about an equilibrium orbit if 

nay = 2 — y — ~ V2(g0 — sa#) 

or 
. yr«[n* + 1 + ma0 - sa*)] = 2, (172) 

where 7res = 2moo)o/neBreti is the value of 7 for which resonance takes 
place and, similarly, Bro* is the magnetic field at which resonance occurs 
for a fixed a>0. Writing moa>o/e = Bpyc) where Bcyo is the so-called 
cyclotron field, Eq. (172) becomes 

B„ 

= Bv 

a + - +- — V2(ao - $2*) 
n An 

a H— + A 
n An 

1 

51 V 

For the rising-sun case, a = 1 and 

B-B-”f1 + s + s4 

(173) 

(174) 

It is difficult to go further than this, since one’s knowledge of 9 is very 
inadequate. Roughly since 

2irig 

Q*ve 

2wig 
5av* ($A^) 

(175) 

(176) 

where sA\p is the breadth of the outgoing electron stream. Furthermore 
since 9 is not constant throughout the cloud, it is not clear where its 
value should be taken. 

The performance chart for a rising-sun magnetron (Fig. 6*7) shows 
the characteristic behavior of these tubes. The efficiency instead of 
rising monotonically with magnetic field shows a minimum for a fairly 
definite magnetic field. The effect, in most cases that have been exam¬ 
ined, is less pronounced at high currents. Using crude estimates of 

and (sA^), the formula Eq. (174) gives reasonable agreement with 
experiment. 

Slater has given a result that has been frequently quoted in this con¬ 
nection. This expression is 

(177) 
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It may be derived from Eq. (174) in the following way: Slater considers a 
special orbit in a cylindrically symmetric field, namely, one in which an 
electron moves on a circle about the cathode with an angular velocity 
equal to that of the traveling wave. In the rotating system then the 
orbit degenerates to a fixed point. From Eqs. (54a and b), if ^ = 0 in a 
symmetric field, 

1 

and also 

o = s = stf - 1 + 7)2 - «(1 - t)2 + 7 — ds — - 

1 -s + y d{aa ~ S5*} 
S3 ' 7 dS 

d(a0 ~ sa*) _ 1 / l\ 
ds 7 \ S3/ 

(2 — y)s 

Now in Eq. (174) one has 

(178) 

_ <32(gp - sa») 1 d(ao_- 
ds2 S ds 

and neglecting the second derivative, as does Slater, 

V’(a„ - sa*) = 1 - £ (l - *«) = 2 - 7 - 2. (179) 

Substituting in Eq. (174) gives 

Brt)n 

BCyc 

= 1 + —* 
^ 2 n 

(0*177) 

The result, although agreeing quite wrell with experiment, cannot be 
considered as well founded. 

A phenomenon that occurs in strapped magnetrons appears to be of 
the type considered in this section. Measurements of the energy 
transferred to the cathode by electrons that return after being accelerated 
in the r-f field have been made for a number of tubes. An example of 
the results obtained is shown in Fig. 6-221 where the contours of back- 
bombardment power are shown on a regular performance chart. It may 
be seen that the back bombardment shows a maximum at 1400 gauss 
for this magnetron which operates at 10.7 cm. It appears that at this 
field for which B/Bcyc = 1.41, there is some kind of resonance effect, 
since there is no obvious reason why any special back bombardment 

1 W. E. Danforth, C. C. Prater, and D. L. Goldwater, “ Back-bombardment of 

Magnetron Cathodes,” NDRC 14-309. 
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might be expected to take place if the electrons are moving in the quasi¬ 
static field. There is observed little or no effect upon the efficiency of 
the magnetron, so that the whole process is much less pronounced than 
that taking place in the rising-sun type. The fact that the critical field is 
substantially greater than Bcyc indicates that the resonance effect is 
not confined to a layer near the cathode in which the electrons are at 

Fig. 6*22.—Performance chart showing pulse back-bombardment power with ----- pulse 
back-bombardment power in kilowatts. 

rest in the laboratory system of coordinates, for in that case one would 
expect a field equal to Bcyc to produce a disturbance. The most plausible 
explanation is that some (n = 0)-contamination is actually present. 
Actually it has been observed from data taken on field patterns in 
nonoperating magnetrons that there is indeed a certain amount of 
(n = 0)-mode present in strapped tubes. This is caused by the fact 
that one strap lies behind the other, and thus in the interaction space 
there will exist a net radial component of electric field having (n = 0)- 
symmetry, which will be strongest at the ends of the anode. It should 
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be noted that this is a radial electric field rather than a tangential one, 
as in the case of the rising-sun magnetron. A somewhat minor point in 
favor of this analysis is that the maximum of back bombardment was 
not observed for an unstrapped design on which measurements were made. 
The observed BTW for the data of Fig. 6-22 is in good agreement with that 
calculated from Eq. (174) making plausible estimates of save and (sA^) 
from Hartroe’s calculations on a 10-cm. magnetron operating near 1400 
gauss. 

One related fact may be mentioned as indicative of the operation of 
fields not included in the rotating wave. From Eqs. (54a), (546), and 
(55) for an electron at the cathode one has 

S2 + = 72 

and for the energy loss from Eq. (76a) 

Closa = — 7 #• 

Thus 
-2t < alo8fi < 0. 

Therefore the maximum energy with which an electron can return to 
the cathode is 27 or in volts, 2(mQ/e)(o)rc)2 = 2(raoC2/e)(27rrc/aA)2, which 
gives 4 X 104(r,./wA)2 kv. Forrc = 3 X 10“3 meters and A = 10-1 meters 
n = 4, the maximum energy is 2.25 kv. The evidence from the work 
of Danforth and his associates is that energies considerably higher than 
this are found, although these experiments are difficult to perform. 

In discussing the perturbations produced by other Fourier components 
earlier in this chapter, it was found that for the 7r-mode the frequencies 
of the perturbations were ±2<o0, ±4co0, etc. Thus, it might be expected 
from Eq. (174) that the perturbations with frequency 2a>o which is due 
to the (p = +Ar/2)-component would be in resonance with the electron 
orbit perturbations at a field £rPs given by 

Br„ = Bw (2 + 1 + 4'- »)• 

For any magnetrons that have been operated at fields as high as this 
value of Srw, no decline in efficiency has been found. No cathode back- 
bombardment data have been taken at these levels. The absence of 
such an effect upon the efficiency is probably due to the fact that the 
(p = +iV’/2)-field falls off rapidly toward the cathode as compared with 
a (p = 0)-field. It thus acts effectively only close to the anode, and the 
number of cycles that an electron spends in a significant field is not suffi¬ 
ciently great to affect its behavior. This is a possible clue to the 
action of the (p = 0)-field in lowering efficiency, for it suggests that it 
must act relatively close to the cathode and probably interferes with the 
sorting of the electrons into bunches. 



CHAPTER 7 

THE SPACE CHARGE AS A CIRCUIT ELEMENT 

By F. F. Rieke 

7*1. Introduction.—The characteristics of a magnetron as an oscillator 
can be described in terms of two quite distinct sets of properties. One 
set of properties belongs to the complex of resonant cavity, output 
coupler, and r-f load considered purely as passive circuit elements. 
The other set of properties is associated with the electron cloud, or space 
charge, as it exists in the configuration of electric and magnetic fields 
peculiar to the magnetron. The purpose of this chapter is to show how 
the over-all performance may be analyzed in terms of these two sets of 
properties and how an understanding of them may be used to predict 
the manner in which performance will be influenced by modifications 
in the design of the circuit or by peculiar conditions of operation. 

To a large extent, the discussion concerns the various influences 
that the output load exerts on the performance of the magnetron. 
Actually, these effects in the magnetron have a general resemblance 
to the corresponding ones in many other types of self-excited oscillators, 
and it may be of some interest to examine the reasons for giving them 
here a much greater prominence than they ordinarily receive in discus¬ 
sions of vacuum-tube oscillators. 

An intensive study of the effects of variations in the load was first 
taken up primarily out of practical considerations. Originally, the 
load was adjusted to secure maximum efficiency consistent with general 
stability. It then came to be realized that satisfactory performance of a 
radar system depended also jupon the stability of the frequency of the 
magnetron. Inasmuch as there was some correlation between changes 
in frequency and changes in load, there immediately arose a need for an 
understanding of the relation between the two. Thus, the problem arose 
out of a combination of circumstances that are more or less peculiar 
to microwave pulse-radar, namely, 

1. The primary, frequency-controlling oscillator is directly coupled 
to the load, since no suitable buffering amplifier is available. 

2. The output system tends to have an unstable impedance, as it 
is large in terms of wavelengths, so that mismatches can give 
rise to a complicated spectrum of resonances. 

288 



Sec. 7-1] INTRODUCTION 280 

3. The magnetron must operate in conjunction with a fairly selective 
receiver (at least in' consideration of noise figure, if not of 
interference). 

The experimental studies that grew out of the situation indicated 
above eventually resulted in the construction of “Rieke diagrams” for 
a large assortment of magnetrons operated under a wide range of condi¬ 
tions. It then occurred to many who became familiar with these 
diagrams that basic information about the inner workings of the mag¬ 
netron could be obtained from them. In consequence, methods were 
developed1 for analyzing the effects of the load in a more fundamental 
way. These methods, although generally applicable to self-excited 
oscillators of many types, are particularly useful in the study of micro- 
wave oscillators, of which the magnetron is but one example. 

With conventional oscillators that generate ordinary radio frequencies, 
the interior conditions of the active oscillator—as represented by various 
voltages and currents—can usually be evaluated by direct measure¬ 
ments. In microwave generators, however, all the essential parts are 
contained within the vacuum envelope, and the only alternating-current 
measurements that are at all easy to make, even in principle, are those 
of impedance, power, and frequency. Consequently, to evaluate the 
internal conditions one either must be content with indirect methods or 
must undertake elaborate experiments on tubes designed for the express 
purpose of making the measurements possible. 

In the special case of the oscillating magnetron, the only quantities 
that seem to be fundamental and that also can be measured conveniently 
are (1) magnetic field; (2) power, frequency, and load impedance at the 
output terminals; and (3) current and voltage at the input terminals. 
Accordingly, it becomes worth while to exploit fully the relations among 
these quantities so as to obtain information about the internal conditions 
of the oscillating system. The results will necessarily be expressed in a 
father abstract form, since the detailed theory of the magnetron has 
so far not provided a sufficient framework of general relations to permit 
a complete analysis of the data. 

To some readers, the profuse use of equivalent circuits in connection 
with the magnetron cavity may seem questionable, inasmuch as the 
dimensions of the cavity are not small compared with the free-space 
wavelength of the oscillations. Strictly speaking, the concepts of 
inductance, capacitance, and resistance imply a particular form of 
approximate solution to Maxwell’s equations which is valid only for 

lJ. C. Slater, “Theory of Magnetron Operation,” EL Report No. 200, Mar. 
8, 1943; F. F. Rieke, “Analysis of Magnetron Performance, Part I,” RL Report 
No. 229, Sept. 16, 1943. J. R. Pierce, “Oscillator Behavior,” BTL Memorandum 
MM-43-140-19. 
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systems that are small compared with the free-space wavelength at the 
frequencies involved. Leaving aside the question of L, C, and R for 
the moment, it can be said that the concept of impedance can be so 
generalized as to avoid this limitation by defining the impedance as the 
ratio of the orthogonal components of the electric and magnetic fields.1 
In special cases, the generalized impedance can be related to currents and 
voltages, particularly where a TEM-mode is involved (as in a coaxial 
line) or where the fields have approximately a TEM-mode character, as 
in the slot of a magnetron resonator. 

The theory of cavity resonators, based directly on Maxwell’s equa¬ 
tions,2 leads to the result that various impedances in such a cavity are 
related to each other in the same way as the impedances in LRC-net¬ 
works, which means that between certain components of electric and 
magnetic fields there are linear relations of the type 

Ei ~ znBl “f* 2i2^2> 

#2 = Zl2#l + 

which correspond to the relations between currents and voltages in 
a network. Moreover, when the zjk factors are expanded in terms of the 
frequency, the forms are of the same general type as those met with 
in network analysis. According to the theory of networks, given such an 
impedance function, it is always possible to *1 synthesize” LBC-networks 
which will have just that impedance function. (This statement is 
subject to the condition that the cavity can be adequately represented 
by a finite number of terms in the expansion.) Accordingly the cavity 
can be represented by an equivalent network, but this equivalent net¬ 
work need have no physical relation, part by part, with the cavity and 
is not even unique. Thus the equivalent circuit, in one extreme, may 
be regarded only as a special representation of a mathematical formula. 
However, between this viewpoint and the other extreme, that of literal 
interpretation of the elements in the equivalent circuit as inductances, 
capacitances, and resistances actually existing in the resonant system, 
there is a middle ground, because the LRC approximation to a solution 
of Maxwell’s equations can be a quantitative rather than a qualitative 
matter. 

In practice, one attempts (on the basis of intuition or experience) 
to derive a suitable equivalent circuit from the shape of the cavity and 
its observed behavior. From measurements, one then arrives at values 
of such quantities as y/C/L, \/LC, and R \/CjL that are meaningful, 
although the values of L, Rf and C derived from them may not be (or 

1 S. A. Schelkunoff, Electromagnetic Waves, Van Nostrand, New York, 1943. 
2 J. C. Slater, “ Forced Oscillations in Cavity Resonators,” RL Report No. 188, 

Dec. 31, 1942. 
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may be so only in a limited sense). The degree of complication of the 
equivalent circuit first assumed is dependent upon the particular situa¬ 
tion and the degree of approximation required. 

7*2. The Electron Stream as a Circuit Element.—The features of the 
magnetron cavity relevant to the following treatment are illustrated in 
Fig. 7*1; the nature of the electric fields is indicated by lines of force. 
In this discussion only the alternating component of the electric field 
E is considered; thus the field indicated by the lines of force contains a 
time factor cos crf, or in the conventional complex-variable notation e]0>t. 

The instantaneous value of the integral fE • ds across any one of the 
slots is substantially independent of the path of integration, provided 
the path lies entirely within the interaction space, so the integral can be 
considered to represent an instantaneous voltage across the slot; it is 

Fig. 71.—The electric fields in n magnetron cavity. 

an alternating voltage VeJU)t. In the principal or x-mode of oscillation of 
magnetron cavity V alternates in sign from one slot to the next, but it 
has the same magnitude for all of the slots, and this magnitude can at 
present be considered to be the a-c voltage developed by the cavity. 

A voltage amplitude V having been defined, a current amplitude 1 

can also be defined, simply by making use of the fact that i(/F) must 
equal the average power delivered by the electron stream to the resonant 
system. However, because there are also reactive effects connected 
with the electron stream, it is convenient to treat the current-amplitude 
T as a complex quantity in order to express the fact that it has a compo¬ 
nent in quadrature with the voltage. The power is then equal to 
one-half the real part of the product VI. 

The physical meaning of the current 1 can be understood by con¬ 
sidering the contributions of the individual electrons to the instantaneous 

VI product. An electron with vector velocity v at a point where the 

vector electric field is E makes an instantaneous contribution cE • v 
—► -4 

to the VI product. The significant terms in E • v can be calculated 
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by considering the interaction of the electron with the particular Fourier 
component of the electric field that rotates in unison with the pre¬ 
dominant motion of the electron stream. However, partly because of 
the complications in the motion of the electron (see Fig. 7-2a and b), 
—► *—4 

E • v contains many higher harmonics that are not pertinent to this 
discussion. The electric field of the significant component is illustrated 
in Fig. 7*2c; the fields and the electron stream may be considered to 
rotate together, in a clockwise direction. An electron near the cathode, 
as at A, makes only a very small contribution to the VI product because 

© 

Fig. 7*2.—(o) Actual path of electrons; (b) simplified path assumed for calcu¬ 
lations; (c) electric field configuration of the Fourier component that rotates in unison with 
the predominant motion of the electron stream. 

E is small near the cathode. Electrons at B absorb energy from the 
field and thus make a relatively large positive contribution to the real 
part of 7, whereas those at C make a negative contribution. Electrons 
at D make a positive contribution to the imaginary part of 7; those at 
E a negative contribution. Because of the space modulation of the 
stream, there is a preponderance of electrons at positions like C, so the 
total current has a negative real component. 

Having shown that the voltage V and the current 7 as applied to the 
electron stream have definite meanings, one can treat their ratio I/V 
as an admittance. Accordingly, the perimeter of the interaction space 
can be considered as a pair of terminals—in a generalized sense—at 
which the electron stream is connected to the resonant system, and the 
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complete assembly of resonant system and electron stream can be 
represented by the equivalent circuit drawn in Fig. 7*3. The terminals A 
represent the junction of the electronic current le = 7ei + j7ez and the 
load current 7z,. Because 7, and — 7L are identical, with the convention 
indicated in Fig. 7*3 for their positive directions, and V is common to 
the resonant system and electron stream, the relation 

F, + Yl - 0 (1) 

must always be satisfied (unless V = 0). 
The part of Fig. 7*3 to the right of A is composed of ordinary circuit 

elements—resistances, capacitances, and inductances—so its admittance 
has well-known properties.1 In particular, YL is independent of the 
amplitude V and depends only on the frequency v; that is 

Gl = Gl{v) and BL = Bj,(v), (2) 

For the moment it is supposed that these functions are known. Conse¬ 
quently, if under particular conditions of operation it is observed that 

A 
Fig. 7-3.—Equivalent circuit of the resonant system and the electric stream. 

the magnetron oscillates at a frequency «'/2tt and generates power/*', 
the conditions within the space charge can be computed by means of the 
following equalities: 

-G'e = GL(v'), (3) 

-B: « **(✓), (4) 

pi - (0* ■ <«> 

The components of the current can be found from the relation 7e = YeV. 
One thus has a procedure for evaluating experimentally the conditions 
within the space charge. 

The inverse problem of predicting v and P when the operating condi¬ 
tions are specified may now be considered. The method consists essen¬ 
tially of solving a system of equations made up of Eq. (2) and additional 

1 An electronic admittance, on the other hand, has properties that are quite 
different from those of the admittance of a passive circuit (which is composed only 
of condensers, inductances, and resistances). A passive circuit is linear; in other 
words, its admittance is independent of the applied voltage and depends only on the 
frequency, whereas electronic devices are necessarily nonlinear except for applied 
voltages of small amplitude—at large amplitudes, saturation effects always set in. 
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equations that contain the properties of the electron stream. These 
additional equations relate Ye to such quantities as the d-c voltage 
applied to the magnetron, the magnetic field, etc. The general nature 
of these relations will be taken up first. 

In a typical experiment on a magnetron, one applies a magnetic field 
(B, a d-c voltage V at the input terminals, and an impedance Z = R + jX 

at the output terminals. In turn, one observes that the magnetron 
oscillates at a frequency v, generates power P, and draws a direct current 
/ at the input terminals. The first four variables—<B, V, R) and X— 

have been set arbitrarily and can be termed the independent variables of 
the system. The values of the last three variables—v, P, and I—are 
fixed by the choice of the independent variables and by the inherent 
properties of the magnetron; v, P, and I are the dependent variables of 
the system. A somewhat different ordering of the original experiment 
would correspond to a different choice of independent variables—for 
instance, one might have decided to fix the input current I arbitrarily 
and let the input voltage V adjust itself accordingly. The essential 
fact is, however, that four independent variables and three dependent 
variables, or, generally, seven variables and three relations between them, 
are required to describe the fundamental properties of the magnetron. 

A convenient form for expressing these properties is the following set 
of relations: 

Ge = Ge{V, V, V, ffl), (6a) 

B, = BC(V, V, V, ffl), (6 b) 

I = I(V, V, P, ffl). (7a) 

An alternative form for Eqs. (6a) and (Gb) is 

t =. (Ge +jBe)\ = l(V, V, V, ffl). (76) 

A direct physical interpretation can be attached to this set of relations 
by considering an ideal experiment. Suppose that under particular 
conditions of oscillation the quantities involved in Eqs. (7a) and (76) 
have the values V', V', v', (B', and In principle, the part of the 
system to the right of the terminals A in Fig. 7*3 can be replaced by a 
generator that has an output voltage Vf and frequency v* \ the conditions 
to the left of A remain unchanged, and all the variables listed above 
must retain their original values. By varying (B, V, V, and v and 
observing I and Ie all possible conditions of oscillation can be duplicated 
and the results expressed in the form of Eqs. (6a), (66), and (7a) or 
alternatively Eqs. (7a) and (76). In addition, the relations could be 
extended by means of such experiments to ranges of the variables that 
do not correspond to any stable state of oscillation. For example, it is 
plausible that for very large values of V, saturation effects of some sort 
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would set in, and the real component of Ie (and therefore Ge) would 
become positive, which would entail the absorption rather than the 
generation of alternating-current power by the electron stream. Actu¬ 
ally, information about the functions (6a) to (76) has to be obtained 
principally from data on stable states of oscillation, but it is important 
to realize that the functions have meaning for extended ranges of the 
variables. 

It so happens that in most of the applications of relations (6a) to 
(76) only a small range of the frequency v is of interest. For example, 
if one is concerned with the effect of the external load on the performance 
of a fixed-tuned magnetron, one need consider frequencies that differ 
from the “normal” frequency of oscillation v0 by at most a few per cent. 
In handling such problems it is very convenient to make the approxima¬ 
tion that the relations (6a) to (76) do not involve the frequency at all— 
relations evaluated at v0 are used throughout the entire range of v. 

Evidence showing that this procedure is permissible will be discussed 
later. Inasmuch as there will be no ambiguity about in problems 
of the type indicated, it will be convenient to have available for reference 
the relations (8a) to (96) in the following approximate forms: 

ae = g<(V, f, ©), (8a) 
Be = B,(V, V, (B), (86) 

7 = I(V, V, a), (9a) 
Ie = Ie(V, V, a). (96) 

In practice, the functions (8a) to (96) are known only in the form of 
tabulations of experimental data. It has not seemed feasible to fit 
analytical equations to the data, and the relations are actually used in 
the form of graphs; but since a function of three variables cannot be 
represented by a single two-dimensional curve, only partial relations 
can be expressed. For example, if in Eq. (8a) V and (B are held at 
fixed values, Ge can be plotted against V. Such questions as which 
variables should be held fixed are matters that have to be adapted to 
the particular problem in hand. Therefore, any attempt to carry through 
the present discussion on the basis of a specialized form of the relations 
would involve much graphical solution of equations, replotting, etc., 
and it seems preferable to adopt a somewhat general viewpoint. For 
the present, it will be taken for granted that the necessary information 
about relations (8a) to (96) is available and that it can always be put into 
a desired form by the appropriate computational procedures. 

One may now consider the problem that initiated the discussion of 
relations (6a) to (96), namely, that of predicting the frequency of oscil¬ 
lation v and the power output P from the known properties of YL and Ye 

[the approximate forms (8a) to (9a) will be used]. If a magnetic field 
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(B' and a d-c voltage V' are applied to the magnetron, the real and 
imaginary parts of Eq. (1), with Eqs. (2), (8a), and (9a) substituted into 

it, become 

Gl(p) + Ge(V', f, «') = 0, (10) 
Bl{v) + Be(V', f, ®0 = 0. (11) 

These two equations may be solved for V and v; the solution V', v1 then 
substituted along with F' and <B' into Eq. (9a) to obtain and the' 
problem thus completed. A graphical solution would take the following 
form: 

The pair of relations 

G = CnXv) and B = BL{v) (12) 

are the parametric equations for a curve in the GB plane. Such a curve 
is illustrated schematically in Fig. 7-4, where the variation of the param¬ 

eter v along the curve is represented 
by the small circles that mark off equal 
increments in v. (The fact that only a 
small range of v is represented has been 
indicated by marking off Av rather v.) 

Similarly, the pair of relations 

G = -G,(V, V, «') 
and 

B = -B,(V\ V, «') (13) 

are the parametric equations for a 
second curve which is also illustrated 
in Fig. 7-4. The variation of the pa¬ 
rameter F along this curve is indicated 
by a scale. According to Eq. (9a), I 

also varies in a perfectly definite man¬ 
ner along this curve [that is, I = 7(F', 
F, ©')], and its variation is indicated 

by a second scale. A curve of this type is sometimes termed an “ operat¬ 
ing curve”; other sorts of operating curves may be drawn, however, so 
when a distinction must be made, the present type may be referred to 
as “an operating curve at constant F.” 

The intersection of the two curves indicated in Fig. 7-4 by the point S 
is a solution to Eqs. (10) and (11). At the intersection S the values of 
V', I', and vf can be read from the scales attached to the curves. 

It has thus been shown that the operating curve for <B = (S', F = F' 
is the curve defined by the simultaneous equations G = —G>(F', f^, ©') 
and B = — Be(V', V, <B') and that the operating curve for (B = (B', 

Fig. 7-4.—Admittance plots in the 
GB plane for a magnetron operated 
at constant (B and V. 



Sec. 7-3] ANALYSIS OF THE RESONANT SYSTEM 297 

7 = /' is the curve defined by the system of equations G — — Ge(V, F, (B'), 
B = — Be(V, F, ©') and V = Z(F, F, (B'). If, however, one should 
wish to take into account the fact that the d-c power supply (or modula¬ 
tor) used to drive the magnetron has an internal voltage drop that varies 
with the current drawn, the appropriate operating curve can in principle 
be obtained as follows: Suppose that F and I are connected by a relation 

r = /(/) (i4) 

and that (B = (B'; then the operating curve becomes simply a plot of the 
function (14) in the curvilinear coordinate system formed by the various 
eonstant-F and constant-/ operating curves for (B = (B'. 

Diagrams of the general type of Fig. 7*4 provide a means for the direct 
interpretation of many aspects of magnetron behavior. The curve 
Y = Yl(v) has the important property of depending entirely on the 
system that lies to the right of the terminals A in Fig. 7*3. Thus any 
effect that accompanies a change in either the resonant system or the 
external load can be interpreted in terms of the corresponding shift of 
the Yl curve. In the same way, the curve Y = — Ye depends only on 
what is to the left of the terminals A, so that all effects which are con¬ 
nected with changes in the input conditions (F, /, (B) can be interpreted 
in terms of shifts in the — Yc or operating curve. 

The loop in the curve Y = YL(v) of Fig. 7*4 strongly suggests the 
possibility that Eqs. (10) and (11) may sometimes have more than one 
solution. Since multiple solutions present a special set of problems, 
discussion of them will be postponed to Sec. 7*4. In addition, there is 
the possibility that a solution to the equations may represent an unstable 
state of oscillation; the question of stability will also be taken up in 
Sec. 7-4. 

7*3. Analysis of the Resonant System.—In the foregoing discussion 
it was assumed that the properties of the part of the system to the right 
of. terminals A in Fig. 7-3 were known in the form of the functions 
Gl(v) and Bl(v). These functions, whose specialized forms are analyzed 
in this section, contain combined properties of the system (magnetron 
cavity + output coupler + lead + transmission line + termination). 
An example of such a system is illustrated schematically in Fig. 7*5a. 
The divisions between the various components is to some extent a matter 
of convention. 

Oscillation of the magnetron in only the ir-mode is considered, and 
it is assumed that the resonances of the other modes of the cavity are 
well enough separated from the 7r-mode resonance so that their presence 
may be ignored. That is, the frequency of oscillation is considered to 
be much closer to that of the ir-mode resonance than to any other mode, 
and it is then possible to analyze the system in terms of the equivalent 
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circuit drawn in Fig. 7-56, The parallel-resonant circuit has constants 
that are appropriate to the cavity alone (with the output loop completely 
removed from it); it thus contributes an admittance Yv at the terminals A. 

When the loop, with the remainder of the load system attached to it, 
is inserted into the cavity, the admittance at A is augmented by an 
admittance Y(; thus 

Yl = Yt + 1',. (15) 

The terminals S in Fig. 7*5b represent an arbitrary division between the 
magnetron proper—which will be treated as a fixed system—and what- 

(<•) (d) 
Fio. 7-5.—(a) The components of the resonant system; (b) representation of the resonant 

system of Fig. 7*5a; (c) equivalent circuit of Fig. 7'5b; (d) simplification of Fig. 7'be. 

ever power-absorbing equipment one chooses to attach to it. The 
admittance Ys of that part of the system to the right of S will be treated 
for the present as a known function of the frequency inasmuch as its 
evaluation does not involve any properties of the magnetron. The 
transducer D-S in Fig. 7*55 is a device introduced to express the fact that 
at any given frequency the currents and voltages at D and at S are con¬ 
nected by linear relationships. In terms of admittances these relation¬ 
ships take the form 

r __ dYs + 6 
‘ " <B Ys + (16) 
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where Cfc, <B, <5, and SD are complex and are functions of the frequency. 
The general properties of relations of this type and methods for evaluating 
the quantities Ot, <B, 6, and 3D or their equivalents are described in Chap. 
5. For some purposes it may be convenient to replace the transducer 
D-S by an equivalent chain of transducers connected at intermediate 
pairs of terminals. For example, it may sometimes be desirable to 
bring the terminals 0 of Fig. 7-5a into evidence in the equivalent circuit. 

In order to concentrate attention on the most interesting features of 
the resonant system, the approximations will be made 

1. That the transducer D-S is free of electrical losses. 
2. That the coefficients of Eq. (16) can be treated as constants over 

frequency bands a few per cent in width. 

The special effects associated with the quantities neglected in the first 
of the two approximations are treated in Chap. 5, and the effects that 
are connected with the frequency sensitivity of the transducer are dis¬ 
cussed in Sec. 7*5. 

As a result of the approximations introduced above, Eq. (16) can 
be written in the form 

y _ d\s + jc 
e jbYs + a 

(17a) 

where a, 5, c, and d are real constants. It is possible to represent a 
relation of this type by an equivalent circuit composed of a shunt suscept- 
ance 0, an ideal transformer of turns-ratio Zr, and a length l of trans¬ 
mission line of the same characteristic admittance M as the output 
transmission line. Accordingly, the circuit of Fig. 7*5b can be made 
exactly equivalent to that of Fig. 7*5b; and if the admittance of the output 
transmission line is evaluated at the reference plane T instead of at S, 
Eq. (17a) takes the form 

Y< « jP + £ Yt. (176) 

The circuit of Fig. 7*5c can, in turn, be replaced by the simpler circuit 
of Fig. 7*5d in which the parallel-resonant circuit has a resonance fre¬ 
quency of vv instead of vv, where 

vv = (18) 

To make use of the circuit of Fig. 7*5d, the admittance in the output 
transmission line must be computed at the reference plane T instead of 
at S. The reference plane T can, of course, be translated any 
integral number of half wavelengths (\v) toward or away from the 
magnetron, but by properly choosing T it is possible to compensate to 
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some extent for the errors introduced by the simplifying assumption 
originally made, namely, that the coefficients a, b, c, and d of Eq. (17a) 
are independent of frequency. The best choice of T can be determined 
for the particular magnetron from cold-test measurements or from a 
Rieke diagram. 

It follows, then, that if the admittance in the output transmission 
line is computed with respect to an appropriately chosen reference 
plane, the resonant system of the magnetron viewed at the terminals A 
will behave approximately as a parallel-resonant circuit shunted by an 
admittance equal to (l/A*2)Fr. The properties of a parallel-resonant 
circuit will thus be referred to frequently in the succeeding sections, and 
in order to provide a convenient summary of the notation and the various 
approximate formulas that will be used a review of the pertinent proper¬ 
ties of this type of circuit is given below. 

In the notation of Chap. 5, the admittances that have so far been 
introduced in this chapter are properly written 

F„ Yl, Yv, Fe, Ya, and YT. 

Inasmuch as the direction of these admittances will remain consistent 
throughout this chapter, however, the arrows will be omitted in the 
following treatment. 

Usually impedance and admittance formulas are developed on the 
basis of sinusoidal voltages and currents expressed as exponentials, viz., 

I = and V = velwt. 

It is equally feasible to develop the formulas for positively or negatively 
damped sinusoidal voltages and currents, also expressed as exponentials: 

I = ief>t and V = vcpt 

where p = £ + jco. That is to say, impedances and admittances can be 
defined for a complex frequency p/2wj as well as for a real frequency 
v = co/2t. Later on, the complex frequency will be used in the treat¬ 
ment of transients by approximating a voltage of varying amplitude 
V = f(t)eJU>t as a pure exponential V = ve(i+i03)t, where £ = (d/dt) In V(t). 

A circuit composed of an inductance L, a capacitance C, and a resist¬ 
ance R =‘1/(7, all connected in parallel, is a convenient prototype. For 
this circuit, the condition for the conservation of charge can be written 

cw + GV + z f!Vdt = const‘ (19) 

The general solution to the equation is 

V = Cie*.‘ + C2e*.**, (20) 
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P« = So + j \/wo - £o> Po = fo - j Vo? - fo, 

£< - 2C’ ■ vro' 

The Q of the circuit is defined by the relation 1/2Q = — fo/co0- The 
two terms in the right-hand side of Eq. (20) represent the two natural 
oscillations, or modes, of the system. 

For an impressed voltage of the type V = ve,u the admittance and 
impedance of the circuit are given by the formulas 

Y-G+jB-l.C^J^^SQ (21) 

or 

z = i (— - + —3r)> (22) 
C\p — Po P - Po) 

where 

a = 
P<J 

po 

Po 

If the usual convention of representing a sinusoidally applied voltage 
V = vci<at by a positive value of w is adopted, then for a real frequency 
w/27r, Eq. (21) can be written in the forms 

Y = \ = G + jCV, (23a) 
Z \coo a> / 

= >/r[e+J(s-?)} (23l,) 
All of the foregoing formulas are exact, but it is generally more 

convenient to use approximate formulas that are accurate only to first- 
order terms in £/a>o, £oA>o and (co — o)0)/m. Ordinarily there will be no 
loss of accuracy in using these approximations, because the use of a 
parallel-resonant circuit to represent the properties of a complicated 
cavity for frequencies near one of its resonances is usually in itself signifi¬ 
cant only with regard to first-order terms in these quantities. If Eq. (21) 
is expanded, then an approximate formula is obtained which can be 
written in any of the following ways: 

where 

Yc = Co o = 

Y - \ = 2C(p - po), 

(24 a) 

(246) 
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and 

where 

b = 
O>0 

0)0 

V — Vo 

Vis 
Xo - \ 

Xo 

(24c) 

When the constants of the equivalent circuit are derived from impedance 
measurements, the following relations are used: 

ojo = o)|#«o or 

1 dB\ 
Vo = v\b~o, 

1 dB\ 
2o)o die \ji -- o 2vo dv B~ 0 

Qo 

1 
Yc 

G 5*0- 

(25a) 

(255) 

(25c) 

It is sometimes convenient to repre sent the combination of a parallel- 
resonant circuit and a shunt admittance Y' = G' + jB' by an equivalent 
parallel-resonant circuit that has a resonance frequency different from 
that of the original one. Thus 

Yc (I- + j2 - - Wo) + G' + jB' 
\Vo o)o / 

where 

+ j2 

J_ I , G' 
Qo Qo+ yc 

and 
2£' 

Fc* 

(26) 

Returning to the resonant system of the magnetron, Eq. (15) may be 
expressed in the form 

where 

and 

Yh = Yr + Yf, 

Yv =GV+ j4wC(v - vv) + j(3 

(27) 

It is frequently convenient to express YT in normalized form, that is, as 
yT = Yt/M, where M is the characteristic admittance of the output 
transmission line; this gives 

M 
YL = Gv + jiwC(v — vv) + j/3 + p- 2/r. (28) 

Equation (28) is often used in either of the forms of Eq. (29) or (30) 
given below. The subscripts {7, E> and L that appear in these equations 
will be used consistently to denote the following: 
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U = characteristic of the “unloaded” condition of the resonant 
system, 

E = contribution connected with yr = Qt + for, 
L = characteristic of the “loaded” condition of the resonant system. 

When the variation of yT with frequency can be ignored, Eq. (28) can 
be written as 

Yl = GL+j4wC{v - vi). (29) 

Inasmuch as the difference between Yc = Ccoo and CW is small, Eq. (29) 
can also be written as 

Y, ,Y^ +2,(30) 

where 

JL = J_ . J. 
Q i. Qu Qf. 
J_Gv 

Qv Yc 
JL _ M gr, 
Qf k* Yc* 
Vt — Vu + VK, 

0 
* “ * “ 4-c. 

(31a) 

(31 b) 

(31 e) 

(32a) 

(326) 

vK = 
Mbr 
k- C‘ 

(32e) 

The special case where the output transmission line is matched 
(i.e., yT = 1) is of particular significance. For the present, the values 
of Ql, vh, etc., for this case will be indicated by the subscript M, viz., 
Qtu, Qem, etc. By making use of these quantities, Eq. (28) can be put 
into still another form: 

Yt = Yc Q- + 2j " -—VL 'r + - yr\ (33) 

Equation (33) is especially useful because Qv, vlm) and QEm can be derived 
very simply from the “Q-circle” wrhich is obtained by making impedance 
measurements looking into the terminals T from the output transmission 
line (see Chap. 5). By using for Qu the value obtained in this way, one 
compensates in part for the electrical losses inherent in the output circuit. 

With the derivation of Eq. (33) the properties of the resonant system 
and output circuit of the magnetron have been taken into account, but 
the term yT in Eq. (33) still remains to be considered. In general, yT 
is a function of the frequency, but the nature of this function depends 
very strongly on the particular type of system that is to the right of the 
terminals T in Fig. 7 5a. 
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In one extreme, yr is essentially independent of frequency (as when 
the transmission line is perfectly terminated), and Yl then has the 
frequency dependence of a parallel-resonant circuit as illustrated in 

(6) Fig. 7-6a replotted in terms of Gl vs. Bl• 

Fig. 7*6a; the YL(v) curve is simply a straight vertical line with the 
frequency varying uniformly along it, as in Fig. 7*6b. In the other 
extreme, the load has a complicated spectrum of resonances (as when 
numerous reflections take place in the output transmission line), and 

the components of YE = GE + jBE vary with frequency in the general 
fashion indicated in Fig. 7*7a; Gv and Bv are also shown. Figure 7-7b 
shows Bl(= Be + Bv) as a function of Gj,(= GE + Gv)- 
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7*4. Interactions between Space Charge and Resonator.—In the 
previous section it was shown that the state of oscillation of a mag¬ 
netron could be obtained from the intersection of two curves in 
the GB plane such as those given in Fig. 7*4. It was also indicated 
how the operating curve Y = — Ye(V}a) could be derived from system¬ 
atic observations on the performance of the magnetron and how 
the admittance curve Y = Yl(v) could be computed from known 
properties of the magnetron cavity, output circuit, and load. The 
symbol a stands for whatever input parameter is considered to be 
variable. For instance, one may wish to consider a set of operating 

Fig. 7-8.—Stability diagram on the basis of the load and operating curves. The 
condition for stability is that the angle a, between the vectors dYi/dta and d( —F,)/d, 
measured in a counterclockwise direction, must lie between 0° and 180°. 

curves for various constant values of 7, of V, or of F0 where F0 = V + RL 
When the discussion does not concern changes in input conditions, a 
will be omitted. The various types of phenomenon that are connected 
with the intersections of the curves and with displacements or distortions 
of one or the other of these curves are discussed below. 

General Considerations of Stability.—It is evident that when the YL 
curve has loops, as illustrated in Fig. 7-76, the operating curve can 
intersect it in several points. It has been stated previously that some 
of these intersections may correspond to unstable states of oscillation; 
the present discussion is concerned with a rule that may enable one to 
distinguish between the stable and the unstable states. A necessary 
condition for stability can be derived on the basis of Fig. 7-8 and the 
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following consideration: If by any means V is made to take on a value 
V" different from the value F' that it has at the intersection of the load 
and operating curves, the system can be stable only if there exists a 
natural tendency for F to return to the value F'; it will be unstable if 
the anomaly in F tends to increase with time. 

The condition of the space charge for F = F" will be represented by 
the point F" on the operating curve shown in Fig. 7*8. At first sight, 
this condition might seem to involve a contradiction, since the relation 
Fl(co) + Ye(V) = 0 is not satisfied at 7". However, the curve 

Y = Yl( «) 

holds only for steady-state conditions, that is to say, for V = constant. 
When V = F", the amplitude F changes with time, or, in other words, 
the frequency is complex. Through the point F" there passes another 
admittance curve Y = Y L(<*>,£')• If £' is negative, the amplitude F 
is decreasing with, time; if positive, increasing. Thus if (F" — F') 
and £ have opposite signs at the point F", F must tend toward F', and 
the system is stable at F'. The problem consists then of the determina¬ 
tion of the sign of £'. 

The problem can be solved by making use of the fact that YL is an 
analytic function of the complex variable p = £ + jw. This circumstance 
enables one to derive the necessary information about the dependence 
of Yl on £ from its known dependence upon co. For values of F that are 
nearly equal to F', the variation of £ along the operating curve can be 
obtained from the relation 

dYL 
dp 

dp + -~edV = 0, 
dV 

(34) 

where dY,JdV is taken along the operating curve. Since Yis an 
analytic function of p, dYi/dp — dYL/d(j<j>) = —j(dY,,/du), so Eq. (34) 
can be written 

[In Eq. (35) dp/dV and d(—Ye)/dV are directional derivatives along 
the operating curve; dYL/du is a directional derivative along the F(«) 
curve.] Since £ = 0 at V’1, it is necessary that the real part of dp/dV 
be negative at V' in order for £ to be negative when f is positive. 
The derivatives in the right-hand side of Eq. (35) can be expressed as 
vectors in the manner indicated in Fig. 7-8. In terms of these vectors, 
the condition for stability is that the angle a measured between the 
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SYl/So> and d( — Ye)/dV vectors in a counterclockwise direction must lie 
between 0 and +180°. 

The various types of intersection that can occur between the load 
and operating curves are illustrated in Fig. 7*9. According to the cri¬ 
terion just derived, the intersections D, E) and F in this figure represent 
states of oscillation that are inherently unstable, whereas at intersections 

G 

Fig. 7*9.—Types of intersection between the load and operating curves. 

A, B, and C oscillations might be stable. With regard to these latter 
intersections two questions arise: 

1. Can the system oscillate simultaneously in more than one of the 
possibly stable states? 

2. If the system can oscillate in only one state, which of the possibly 
stable intersections represents the preferred state? 

Inasmuch as these questions are of considerable practical importance, 
they will be discussed in some detail, even though a complete answer to 
them cannot be given. 

As far as is known, a state of oscillation that corresponds to an 
intersection of type C in Fig. 7-9 has never been observed. This inter¬ 
section represents a somewhat peculiar combination of conditions; 
namely, the negative of the electronic conductance —Ge increases with 

and the load-susceptance Bl decreases with frequency. The condition 
is necessarily connected with the presence of a loop in the YL curve, 
since in the absence of such a loop BL increases with increasing frequency 
(see Fig. 7*6). 

A second important general observation is that the magnetron does 
not oscillate at two frequencies simultaneously. This must mean either 
that there is involved some sort of selection process which operates in 
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favor of one or the other of the intersections or that simultaneous oscilla¬ 
tion at two frequencies is an inherently unstable state. In discussing 
this matter further, it is necessary to make a distinction between pulsed 
magnetrons and c-w magnetrons. In the case of pulsed operation, one 
is interested primarily in “turn-on” phenomena, while in the case of c-w 
operation one is interested also in the way that the magnetron behaves 
when adjustments are made in the load or in other operating conditions 
without interrupting the applied voltage V. 

Consider c-w operation with oscillation established at some intersec¬ 
tion such as B in Fig. 7-9. If the voltage applied to the magnetron (or 
the magnetic field) is altered gradually, the — Yt curve will move so that 
the intersection B travels along the YL curve. It can happen that the 
intersection B suddenly disappears, as when the operating curve first 
becomes tangent to the top of the loop and then moves completely 
beyond the loop. In that case the frequency becomes complex; and 
according to the argument applied in connection with Fig. 7-8, { is nega¬ 
tive,1 so the state of oscillation that involves this particular intersection 
becomes positively damped and thus dies out. It seems plausible that, 
in general, oscillations will start up again and the steady-state will then 
be established at an intersection such as A, although it is conceivable 
that oscillations might not be reestablished. Similar arguments can 
be applied to the case where the YL curve is altered by some adjustment 
of the resonant system. This adjustment might consist of a change in 
the external load or a change in the tuning adjustment of a tunable 
magnetron. In these cases the YL curve either will suffer a simple 
translation or will be made to go through some snakelike deformations, 
and pairs of intersections can coalesce and then be extinguished. While 
the above considerations must apply generally, it is also possible for an 
established state of oscillation to become unstable for reasons other than 
the vanishing of an intersection in an admittance diagram. It might 
happen that at some critical condition it becomes possible for oscillations 
at some other frequency to build up and make the initial state unstable. 
This possibility will be discussed later on in this section. In any case, it 
is understandable that in c-w operation a certain amount of hysteresis is 
observed in changing from one state of oscillation to another. 

In pulsed magnetrons, one is concerned principally with erratic 
selection of the frequency of oscillation at successive pulses. (Hysteresis 
effects ordinarily do not occur; and when they do, they must be attributed 
to such secondary causes as thermal lags.) Considerable experience has 
been accumulated in two rather different types of situation. One con¬ 
cerns the performance of the magnetron when it feeds into a moderately 

1 This statement presupposes that with increasing frequency a loop is always 
traversed in a clockwise direction. From experience, this seems to be the case. 
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long, mismatched transmission line; the other concerns the use of auxiliary 
cavities coupled to the resonant system of the magnetron for the purpose 
either of tuning it or of stabilizing the frequency. In the case of the long 
line, it seems that the selection of frequencies is erratic when the two 
intersections (between the — Ye and the Yh curves) are close together. 
When the intersections are well separated, the one that occurs at the 
lower (or lowest) value of GL is preferred. (The subject of long trans¬ 
mission lines is treated in detail in Sec. 7-6.) The general problem of an 
auxiliary cavity involves a much wider variety of YL curves than does 
the mismatched transmission line, and no simple rule for the selection 
of intersections is universally applicable. In some situations the “mini¬ 
mum conductance rule” just stated provides some correlation for the 
observed behavior, but the general case is not at all clear. 

Multiple Stable Intersections of the Load and Operating Curves.— 
Considerations of stability that are based entirely on the intersections 
of the — Ye and Yl curves have an inherent flaw; they rest on the assump¬ 
tion that oscillations at more than one frequency are never present. 
While this assumption is justified by experience as far as steady states 
of oscillation are concerned, it is entirely unjustified with regard to 
transient states. To state the case more exactly, it has been assumed 
that the instantaneous a-c voltage Vi is of the form 

Vi = a exp (£ + ju)t. (30) 

However, there is no reason why a voltage of the form 

Vi = aiePlt + a2ePit +••• + ••■ (37) 

where pk = h + cannot exist temporarily in the system, and the 
stability relations derived on the basis of Eq. (37) may be quite different 
from‘those derived on the basis of Eq. (36). 

The Yl(v) curve does not give any very direct indication of the 
response of the resonant system for a voltage of the form of Eq. (37), 
and there thus seems to be some advantage in approaching the problem 
from a somewhat different viewpoint, namely, the consideration that 
one is dealing with coupled circuits or with a system that has several 
natural modes of oscillation. It is to be noted that the word “mode” 
as it is used here has a context somewhat different from the one that it 
usually has in discussions of magnetrons. Usually the modes that are 
mentioned are the natural modes of the magnetron cavity either unloaded 
or with a nonresonant load coupled to it, each of these modes having its 
own peculiar configuration of electric fields in the interaction space of 
the magnetron. However, under conditions where there are irregularities 
in the load curve one is dealing with the natural modes that arise when 
the r- or AT/2-mode of the cavity is coupled to a highly resonant external 
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system but where the fields in the interior of the magnetron are always 
those characteristic of the 7r-mode. 

The occurrence of loops or other irregularities in the Fl(w) curve is 
in itself evidence that more than one mode of oscillation of the resonant 
system is possible. According to a general result of circuit analysis the 
impedance of any passive circuit at a pair of terminals can be expressed 
in the form 

ft1_, ft 2 , 

p - Pl p — P2~t 

~^1 + - a‘* * + 

V - Pi P-V* 

+ 6o + hip, 

where the pks are the natural modes of the system when it is open- 
circuited at the terminals. In any physical passive system the pk s 

are complex, and their real parts ({^s) 
must be negative, for in a passive 
system all resonances are necessarily 
positively damped. For high-Q reso¬ 
nances, which are the sort that will 
generally be dealt with here, the f^s 
are relatively small; that is, 

'ik Wu<<Uk- 

A term ak/(p — pk) becomes espe¬ 
cially important when (p — pk) is 
small, and if a particular pk—say 
pi—is quite different from any of 

Fiu. 7-io. A plot of zm of Eq. (39). ^ others, then for p nearly equal 

to pi Eq. (37) can be approximated by just its first term. If £1 is small, 
then ai necessarily has a small imaginary part that can be neglected 
(otherwise Z will have a negative real part for some values of w) and 

Y = ^ « 2Ci(p - pi) where 2Ci = (39) 

This is just the state of affairs which enables one to approximate a 
complicated circuit by a simple parallel-resonant circuit, because Eq. 
(39) is the same as Eq. (246). The curve of Y(o>) for Eq. (39) has the 
form shown in Fig. 7-66, and the curve Z(w) in the RX plane has the 
form illustrated in Fig. 7*10. 

When two or more of the pk s are nearly equal, things become more 
complicated. To keep the illustrations reasonably simple, it will be 
assumed that pi and p2 are nearly equal in Eq. (38) but that they are 
very different from any of the remaining pk&. Then for p nearly equal 
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to pi and p2 the first two terms are of comparable importance, and the 
simplest useful approximatiop to Eq. (38) is the sum of the first two terms. 
For simplicity, it will be assumed that aj and a2 have negligible imaginary 
parts1 so that, in analogy to Eq. (39), one may write 

or 

where 

and 

7 « J__1_ 4. J_L_ 
2Ci p - pi 2C2p - p2 

2c (P Z P*)(P ~ P»), 
V ~ Po 

C - 
CiC2 

Ci + C2 

(40) 

(41) 

Cip i + C2p2 
"‘Cl + c2 " 

It is evident that for a certain range of p the properties of the system 
can be represented by the equiv¬ 
alent circuit to the right of the 
terminals A in Fig. 7*lla. The 
Z(cj) and Y(«) curves have the gen¬ 
eral forms illustrated in Fig. 7-116 
and c. To a first approximation, 
|Z(«)| has a maximum and | Y(w)| 
has a minimum for co = an and 
co = co2; |Z(«)| has a minimum 
and 17 (co) | a maximum for co = co0. 

When the terminals A are open- 
circuited, the system has the 
natural modes pi and pA\ when 
the terminals A are short-cir¬ 
cuited, the system has the natural 
mode po- When any admittance 
y', which varies only very slowly 
with frequency, is connected 
across the terminals A, the system 

(*>) (c) 

Fig. 7*11.—(a) Equivalent circuit repre¬ 
senting the case of two possible transient 
modes of oscillation; (b) the Z(d>) curve for 
the circuit of Fig. 11a; (c) the Y(a>) curve 
for the circuit of Fig. 11a. 

has normal modes that are solutions of the quadratic equation 

2C{p - pi)(p - p2) + Y'{p - po) = 0. (42) 

1 In the general case this is not necessarily true, and the equivalent circuit in 

Fig. 11a may not be appropriate. This point is discussed, for instance, by Bode 
in Network Analysis and Feedback Amplifier Designy Van Nostrand, New York, 1945, 

p. 202. The general argument to be outlined can be applied equally well to any 
circuit, but for purposes of illustration a circuit has been chosen that brings the 

normal modes directly into view. 
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If Y* represents a passive circuit element, the solutions necessarily have 
negative real parts; but if Y' has a negative component of conductance, 
it is possible for one or more of the solutions to have positive real parts. 
In the latter case it is possible for one or more modes of oscillation in 
the circuit to build up from any slight disturbance of the system such as 
might arise from thermal excitation or any other source of noise. 

For the present it will be taken for granted that it is sensible to 
substitute the electronic admittance Ye for Y' in Eq. (42). Since the 
aim here is simply to illustrate the qualitative aspects of the problem, 

<i> 

(a) (6) 

Fig. 7*12.—(a) The general behavior of the roots qiG, and qvGc plotted in the w — £ 
plane for the indicated negative values of Ge; (b) the related Fz(0,w) curve. The G-axis 

coincides with the operating curve —GCV. 

it is also assumed that Ye is a pure conductance. To proceed further, 
one must find how the roots of the equation 

2C(p - pi)(p - pa) + Ge(p - p0) = 0 

vary when Ge takes on negative values. There are two roots, p = qi(Ge) 
and p = g2(G>); these can be plotted in the p (or £, o>) plane and will 
trace out a curve as Ge varies. When Ge = 0, the roots are, of course, 
pi and p2; that is, #i(0) = pi and g2(0) = p2. When (?«—> — oo, one 
of the two roots must approach po (which of the roots does this depends 
in a rather complicated way upon the values of px, p2, and p0), and the 
other root must approach (+°°,0). The general behavior of the roots 
for negative values of Ge is illustrated in Fig. 7T2a. The related 3^(0,«) 
curve is shown in Fig. 7*126. 

According to the simplifying assumption made above—that Ye is a 
pure conductance—the operating curve in Fig. 7*126 lies along the (7-axis. 
It intersects the Fx(0,co) curve in the points a, /3, y and these points 
correspond exactly to those similarly labelled in Fig. 7*12a, where either 
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qi or q2 is a pure imaginary. The criterion for stability based on Fig. 
7*8 is fulfilled at a and y provided bGe/bV > 0 and at 0 provided 
bGe/bV* < 0. That criterion, however, is only a necessary condition for 
stability inasmuch as its fulfilment insures merely that a state of oscilla¬ 
tion is stable against its own transients. We wish further to find out 
which of the states listed above are stable against transients of other 
modes of oscillation; this can be done by means of Fig. 7T2a. 

The point a is associated with a value of — 2.8 for Ge and 0 with a value 
of —7.2. For both of these values of Ge the real part of q2 is positive and 
this circumstance implies that a mode of oscillation associated with q2 will 
build up exponentially from any small disturbance. Consequently one 
may conclude that neither a nor 0 represents a truly stable state of oscil¬ 
lation. At the point y, on the other hand, the value of Ge is —1.2 and for 
this value there is no q that has a positive real part; consequently y 
represents the one completely stable state in the present example. The 
above conclusions, however, are based on the assumption that the 
space charge can be treated as a linear circuit element, which is obviously 
an oversimplification. If the conclusions were valid, it could happen only 
as the result of exceedingly improbable circumstances that either one of 
two modes could be stable alternatively under identical operating condi¬ 
tions, whereas such instances are commonly observed with c-w magnetrons. 
Therefore the next step is to inquire how the foregoing considerations can 
be modified so as to take into account the nonlinearity of the space charge, 
particularly when the voltage contains components of different frequencies. 

A voltage of the type expressed by Eq. (37) can also be expressed as a 
sinusoidal voltage with superimposed amplitude and frequency (or 
phase) modulations; that is, 

Vi = V{t)e^‘+^l (43) 

If, in Eq. (37), the £’s are relatively small and the differences between 
the w’s are also small, V and <f> in Eq. (43) are slowly varying functions 
of the time; thus the modulations are slow. Since no fundamental 
change in the symmetry of the electric fields in the interaction space of 
the magnetron is involved, the electron stream, or “ space-charge wheel,” 
can readily accommodate itself to the slow modulations. That is to say, 
the relation between V and le must be practically the same as for steady- 
state operation, although they both vary with time. Thus 

Tei - 7.(0 exp [jut + i$(0L (44) 
where 

7.(0 « UV(t)l (45) 

For the present purposes it is sufficient to consider a case where Eq. 
(37) contains just two terms, one much larger than the other, and where 
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the frequencies are real, in which case Eq. (37) can be written as 

F, = fV“'‘ + Fsc'"‘ = + <re,Qt), (46) 

where a = F*/Fi « 1 and 0 = o>2 — wj. For this case Eq. (43) takes 
the form 

f, = (Fi \/l + 2<r cos i'll + o-2) [exp (jjit + j tan-1 ^) 1 
* l \ 1 + CT COS lit/ J 

(47) 
which can be approximated by 

f, = [f\(l + o- cos Qt)] |(1 + ;V sin SU) exp (jW)] (48) 

Equation (45) can be approximated by 

Te — Te(Vi) + ( lr2 cos ilt — Te(Vi)(l + 8 cos iU)y (49) 
\d\/v=Pi_ 

where 

= (hdJi\ 
\h dV)v=v. 

« 1. 

Thus Eq. (44) becomes 

Li = L(Vi)(l + 5 cos 120(1 + 2<* sin wit)eiont. (50) 

If the term in a8 is neglected, Eq (50) can also be written 

L = 7.(f i) (l + 8 + e>* + (51) 

We assume that the cross term in coi — 12 = 2a>i — u> can be ignored; 
then Eq. (51) can be written 

The terms in parentheses evidently are the effective admittances for the 
respective voltage components in Eq. (46). 

In what follows 7e will be treated as a real quantity, in accordance 
with the simplifying assumption made previously that the operating 
curve lies along the (7-axis. (If le were considered to have an imaginary 
component, the real and imaginary parts could be treated independently 
in the way indicated above.) A plot of — Ie (actually, of the real compo¬ 
nent of — le) against V is presumed to be of one or the other of the general 
types illustrated in Fig. 7T3a and c; corresponding operating curves are 
shown in Fig. 7-136 and d. The solid parts of these curves correspond to 
observations made on steady-state oscillations; the dotted parts are 
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based on indirect evidence discussed in Chap. 8. When the magnetron 
is oscillating steadily at frequency a>i at the point 7') in Fig. 7-13a, 
the space-charge conductance G\ for the steady-state oscillations is equal 
to VJVhowever, the space-charge conductance (?2 for any super¬ 
imposed transient of small amplitude at some frequency a>2 distinct from 
o)i is equal to one-half the sum of T'e/V‘' and the differential conductance 
dXjdV at that point. (For a superimposed transient at frequency 
the conductance is just dIe/dV.) Since, in general, (?2 is considerably 
less negative than Gh an established state of oscillation has the odds 

(c) (d) 

Fia. 7-13.—(a), (c) The real component of the electronic current It plotted vs. the a-c 

voltage (b), (d) the operating curves corresponding to Fig. 7* 13a and c. 

weighted in its favor; thus hysteresis effects can be accounted for. 
Nonlinearities will not, however, serve to stabilize oscillations under the 
conditions represented by the intersection C in Fig. 7*9 and by with 
bGe/bV < 0 in Fig. 7-12. Inasmuch as bh/bV is more negative than 
Je/V in these cases, as at the point e in Fig. 7* 13c, the electronic conduct¬ 
ance is more negative for a transient than it is for the steady state. 

As regards turn-on phenomena, the nonlinearity of the space charge 
tends to stabilize the mode of oscillation that builds up most rapidly. 
The initial buildup of oscillations can take place only along an operating 
curve such as is represented in Fig. 7-13a and b as distinguished from 
Fig. 7-13c and d. For such an operating curve the space charge is 
approximately linear for small values of V; that is 7e is nearly directly 
proportional to V, and the earlier discussion based on Fig. 7T2 is directly 
applicable. Thus for the conditions represented by that figure it is 
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evident that Mode 2 will build up more rapidly than the other mode, 
inasmuch as Ge starts out by being strongly negative and f2 is then also 
strongly negative. It so happens that, in this situation, the most stable 
mode is also the one which starts most rapidly. It can happen, however, 
that the mode which starts most rapidly is not the most stable on the 
basis of a linear space charge but is nevertheless able to establish itself 
because it always has by far the greater amplitude when the nonlinearities 
first become important. In that case the preferred mode will not neces¬ 
sarily be the one of minimum steady-state Gl- 

The above discussion of nonlinearities of the space charge is based on 
the assumption that only one of the amplitudes is large. The case where 
two amplitudes are large can be treated by the method outlined in 
Chap. 8. 

The emphasis in this section has been principally on stabilit}' and 
transient behavior for one specific mode of the magnetron cavity as 
affected by loops in its FL(a>) curve. For the most part, the input 
conditions have been assumed to remain fixed or to vary only slowly 
and to be contained implicitly in the operating curve. Related problems 
are treated in Chap. 8, but there the emphasis is placed on the effect 
of rapid variations in the input conditions, and the YL(o>) curve is gener¬ 
ally assumed to have the simple form illustrated in Fig. 7-bb. Because 
of the complexities that are involved, no adequate effort has been made 
either here or in Chap. 8 to take into account the reactances that may be 
present (and that physically are never entirely avoidable) in the input 
circuit of the magnetron. In principle the reactances can give rise to 
more possibilities for instability, since they introduce additional degrees 
of freedom into the complete system. 

In magnetrons that are tuned by means of a very tightly coupled 
auxiliary cavity there exist modes of oscillation that are all associated 
with one definite mode of the magnetron cavity but have frequencies 
which differ by 10 per cent or even more. In such cases it is no longer 
justified to treat the space-charge properties as independent of frequency; 
selection among these mod^s involves some of the factors that enter 
into the selection of the various natural modes of the magnetron cavity. 

7-6. The Description of Magnetron Performance.—It was shown in 
Sec. 7*2 that the performance of the magnetron can be expressed in terms 
of three functions of four independent variables and that by making use 
of the approximation that the space-charge properties are insensitive 
to the frequency, the number of independent variables can be reduced to 
three. If this approximation is adopted, one then has to deal with func¬ 
tions of the general type 

w = F(x,y,z), 
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which are to be represented by means of graphs. If the possibility of 
interpolation is allowed, z can be held at some fixed value zf and the 
resulting function plotted as 

u' = f(x,y) = F(x,y,zr) 

in two dimensions by drawing contours of constant u' in the rr^-plane. 
The contours are simply curves defined by the relation 

u! = f(x,y) 

when uf takes on a series of discrete constant values. If F is to be repre¬ 
sented for all values of x,y,z, a set of contour diagrams, one diagram 
for each of a series of values of z, must be plotted. Any one diagram, 
regardless of type, is necessarily incomplete, since it alone can give no 
indication of how the performance of the magnetron is influenced by 
variations in z. 

By following the scheme just outlined, Eqs. (8a), (8b), and (9a) can 
be represented in a great many different ways; there are 6 choices for 
the variable z, and for each choice of z there are 10 choices for the pair 
x,y, or 60 choices in all. Some of these systems of relations might be 
impractical because of multiple-valued functions, etc., but it is never¬ 
theless surprising that only two types of diagram are very widely used. 

These diagrams which are in general use fall into two classifications: 
those in which yT is held constant and those in which the magnetic field 
(B is held constant. The former are of value in exhibiting those properties 
which are not extremely sensitive to the load, such as the useful range of 
operating conditions. 

In many more specialized problems, however, the interesting phe¬ 
nomena occur at constant applied magnetic field; detailed information 
about dependencies on (B is therefore superfluous and can profitably be 
left out of the diagram in order to make room for the display of informa¬ 
tion about the dependencies on the load yT. 

Probably the most familiar diagram of magnetron performance is the 
performance chart. Ideally in this type of diagram the external load 
yT is held fixed, 7 and V are the independent variables, and V, (B, and Be 
are represented by contours. Ordinarily the power P is plotted instead 
of V and the frequency v instead of Be, but this does not alter the shapes 
of the contours. As the load is constant, GE is also constant, and a curve 
of constant PE = GEV2 is also one of constant V. Furthermore as 
— Be — Bl — Be + 4tC(v — vv) and BE and vv are constant with con¬ 
stant external load, contours of v and Be are identical. 

Another widely used type of diagram is the so-called Rieke diagram 
in which the magnetic field (B and the current I are held constant; the1* 
two components of the load are the independent variables that provide 
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the coordinate system in which contours of r-f voltage V (or power P)} 
electronic susceptance Be (or frequency v), and input voltage are plotted. 
Alternatively, the diagram may be taken at constant input voltage V, 
with the current I plotted as contours. The pair of variables that 
specify the load can be chosen in numerous ways: the conductance Ge and 
susceptance BEy the normalized values gT and 6r, or the absolute value 
and angle of the complex reflection coefficient qr = (1 — yr)/(l + yr), 
etc. It is to bemoted that in this type of diagram two variables are held 
constant. If the assumptions implicit in Eqs. (8a), (86), and (9a) are 
valid, there must be some redundancy in the diagram for two independent 
variables are used where one should be sufficient. On the other hand, 
the diagram can represent the properties of the magnetron regardless 
of whether or not those assumptions are valid, that is, even when the 
space-charge properties and the transducer functions vary appreciably 
with the frequency. 

In the ideal case the various Rieke diagrams take on very simple 
forms. The simplest form occurs when the components of the admit¬ 
tance Yl are chosen as the independent variables. In that case all the 
constant- v contours coincide and are identical with the operating curve 
discussed in Sec. 7*3, and the V and V (or P) contours are just the scale 
marks that indicate the corresponding quantities along the operating 
curve. Other Rieke diagrams, which involve different independent 
variables, can be regarded as being generated by transformations of 
the operating curve. In general the frequency contours become sepa¬ 
rated because the transformation involves the frequency—each frequency 
contour is shifted by an amount that depends upon the.frequency. 

If the diagram is drawn in the Yt plane, the transformation from the 
Yl plane is 

Gt = Gl - GV) Bf = BL — 4ttC(v - vh). 

The form of the diagram and its relation to the operating curve are 
illustrated in Fig. 7*146. The diagram will have a similar appearance 
in the YE and yT planes in sb far as the transducer properties involved 
do not vary appreciably with the frequency;1 and if this is so, then Fig. 
7*146 can also represent the diagram in the yr plane. If instead of 
rectangular coordinates the Smith chart is used for gT and bTj the diagram 
should have the appearance illustrated in Fig. 7* 14c. Plotting the dia¬ 
gram in the Smith chart is equivalent to a transformation to the qT 
plane where qT is complex and is related to yr by qr = (1 — 2/r)/(l + yr)- 

1 In the coordinate system GE, Be, the diagram will be similar except for the 
frequency shift vu — Vv connected with the susceptance 0 that is associated with the 
output coupler; if 0 varies non-uniformly with frequency, the frequency contours in 
the Ye plane will not be uniformly spaced, 
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At some other pair of terminals such as S in Fig. 7-5c, the diagram differs 
from that at T principally by a rotation. 

Figure 7* 14c may be considered to be an ideal Rieke diagram. It is 
distinguished by the following features: the constant-!^ (or P) contours 
and constant-F contours are a set of circles all tangent to the unit (or 
(yT = oo) circle at a common point, and the constant-? contours also 

Fig. 7*14.—(a) Ideal Rieke diagram in the Fi,-plane; (b) ideal Rieke diagram in the 
F€-plane; (c) ideal Rieke diagram in the reflection coefficient plane. 

converge at that point. Any diagram constructed from experimental 
data shows several departures from the ideal form, on account of one or 
more of the circumstances listed below. 

1. The quantities a, fc, c, d of Eq. (17) are not constant but vary 
with the frequency. Each constant-? contour is transformed 
differently from its neighbors, and the contours do not have a 
common point of convergence. The P and F contours have 
similar shapes but are not circles. 

2. The transducer is not dissipationless. The P and F contours do 
not have exactly identical shapes; the P contours may become 
kidney-shaped. Furthermore the ?-contours (extrapolated) may 
converge at a point outside the unit circle. 

3. The space-charge properties are not independent of frequency. 
Some dependence is to be expected, merely on the basis of the 
scaling relations; however, at constant current one should expect 
the relative change in the voltage to be a little smaller than the rela- 
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tive change in the frequency. It is also possible that “detuning” 
of the cavity by means of reactance coupled into just one oscillator 
may affect the space-charge properties by distorting the pattern 
of the electric fields in the interaction space, and these effects 
might be expected to give rise to kidney-shaped power contours. 

4. The measurement of the power is likely to be affected by a system¬ 
atic error which increases with the standing-wave ratio in the 
transmission line, particularly when the power is measured calori- 
metrically and no account is taken of losses in the standing-wave 
introducer. 

5. The diagram may be incomplete because the load actually used 
in the experiments is resonant. When the external load varies 
rapidly with the frequency, the stability relations are such that 
some regions of the Rieke diagram become inaccessible. This 
effect is discussed in considerable detail in the following section. 

7*6. The Mismatched Transmission Line as a Resonant Load.—The 
effects caused by mismatches, or standing waves, in the output trans¬ 
mission line of a magnetron are important both in practical applications 
and in laboratory experiments. Probably the best illustration of the 
nature of these effects is provided by the behavior of a tunable magnetron 
operating into a moderately long, mismatched line. Figure 715a and b 
illustrates the tuning curves that are observed with pulsed magnetrons 
under those conditions, Fig. 7T5a with a small mismatch, and Fig. 7T5b 
with a fairly large mismatch. In these figures, x represents the position 
of the tuning mechanism; the light straight line is the tuning curve 
observed w'hen the line is perfectly terminated, and the heavy curve is 
that observed when there is a mismatch. 

Under conditions that correspond to Fig. 7-15a, the magnetron is 
observed to have an abnormally broad spectrum over those parts of the 
tuning curve which are nearly vertical. In addition, the frequency 
varies rapidly if either the input current to the magnetron or the output 
load is changed. 

Under conditions that correspond to Fig. 7T56, the operation of the 
magnetron is generally satisfactory except for tuning adjustments that 
are near the breaks in the curve; at such points two frequencies are 
excited randomly at successive pulses. However, since the tuning curve 
is discontinuous, it is not possible to adjust the frequency to any arbitrary 
value, some values being inaccessible. 

Figure 7T5c has been added to illustrate the sort of behavior that 
might be expected of a c-w magnetron under the conditions of Fig. 7*156. 
In the neighborhood of a break two frequencies are possible; the adjust¬ 
ment at which the break occurs depends upon the direction from which 
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the break is approached. Although the discontinuities in frequency are 
not so large as in Fig. 7*156, there are nevertheless some frequencies 
that are inaccessible. 

The spacing Av between the breaks or anomalies in the tuning curve 
depends upon the length of the transmission line measured in wave¬ 
lengths; the width of the breaks WAv depends upon the degree of mis¬ 
match. The location of the breaks varies uniformly with the phase of 
the reflection; and if the tuning adjustment is held fixed and the phase 
is varied, the frequency may change rapidly or discontinuously at some 
particular phase. Thus a mismatched transmission line can also lead to 
unsatisfactory operation of a fixed-tuned magnetron if the reflection 
in the line is variable. 

Fig. 715.—Tuning curves: (a) Pulsed magnetron, slightly mismatched line; (b) pulsed 
magnetron, greatly mismatched line; (c) c-w magnetron, greatly mismatched line. 

Many variations of the effects just described are possible. For 
example, the mismatch may arise not only from an imperfect termination 
of the transmission line but also entirely or in part from reflections that 
occur at intermediate points because of imperfect joints and bends. In 
the latter case the reflections may reinforce each other at some frequencies 
and tend to cancel at others. The general result will be that the breaks 
or anomalies in the tuning curve are irregularly spaced and the widths 
of the breaks are unequal. Inasmuch as the more complicated cases 
involve the same general considerations as the simpler ones, the subse¬ 
quent discussion will be confined to the somewhat ideal case where the 
mismatch arises entirely from an imperfect termination. 

In the ideal case, the phenomena described above can result only 
from the influence of waves that have traveled to the end of the trans¬ 
mission line, been reflected there, and returned to the magnetron. The 
phenomena cannot occur when the two-way transit time of the trans¬ 
mission line exceeds the length of the pulse generated by the magnetron 
and must therefore disappear when the line is made very long. In 
view of this fact, the phenomena have sometimes been referred to as 
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“short-line effects,” although the term “long-line effect” Jias been more 
generally used in the United States. Most of the following considera¬ 
tions are based upon steady-state formulas for the admittance of a 
mismatched transmission line, and it is therefore implied that the transit 
time of the line is small compared with the length of the pulse. In 
practice, the results derived seem to apply fairly well when the transit 
time is only a few times smaller than the pulse length. 

The tuning curves illustrated in Fig. 7T5 are closely related to the 
admittance curves Y(v). The latter might be calculated by substituting 
in Eq. (33) the appropriate values of yT obtained from transmission-line 
charts or formulas. The possible variety of 7(v) curves is very great, 
since many parameters are involved, but it will be shown that all of the 
curves can be derived from a two-parameter family of curves. The two 
parameters can in a certain sense be thought of as (1) the degree of mis¬ 
match in the line and (2) the ratio (Q of the line)/(Q of the magnetron). 

In computing the admittance yT it is assumed that the transmission 
line is terminated in a load with a reflection coefficient q = |a| exp (j<f>) 
which is independent of v. At the terminals T of Fig. 7*5c the reflection 
coefficient qT is given by 

qT = [M exp (2<*0][exp j(<t> - 201)] = a exp (j8), (53) 

where a — j/3 is the propagation function of the transmission line; a 
may be treated as a constant, but £ varies with v. 

In terms of the standing-wave ratio p at the magnetron 

a = (p ~ 1) 
(P + 1) 

where p is the SWVR. Since /3 = 2ir/\0 where is the “wavelength 
in guide” for the transmission line, 

(54) 

For some frequency v0, 6 is just equal to — (2n + 1)tt, and for frequencies 
not too different from v0 one may use for 6 the approximate expression 

where 

^o) = 2 J. v ~~ yo 
Xo Xo vo 

(55 a) 

(556) 
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The admittance yT is given by the formula 

or, in terms of e, 

and 

1 — a2 — j2a sin 6 
1 + a2 + 2a cos 6 

°T 1 + a2 - 2a cos 2m g^,<£) 

. — 2a sin x 
br ~ r+’a2 - 2a cos 2tts _ 

(56a) 

(565) 

(56c) 

For the calculation of it is convenient to write Eq. (33) in the form 

Q 
EM YL = + j^QjSM 

Vr/ 

- *1/ , .9n V — Pn , 
-+ -+ yr 

Vl vl v() 

is 
= 0o + jho + ~r + ^(s,«) + jb(za) (57) 

where 

and 

Qem 

90 = Qc ’ 

A = 

6o = 2Qkm 
Vo Vu 

vl 

Vl 1 l \,o 

Vo Qem Xo Xo 

If the transmission line is fairly long, the possible values of v0 are 
close together and v0 can be chosen nearly equal to vv. In that case 

A ~ ^ ^ . /ro\ 
Xo Xq Qem X(/ Xtr Qem 

The general shape of the YL(v) curve depends upon the terms in the 
square bracket, since they alone depend upon v\ the parameters that fix 
the shape of the curve are A and a. 

For convenience, the square bracket of Eq. (57) will be represented 
b’y the quantity w = u + jv, where 

u = g(z,a) and v = j + &(e,a). (59) 

The Yl(v) curve has the same shape as the w(e) curve; it differs from it 
by scale factors YJQem — AYL/Aw and (cX0)/(2ZXpo) = Av/Ae and by a 
translation gQ + jbo. Tuning the magnetron, which amounts to changing 
vUy translates the curve vertically, since b0 varies almost linearly with vv. 

The shape of the w(e) curve is governed by the parameters A and a. 
Three general forms are possible; the separate components of w(e) are 
illustrated in Fig. 7*16, and the function w(e) in Fig. 7-17. If the quantity 

s = 
4 wa 

T^~a> 2 “ ” !) (60) 
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is less than zero, the w(e) curve has loops, as in Fig. 7* 17c. If $ = 0, 
the curve has cusps as in Fig. 7*176; if s > 0, the curve has merely undula¬ 
tions as is Fig. 7* 17a. 

When the operating curve cuts across a loop in the Y(v) curve, there 
are two intersections and therefore two distinct frequencies at which 
oscillation might be stable. In case the loops are so large or so closely 
spaced that they overlap, there may be four or more such intersections. 

Fig. 7-16.—Plots of the terms of Eq. 59. (a) Values of b (t,a) and t/A as functions of 
€ for three values of a; (b), (c), (d) values of g (e,o) as functions of € for the same three 
values of a; (c) the function v = t/A + b (e,a) plotted against e for the same three values 
of a. The parameter A is kept constant at 1 ftr. 

Fig. 7-17.—(a), (6), (c) The function w = u + jv of Eq. (59) for the three conditions 
shown in Fig. 7*16. Values of « are indicated. 

An extensive series of experiments was performed in the MIT Radiation 
Laboratory with a pulsed 3-cm tunable magnetron and various values of 
lt the line length, and of a, the degree of mismatch. From these experi¬ 
ments it was concluded that oscillation is ordinarily established at that 
intersection which has the lowest value of G%; only in cases where the two 
lowest values of GL are nearly equal are two frequencies excited randomly 
at successive pulses. 

In other words, the tuning curve of Fig. 7*156 can be interpreted in 
the following way. As the magnetron is tuned, the 10(e) curve of Fig. 
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7* 17c is moved across the operating curve and the frequency of oscillation 
corresponds to the intersection of minimum GL- At the stage where 
there are substantially two such intersections, the frequency alternates 
randomly between two well-separated values; otherwise the frequency 
changes discontinuously as that stage is passed. The width of the break 
in the tuning curve WAv is exactly equal to the frequency interval that 
carries the Y L(v) curve completely around a loop. 

The irregularities in the tuning curve in Fig. 7T5a can be interpreted 
in a similar manner. The steep parts of the tuning curve correspond to 
those parts of the s) curve where v(e) varies very slowly with e. When 
conditions are such that the Y(v) curve and the operating curve intersect 
at a very small angle, one should expect the frequency of oscillation to 
vary rapidly not only with the tuning adjustment but also with the input 
conditions of the magnetron, as a small shift in the operating curve 
must lead to an appreciable change in v. Consequently it is under¬ 
standable that the spectrum, or Fourier analysis of the pulse, should be 
abnormally broad in such cases. To a fair approximation, the develop¬ 
ment of a cusp in the w(e) curve represents the transition from an uneven 
tuning curve to a broken one, although if the operating curve has an 
appreciable slope, the transition occurs at a somewhat lower value of 
a than that which leads to a cusp. In practice, however, the transition 
is gradual, since it is difficult to distinguish between one broad spectrum 
and two broad spectra with nearly equal center frequencies. 

The spacings Av of the breaks or irregularities in the tuning curves 
correspond to the period of the functions g(e,a) and 6(e,a), which is 1 in e 
or Uc/l)(\/\) in v. If l is expressed in meters, v in megacycles per 
second, and the value 300 meters//xsec is used for c, then the spacing 
is equal to 

. 150 X meters X megacycles 
a’=-r K-second- <61) 

and is actually just the spacing between the resonances of the trans¬ 
mission line. The width WAv of the breaks can be computed on the 
basis of the loop that occurs near e = 0 (Fig. 7T7c). The values of s 
where the s) curve intersects itself and the u-axis are the solutions 
(other than e = 0) of 

j + b(s,a) = 0. 

It is simpler, however, to compute the value A' that will give rise to such 
intersection at s' from the relation 

1 b(e',a) 
A' s' 

The width WAv of the breaks is equal to 2s'Av. 

(62) 
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For practical purposes it is convenient to express A in a form that 
involves the pulling figure F of the magnetron rather than QEM, as 
ordinarily F is given in the specifications. From the relation 

F = 
0A2vU 

Qem 
sec a, (63a) 

where tan a is the slope of the operating curve of — Be vs. — Giy it follows 
that 

4 — 7^1 E 
X 0.42c sec a 

(636) 

In Fig. 7*18, Eq. (62) is presented graphically by plotting a against the 
quantity l(\g/\)F for various values of W = 2e'. In constructing the 

Fig. 7*18.—The effect of mismatch on the tuning curves. The width of the break is 
W Av where Ay = (150/1)(\/\v) meters Mc/sec. 

figure a value of 1.05 has been assumed for sec a, so that the coordinate 
l(\g/\)F is numerically equal to 131 A. 

The uses of Fig. 7*18 are illustrated by the following example. It is 
proposed to use a waveguide transmission line 10 meters long with a 
pulsed 3-cm tunable magnetron. The pulling figure F of the magnetron 
is 15 Mc/sec; X„/X for the waveguide = 1.3; and the attenuation is 
0.20 db per meter. The following information is then required: (1) 
the permissible mismatch of the termination if the operation of the 
magnetron is to be satisfactory at all frequencies within its tuning range 
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and (2) the effect on the performance if the standing-wave ratio of the 
termination reaches 2.0. In this example, l\g/\ = 13, so that the spacing 
Av of the irregularities in the tuning curve is = 11.5 Mc/sec. The 
quantity lF\a/\ is equal to 195. The attenuation factor of the guide is 
antilogio 2.0 = 1.0. 

The following considerations then apply: 

1. The value of a that corresponds to lF\g/\ = 195 and W = 0 
is found from Fig. 7T8 to be 0.06; multiplying by the attenuation 
factor gives the value \q\ = 0.096, which corresponds to a standing- 
wave ratio p = 1.2 for the termination. For perfectly satisfactory 
performance at all frequencies a SWVR somewhat lower than 1.2 
will be required. 

2. The value p = 2.0 corresponds to |g| = 0.33 and 

a 
0.33 
1.6 

0.208. 

From Fig. 7-18 the value IT = 0.65 is obtained, and the widtli 
of the breaks in the tuning curve is thus equal to 

11.5 X 0.65 = 7.5 Mc/sec. 

Thus with a termination of SWVR 2 one cannot be sure that the 
transmitter can be adjusted to any arbitrarily chosen frequency 
more closely than within ±4 Mc/sec. 

The considerations that apply to tunable magnetrons apply also, 
of course, to fixed-frequency magnetrons. However, in the case of the 
latter the effects connected with long transmission lines can be examined 
in greater detail by making use of Rieke diagrams. Consider first an 
ideal Rieke diagram appropriate to the terminals T of Fig. 7-5c, such as 
is illustrated in Fig. 7-19a. The ideal diagram appropriate to terminals 
at a distance 5 to the right of T can be obtained by rotating each contour 
of Fig. 7*19a through an angle equal to 4cws/\g; since \g depends upon v, 

each contour is rotated differently. The appearance of the new diagram 
will be determined by the relative rotations of the various contours. 
Let the value of v for the contour that passes through the center of the 
diagram be denoted by v0 and the rotation of the other contours, relative 
to the vo contour, be denoted by ^(v). By analogy with Eq. (556) 
one may write 

t{v) = LJU*. (64) 
Ao Ao Vo 

As the result of this transformation, the ideal diagram appropriate to 
the extreme end of the transmission line will take on a form such as is 
illustrated in Fig. 7*196. 
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According to this figure, v is a multiple-valued function of the load 
in some regions of the diagram; these regions represent just those values 
of the load which give rise to loops in the Yl(v) curve. When the stability 

(e) (d) 
Fig. 7*19.—Transformations of the Rieke diagram, (a) The ideal Rieke diagram at the 

output terminals; (6) at the extreme end of the transmission line; (c) actual contours 
observed for condition (b); (d) result of transforming diagram (c) back to the output termi¬ 
nals referred to in diagram (a). 

relations are taken into account, it turns out that the contours which 
might actually be observed are those illustrated in Fig. 7* 19c. The point 
S of this diagram has sometimes been referred to as the “frequency 
sink.”1 

1 It is only for loads which fall within the shaded region of the figure that there 
is an uncertainty in the frequency of oscillation. 
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When the diagram of Fig. 7* 19c is transformed back to the terminals 
T7, it takes on the form shown in Fig. 7T9d The last figure illustrates 
the fact that a long transmission line makes a part of the ideal Rieke 
diagram inaccessible for measurements; the size of the region increases 
with the length of the line and with the pulling-figure of the magnetron. 
In experimental setups, the effective length of the transmission line is 
that which is included between the magnetron and the standing-wave 
introducer. Although this distance is relatively small—perhaps six 
wavelengths or so if a slotted section is placed next to the magnetron 
for standing-wave measurements—it makes it very difficult to study 
the performance of pulsed magnetrons at the larger values of Gl. This 
difficulty can be surmounted by using magnetrons with very small 
values of Qem, for if Qem is small, large values of GL are brought across 
the center of the diagram into the region where operation is always 
stable. With c-w magnetrons, these difficulties might be surmounted 
by taking advantage of hysteresis, although it may happen that the 
phenomena discussed in Sec. 7*4 will prove to limit the usefulness of 
this procedure. 

7*7. Experimental Data on the Space-charge Properties.—This sec¬ 
tion consists principally of a summary of the results of a long series of 
experiments that were performed on a particular 2J32 magnetron (see 
Fig. 19-18); all the data included in Figs. 7*21 to 7*30 were taken on this 
magnetron. 

The first set of experiments1 to be described were performed princi¬ 
pally to test the validity of the equivalent circuit analyses of the preceding 
sections and to find out if a Rieke diagram could actually be reduced to 
an operating curve. 

The properties of the output lead (actually a duplicate provided by 
the manufacturer) were measured in the manner described in Chap. 5. 
Measurements were made at several different frequencies, and in all the 
subsequent calculations the variation of the transducer coefficients 
with frequency was taken into account. By means of these coefficients 
and appropriate formulas, all measurements of impedances both on the 
“cold magnetron” and on the load in cases where the magnetron was 
oscillating were reduced to impedances at the terminals of the coupling 

loop. 
The analysis of the data has been carried out on the basis of the 

equivalent circuit shown in Fig. 7-20. An elementary calculation leads 

to the result that the “cold impedance77 Z—observed by “looking into77 
the loop, with the terminals A open-circuited—should be of the form 

lR. Platzman, J. E. Evans, and F. F. Rieke, “Analysis of Magnetron Per¬ 
formance, Part II,” RL Report No. 451, Mar. 3, 1944. 
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where 

Z{v) = j2irvLo + 
m* 

r-(s+*’-V) 

(65) 

The term in L0 may be regarded as being the “leakage reactance” 
of the loop. The measured values of Z(v) proved to be consistent with 

Eq. (65), and from them, by curve-fitting, 
values of the constants L0, ra2/F<>, Qvy and vv 
were obtained. As will be shown presently, 
the computation of the admittance YL in 
absolute units (mhos) requires that Yc be 
known, whereas the cold-impedance measure¬ 
ments yield a value only for m2/ Yc. A numer¬ 

ical value for Yc was computed from the value i2 = 5.1 X 10“10 henry, 
given by A. G. Smith.1 

Smithes measurement is based on the following considerations. If a 
capacitance AC is connected at the terminals A of Fig. 7-20, the square 
of the resonant wavelength should vary linearly with AC, and from the 
relation 

Fig. 7*20.—Equivalent cir¬ 
cuit for a loop-coupled mag¬ 
netron. 

A (X2) = (2ttc)2L2AC (66) 

L2 can be obtained. In the experiments AC was the increment in the 
capacitance of the slots caused by filling the slots with material of a 
known dielectric constant. (Smith's value of L2 is consistent with one 
obtained theoretically on the basis of a very elaborate lumped-circuit 
model of the cavity.) The incremental capacitance AC in Smith's 
experiments may be regarded as the “standard impedance" upon which 
all the absolute values of r-f voltages and currents quoted in this section 
are based. 

From the cold-impedance measurements and the adopted value of 
L2, all of the constants that appear in Eq. (65) can be given numerical 

1 A. G. Smith, “Establishment of Tolerances for the Eight-oscillator Magnetron/' 
B.S. Thesis, Massachusetts Institute of Technology, 1943. 
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values. To illustrate the magnitudes of these quantities, the values are 
given in the following list: 

L i = (5:3 X 10~y henry, 
L2 = 5.1 X 10-10 henry, 
M = 2.4 X 10”10 henry, 
C = 6.3 X 10-1* farad, 

Yc = 0.111 mho, 
Qv - 1610, 

i- = 1.4X 104 
Cfy 

ohms. 

The admittance YL at terminals A as a function of v and the load 

impedance Z at the loop is given by 

yl - yv + y„ 

where 

r.-r-ii+S*'--=-’■) 
Y. = 

r 

Z + j2wvLo 

Data for three Rieke diagrams, 
all at approximately the same mag¬ 
netic fields (1300 gauss), were taken 
at input currents of 12.5, 17, and 
26 amp, respectively. Inasmuch 
as the diagrams are qualitatively 
similar, only the one at 12.5 amp 
will be shown in detail. Constant- 
power and constant-V contours, 
plotted in the G(, Bt-plane are 
shown in Fig. 7*21 to illustrate the 
departure from the ideal forms of 
the Rieke diagram which would 
simply be straight vertical lines. 
In the cold-impedance measure¬ 
ments at frequencies far removed from 
had a SWVR of about 90, or a reflection 

G( in mhos 

Fig. 7*21.—Constant output a-c power 
and constant input d-c voltage contours in 
the GdBeplane for a 2J32 magnetron oper¬ 
ating at 1270 gauss and 12.5 amp. 

resonance, the magnetron 
coefficient of 0.98. In the 

most unfavorable part of* Fig. 7*21 the loss of power in the lead could 
thus not amount to more than 6 per cent. The admittances Yl for all 
of the experimental points are plotted in Fig. 7*22. This figure demon- 
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strates that within experimental error, all of the constant-frequency 
contours actually do coalesce into an operating curve when they are 
plotted in the Fx-plane. 

The input voltage V and the power output Pt are plotted against 
Gl in Fig. 7-23. The dotted curve 
in Fig. 7-236 represents PtGL/G() 
the total r-f power delivered by the 
electron stream. In Fig. 7-24 the 
electronic efficiency rje = Pl/VI 
is plotted against Gl. These 
curves are an important consid¬ 
eration in the design and applica¬ 
tion of magnetrons, because they 
provide the means of relating the 
efficiency to the unloaded and 
external Q’s of the cavity. For¬ 
tunately, the general shape and 
the location of the maximum in 
these curves do not depend 
strongly on either the magnetic 
field (B or the current I, so the 

most favorable choice of load for a magnetron is more or less independent 
of operating conditions. 

In addition to the Rieke diagrams, performance charts were also taken 
at several different values of GL. In principle, this series of performance 
charts should constitute an exhaustive description of the performance of 
the magnetron. Actually, the data were accumulated over a con¬ 
siderable period of time, during which appreciable changes in the calibra¬ 
tions of the apparatus and perhaps also in the magnetron itself took place. 
The uncertainties thus introduced obscure many of the cross relations 
that involve relatively small differences between observed quantities. 
(This experience is mentioned to illustrate some of the difficulties encoun¬ 
tered in attempting to secure self-consistent data on magnetron opera¬ 
tion.) Consequently only one of the performance charts is reproduced 
as Fig. 7*25. 

When efforts were later made to extend the concepts and methods 
developed in this chapter to the transient behavior of magnetrons, the 
need arose for a better understanding of the relations among Gt, V, 
and J at constant (B, and it was decided to work out these relations as 
completely as possible. Actually they were worked out for just one 
value of (B. The necessary data were taken in the following way. The 
frequency was kept at a constant value vf throughout, and the contour 
v *■» vf was traced out in a Rieke diagram for nine different fixed values 

Fig. 7*22.—Operating curve in the Gl, 
Bx-plane for input current of 12.5 amp and 
magnetic field of 1270 gauss. 
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Gl = -Ge in mhos 

(a) 

Gl= - Ge in mhos 

<&> 
Fig. 7-23.—(a) Input d-t* voltage vs. Gl; operating conditions 1270 gauss and 12.5-amp 

input; (b) a-o power output vs. Gl for same operating conditions. 

of V; for each observation q, P, and I were measured. In all, about 140 
observations of this kind were 
made. By taking all the data at 
one frequency, the computation of 
the Yl’s was greatly facilitated. 
To avoid fluctuations in the mag¬ 
netic field, a permanent magnet 
was used. The combination of a 
very strong air blast for cooling 
and a low duty-cycle (1/2000) 
served to keep the temperature of 
the tube low at all times and 
thereby minimize changes in the 
resonant frequency that would 
enter as errors in BL in the final 
results. 

Fig. 7*24.—Electronic efficiency t\e as 
function of Gl for three values of input 

As has been mentioned pre¬ 
current. 

viously, there are many possible systems for representing the data graphi- 





Fig. 7*26.—Plots 
electronic suaceptanc 
V as parameter. 
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cally. A few systems are illustrated (some only partially) in the following 
series of figures. Some of the figures are given because of their relation 
to topics discussed in various places in this book; others are given because 
they seem likely to be significant theoretically. 

In principle, the various sets of curves ought to be mutually consistent 
where cross relationships exist, but actually they are not entirely so. 
Generally, the curves have been drawn to fit plotted points that repre¬ 
sent pairs of values based on the original, individual observations. The 
drawing of smoothed curves is partly a matter of judgment, inasmuch 
as theoretical relationships are nonexistent. It has not seemed worth 
while to go through the elaborate process of adjustment that would be 
required to make all of the curves strictly consistent with one another, 

Fig. 7-30.—Operating curves with d-c input current I as parameter. 

to keep the curves plausibly simple, and at the same time to secure a 
good fit for all the data. 

Figure 7*26a, b, and c are straightforward plots of the original data. 
Figure 7*27 illustrates the functions that appear in Eqs. (9a) and 

(96), represented by means of contours in the V, F-plane. 
Figure 7*28 is a plot of 7,i against V for various constant values of 

V and /. 
Figure 7*29a is the “conductance map” used in Chap. 8 as the basis 

for the discussion of the transient behavior of the magnetron. 
The associated susceptance map is illustrated in Fig. 7*296. 

Figure 7*30 contains operating curves for various constant values of I. 
Inasmuch as the frequency varies linearly with B, when the external 
load is held fixed, these curves show how the conductance GL 
influences the degree to which the frequency depends upon the 
input current /. 



CHAPTER 8 

TRANSIENT BEHAVIOR 

By F. F. Rieke 

It is inevitable that a magnetron cavity with many resonators should 
have several natural modes of oscillation, and it is generally possible for 
self-excited oscillations to occur in more than one of the modes. Inas¬ 
much as the modes have different frequencies and the operation in some 
of them is very inefficient, it is highly desirable that oscillations should 
occur consistently in the proper mode. The problem of securing such 
correct properties of mode selection has actually been one of the major 
obstacles encountered in the development of new magnetrons. 

Ideas concerning mode selection tended for some time to center about 
the concept of interaction and competition between modes, and a great 
amount of effort was expended on devising and trying out features 
designed to handicap oscillation in undesired modes. As experience 
accumulated and techniques of observation improved, it became evident 
that any such simple approach could at best be only sporadically success¬ 
ful. Actually, mode-selection processes are diverse in nature and are 
influenced in varying degrees by many factors that have to do not only 
with the magnetron itself but also with the auxiliary equipment with 
which it is operated. 

Some essential parts of the present subject are treated in preceding 
chapters—the natural modes of the cavity in Chaps. 2, 3, 4, and 6 and 
resonance relations in Chap. 7. According to the resonance relations, 
self-sustaining oscillations in a particular mode can occur only if certain 
conditions are fulfilled by the magnetic field and applied voltage. 

In this chapter it will be shown that the resonance relations do not, 
in general, restrict oscillations to one mode but merely limit the possibili¬ 
ties. The deciding factors under these circumstances are (1) the noise 
levels existing in the various modes just prior to the starting of oscilla¬ 
tions, (2) the transient phenomena that occur at the onset of oscillation, 
(3) the stabilities of the states of oscillation. An evaluation of these 
factors is largely dependent upon the detailed observation of mode- 
selection phenomena. 

8*1. Steady-state Properties of the Modes.—The (N — l)-modes of 
an JV-oscillator cavity, such as the magnetron cavity described in Chap. 2, 
are frequently spoken of as “ the modes.” This chapter is concerned with 

339 
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these modes of oscillation only, although it is possible that some mag¬ 
netron phenomena involve modes of other types. Throughout the 
discussion only cases in which N is even are considered. 

It has been shown by Hartree1 that when a Fourier analysis is made 
of the electric field in the interaction space, the only components asso¬ 
ciated with a mode of number n and frequency / are those which have 
angular velocities of ± 2wf/y, where y = n + mN and m is an integer, 
positive or negative. If the mode is to be excited by the space charge, 
it is necessary that something like a condition of resonance be established 
between the angular velocity of the electrons and some one of the Fourier 
components mentioned above. Hartrce’s condition2 is 

where 

and 

V- vy 
2Vy 

By 
CB - By), 

Vy 
1 

(7X)2 

By = 
Awe (mrX 1 

r\ — rc \ e ) y\ 

The value of V given by this formula is, theoretically, the minimum 
d-c voltage, at magnetic field B, at which electrons can reach the anode 
when an alternating field of infinitesimal amplitude is applied; it should 
therefore represent a condition for the starting of oscillations in the 
7-component. At magnetic fields less than By, oscillations in the 7-com¬ 
ponent should not start at all. So far, excitation has been observed 
only through components for which m = 0 or — 1. The symbol (y/n/N) 
is adopted here to indicate, in order, the component number, the mode 
number, and the number of oscillators; thus (5/3/8) indicates the (7 = 5)- 
component exciting the (n = 3)-mode in an eight-oscillator tube. In 
commpn practice, this condition is sometimes referred to as the “5-mode.” 
It should be emphasized that the (5/3/8)- and (3/3/8)-modes are 
identical in so far as wavelength and r-f field configurations in the cavity 
are concerned. They differ only as regards the conditions within the 
space charge. The above equation may be represented graphically as in Fig. 
8*1, which shows the Hull cutoff parabola and the Hartree lines for the 
modes commonly observed in eight-oscillator strapped magnetrons. On 
the basis of this diagram it should be expected that at a magnetic field 
equal to B9, excitation of the (n = 3)-mode should start at voltages 
V7 and Vn 9 and of the (n = 4)-mode at 7”; at 7”99 the tube should draw 
current without oscillating. 

1D. R. Hartree, CVD Report No. 1536, Mag. 17. 
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In the actual operation of a magnetron it is found that at constant 
magnetic field the voltage at which a tube runs in a given mode increases 
with the direct current drawn and with the degree of loading of thfe r-f 
circuit. The d-c voltage relations for the (4/4/8)-mode of a typical 
eight-oscillator magnetron (the 2J32) for several different values of 
load at one fixed value of magnetic field are shown in Fig. 8*2. It may 
be observed that oscillation (at finite amplitude) is possible at a voltage 
somewhat below the value given by the Hartree formula. At constant 
current and load the voltage increases linearly with the magnetic field. 
Similar relations between B, F, I, and load are observed for components 

Fig. 8-1.—Schematic Hartree diagram for Fig. 8*2.—Current-voltage relations of 
an eight-oscillator magnetron. the (4/4/8)-mode of an eight-oscillator 

magnetron at constant B with various 
values of load (schematic). 

of other modes, although they cannot be followed over so great a range. 
It sometimes happens that some of the modes for which n 5* N/2 are so 
weakly coupled to the output load that it is impossible to exert any 
appreciable influence on them by varying the external load. In such 
cases the output power may be so low that the wavelength can be meas¬ 
ured only with difficulty, even though the mode is strongly excited. • 

For questions having to do with mode selection, one is frequently 
interested simultaneously in the (F, .//-relations of several components, 
all at the same magnetic field and at a fixed setting of some matching 
device in the output transmission line. The relations may be represented 
by (F,/)-diagrams, such as those shown in Fig. 8-3. The voltage of 
each component is, to a first approximation, equal to its Hartree voltage. 
The difference between the actual voltage and this approximation 
depends upon the load and the current, as is illustrated for a (4/4/8)- 
component in Fig. 8*2. However, it is important to remember that a 
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fixed setting of the matching device implies a different degree of loading 
for each mode, both because of the differences in coupling and because of 
the frequency sensitivity of the matching device. Thus, adjustments of 
the device may affect two modes oppositely and may interchange the 
relative positions, in a (F,/)-plot, of the curves for two components 
with nearly equal values of 7X. As the magnetic field is changed, the 
(F,/)-diagram changes in accordance with the curves shown in Fig. 8*1. 

The cutoff curve of Fig. 8*3 is drawn as it is observed in magnetrons 
of the type under discussion. It has sometimes been confused with a 
noncoupled mode of oscillation. The fact that the current increases 
continuously rather than discontinuously at the cutoff voltage is a well- 
known discrepancy between magnetron theory and experiment. The 

I I I I 
(a) B<B3 (b) B>B3 (c)B<B5 (d)B>Bs 

Fig. 8*3.—Schematic (F,J)-relations for an eight-oscillator magnetron: (a) and (b) 
with small wavelength difference between modes and (c) and (d) with large wavelength 
difference between modes. N.O. indicates a nonoscillating stato. 

curve has been identified with cutoff because the bend occurs at approxi¬ 
mately the correct voltage, because the voltage varies quadratically 
with the magnetic field rather than linearly as do the modes, and because 
the current follows the application of voltage instantaneously (as far 
as can be observed) rather than with the delay of a few hundredths of a 
microsecond which is associated with the oscillating states. 

The nonoscillating state just above the (4/4/8) component indi¬ 
cated in Fig. 8-36 and d generally escapes observation because with 
many tubes it can be observed only if the pulser has special charac¬ 
teristics. However, such nonoscillating states seem to occur whenever 
adjacent components are widely separated in voltage. 

Apparently, oscillations can persist in just one mode at a time. 
At least the author is unaware of any instance in which a magnetron 
has been observed to oscillate in two modes simultaneously and con¬ 
tinuously for as long as a very small fraction of a microsecond. How¬ 
ever, it is very common for oscillations to change from one mode to 
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another. Changes of mode may take place in either of two ways: 
One or the other of two modes may be excited at successive turn-ons 
or pulses, or oscillation may suddenly shift from one mode to another 
during the continupus application of voltage. In either case operation 
in each of the modes appears to be normal; that is to say, when the 
respective instantaneous currents and voltages are plotted in a (F,J)- 
diagram, the resulting lines for each mode appear as in Fig. 8*3, and the 
data join on continuously with (or may even overlap) those taken with 
the tube operating entirely in one mode or the other. 

8*2. Steady-state Properties of the Pulser.—The effect of the current- 
voltage characteristics of the pulser in determining the voltages and 
currents at which a tube may operate in any one of the various modes is 
now considered. For the present, the discussion is restricted to steady- 
state operation, thereby excluding the very rapid transients that occur 
at the beginning of oscillation or within an intrapulse transition from one 
mode to another. (Experimental details of the measurements will be 
discussed later.) 

If instantaneous currents and voltages for each mode are observed 
when a tube is changing from one mode to another, then for each setting 
of the pulser-supply voltage one 

\ \ \ 
\Vc\ 
W-* 

obtains a pair of voltage and cur- ^ ^ 
rent values, which, when plotted, \ \ 
are found to He as shown in Fig. ^ \ \ \ 
8*4a. The solid lines represent 
the (F,/^characteristics of the YvA 
respective modes. The dotted 
lines which may be interpreted < 
as (F,/^characteristics of the 
pulser are drawn through pairs of 
points (one point for each mode) 
that are observed with the same -~- --- 
value of input voltage to the 
modulator. This interpretation (a) <&> 
. n j i Fig. 8*4.—(F,J)-relations for a mag- 
1S confirmed by repeating the netron that is changing modes. In (&) the 

experiment with a resistor con- internal resistance of the pulser has been 

nected in series with the cathode increased over that of 

lead of the magnetron to increase the internal resistance of the pulser. 
The (F,/)-points are then, found to He as illustrated in Fig. 8*46, and the 
change in the slope of the dotted lines is equal to the negative of the value 
of the added resistance. 

The (F,/^characteristic of a hard-tube pulser may be related directly 
to the (/p,I£p)-curves of the tubes in the final stage. If the characteristic 
of the tube (or parallel arrangement of tubes) is such as that shown in 

(a) (6) 
Fig. 8*4.—(VJ)-relations for a mag¬ 

netron that is changing modes. In (&) the 
internal resistance of the pulser has been 
increased over that of (a). 
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Fig. 8*5a when the control-grid voltage is equal to that delivered by the 
driver, then the (F,/^characteristic of the pulser is like that shown in 

Fig. 8*5&, where the supply volt¬ 
age is represented by F'. 

In spark-gap, thyratron, and 
other line-type pulsers, the pulse¬ 
forming network behaves approxi¬ 
mately as a constant-voltage 
generator of emf equal to the 
potential to which the line is ini¬ 
tially charged, in series with an 
ohmic resistance equal to the 
characteristic impedance of the 
network. During steady-state 
operation the associated pulse 
transformer functions essentially 

Fig. 8-5.—(a) (IP,VP)-characteristic of 
tubes in output stage of hard-tube pulser; (6) 
(V,/)-characteristic of the pulser of (a). 

as an ideal transformer. Thus the characteristic of such a pulser is a 
straight line, as shown in Fig. 8-6. Usually the pulse-forming network is 
matched to the magnetron at the operating current and voltage, as at P 

Fig. 8*6.—(F,I)-characteristic of a line-type Fig. 8-7.—Comparison of (V\J)-character- 
pulser. istics for different pulsers. 

in Fig. 8-6, so the open-circuit voltage is just twice the normal operating 
voltage of the magnetron. 

Although the (F,/^relationships of the pulser and magnetron 
together result only in necessary conditions which must be satisfied by 
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the steady-state currents and voltages of whatever modes are excited 
(the actual selection of modes being influenced by still other factors), 
they provide an explanation of many of the variations that are observed 
when tubes are tested on different pulsers. As an illustration, consider 
the ideal case represented by Fig. 8*7. A magnetron having the charac¬ 
teristics shown is to be operated in the (4/4/8)-mode at the point P. 
Only selection among the (4/4/8)- and (3/3/8)-modes and the non¬ 
oscillating states is discussed; it is assumed, as is commonly the case, 
that there is no interference from the (5/3/8)-mode. Curve A represents 
a line-type pulser, which obviously will permit operation in either the 
(4/4/8)- or the (3/3/8)-mode. Curve B represents a hard-tube pulser 
with a large reserve of current-carrying capacity which permits operation 
only in the desired mode. Curve C is typical of a hard-tube pulser 
operated near the upper limit of its capacity; it offers the choice between 
the (4/4/8)-mode and the nonoscillating state. Curve D illustrates a 
hard-tube pulser at plate-current saturation, which will permit operation 
in the (4/4/8)- and (3/3/8)-modes, just as does the line-type pulser. 

8*3. Types of Mode Changes.—As has been mentioned in Sec. 8*1, 
changes of mode may take either of two forms. One form consists of a 

A,a 
(a) ib) (c) 

Fig. 8-8.—Symptoms of a mode skip, (a) The voltage pulses, (b) the current pulses, and 
(c) the spectrum. 

random alternation between two modes at successive turn-ons or pulses; 
this type will be referred to as a ‘1 mode skip.” The other form is a 
transition from one mode to another during the continuous application 
of voltage; this type will be designated as a “mode shift.” Sometimes 
the two forms appear in combination. 

The mode skip is the more common form in pulsed magnetrons. Its 
symptoms are double voltage and current pulses such as are shown in 
Fig. 8*8a and b and a spectrum that, with the conventional analyzer, 
appears to have lines missing as in Fig. 8*8c. The proportion of the 
numbers of pulses in the respective modes changes with power-supply 
voltage, usually continuously as indicated in Fig. 8-9; but because of a 
sort of instability connected with the regulation of the power supply, a 
sudden transition from all pulses in one mode to all pulses in the other 
may take place when the power-supply control is changed gradually. 
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(This instability is discussed at greater length in Sec. 8*7.) Mode skips 
are generally attributable to failures to start, or “misfiring,” in the lower- 
voltage mode and in many cases can be eliminated by sufficiently reducing 
the rate at which voltage is applied to the magnetron. 

A mode shift in a pulsed magnetron results in current and voltage 
pulses such as those illustrated in Fig. 8*10. (This figure represents a 

Fig. 8.9.— Effect of power-supply volt¬ 
age on the distribution of pulses in a 
mode skip. 

current that are associated with a mode shift. 

shift from a lower- to a higher-voltage mode, but shifts in the opposite 
direction also occur.) The spectra of the respective modes have no 
“missing lines” but are somewhat broadened because of the shortened 
effective pulse in each mode. Mode shifts may be considered to result 
from the loss of stability in the initial mode of oscillation. The condi¬ 
tion of instability may be reached as the result of a change (however 
gradual) in the operating conditions or, conceivably, as the result of 
changes within the magnetron. In many cases it is quite sensitive to 
the load on the r-f circuit. Mode shifts can be especially troublesome 
in c-w magnetrons that are amplitude-modulated. 

Methods of Observation.—Information about the dynamics of the 
types of phenomenon just mentioned has been derived principally from 

observations on pulsed magne¬ 
trons. Measurements with a 
peak voltmeter and average-cur¬ 
rent meter are entirely inadequate 
for such studies. It is possible to 
construct diagrams such as Fig. 
8*3 point by point from measure¬ 
ments of instantaneous current 
and voltage made with a synchro¬ 
scope, but a more convenient and 
satisfactory method is to connect 

the cathode-ray tube as shown in Fig. 8*11 so that the tube itself plots volt- 
age against current automatically. As a first approximation, for each 
setting of power-supply voltage this arrangement yields one point in a 
(F,/)-plot corresponding to the flat portions of the pulses or two points in 

Pulser 

Magnetron 

Current¬ 
viewing 
resistor 

(V,D-oscilloscope 

Fig. 8-11.—Schematic diagram of an 
oscilloscope used for automatic plotting of 
voltage against current. 

3 CRT 
Voltage 
divider 
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case the tube changes modes. This limitation can be overcome, however, 
by modulating the power supply at a low frequency—say 60 cps—so that 
the successive pulses, during one complete sweep of the power supply, 
trace out a complete diagram. To make the arrangement practical, the 
cathode-ray tube must be intensity modulated, somewhat as in the syn¬ 
chroscope, so that the beam is on only during pulses. 

Actually, since both current and voltage vary continuously throughout 
a pulse, the beam of the (F,/)-scope traces out a closed curve for each 
pulse, and the form of the curve is related to the transients. Figure 
8T2 represents schematically a typical (F,/)-trace, correlated with 
the corresponding parts of the voltage and current pulses. The current 
maximum at t\ arises from charging the capacitance associated with the 

Fig. 8*12.--A (V\/)-trace with corresponding current and voltage pulses. 

magnetron input circuit. The buildup of oscillation occurs between 
t2 and £3. From tz to U the magnetron oscillates steadily. As the voltage 
starts to fall at the end of the pulse, the oscillations die out between 
ti and U, but the rate of fall of voltage is usually slow enough that the 
current-voltage relation is the same as for steady-state conditions. The 
discharging current t$ to U is much smaller than the charging current h 
because of the smaller magnitude of dV/dt at the trailing end as compared 
with the leading edge of the pulse. 

There are thus two ways in which the (F,I)-scope may be used. 
To view* the steady-state characteristic, the intensity modulation is set 
to bring out the flat part of the pulse (*3 to $4 in Fig. 8T2) and the power 
supply is modulated. To view the transients, the intensity modulation 
is set to bring out the appropriate portion of the pulse—the leading edge, 
for instance—and the power-supply voltage is held fixed. When the 
apparatus is arranged so that the change from one tjrpe of observation 
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to another can be made quickly and so that the various controls can be 
manipulated without interrupting the observations, it is possible to survey 
the behavior of a magnetron very quickly. 

8*4. Survey of the Process of Mode Selection.—As a preface to the 
detailed discussion of the observations on mode selection, the pattern 
into which they fall is summarized here, and it is shown how the (F,/)- 
traces provide a convenient basis for discriminating between the various 
types of mode-selection processes. 

The characteristic feature of the (F,/)-trace in a mode skip is the 
branching illustrated in Fig. 8'13, where the heavy arrowed curves 
represent the two alternative paths of the (F,/)-point, one to Mode A 

Fig. 8.13.--Mode skip determined by Fig. 8.14.—Mode skip governed by corn- 
speed of starting in the lower mode. petition between two modes. 

and one to Mode B. As will be shown later, modes widely separated 
in voltage have associated with them distinct regions of the (F,/)-plane 
within which oscillations in one, and only one, of the modes can build 
up and sustain themselves; these regions are indicated by shading in 
Fig. 8*13. When voltage is applied, as at the beginning of the pulse, 
the (F,/)-point rises to within the starting region of the lower mode 
where oscillation and consequently d-c current build up. If the buildup 
is sufficiently rapid, the (F,/)-point may be held within this region 
because of internal drop in the pulser, even though the open-circuit 
voltage of the pulser lies above this region. However, if the buildup 
is less rapid (relative to the rise of open-circuit voltage of the pulser), 
the current and voltage point may pass outside the region of the lower 
mode—whereupon oscillations in Mode A quickly die out—and thence 
into the oscillation region of Mode B. Depending upon circumstances, 
the (F,/)-point might eventually come to rest on the steady-state charac¬ 
teristic of B or on the cutoff curve somewhere above B; it might also fall 
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short of entering the region of the higher-voltage mode and come to rest 
at a nonoscillating state—say at C—between the two regions, as shown 
in Fig. 8*13. All the above possibilities are, of course, subject to the 
relations discussed in Secs. 8*1 and 8*2. It is clear that in this type of 
mode selection the controlling factors are the speed with which oscillations 
start in the lower mode and the characteristics of the pulser, particularly 
the rate of rise of voltage; there enters no element of competition between 
the two modes directly concerned. 

A variation of the mode skip is illustrated by Fig. 8-14 in which two 
modes are so close together in voltage that their oscillation regions 
overlap extensively. Here it may be supposed 
that oscillations start in both modes simul¬ 
taneously but that during the later stages of 
buildup the nonlinearities in the space charge 
enter in such a way that one of the modes gains 
predominance and eventually suppresses the 
other. If the competition were very evenly 
balanced, the outcome might be determined 
by random fluctuations; hence a mode skip 
would result that, contrasted with the type 
described earlier, would be very little influ¬ 
enced by the rate of rise of the applied volt¬ 
age. Direct interaction between modes might 
be suspected of being an important factor 
whenever two modes have components with 
nearly equal values of y\. However, as will be discussed in more detail 
later, the above condition alone does not appear to be a very good index 
of the importance of interactions. 

The mode shift is an entirely different sort of selection process and is 
characterized by a (F,/)-trace such as is illustrated in Fig. 8-15. This 
drawing corresponds to a case in which the rise of voltage is relatively 
slow, so that after the initial stages of buildup, the (F,/)-point proceeds 
toward higher currents along the steady-state characteristic of Mode A. 
Eventually a point of instability is reached; the oscillations in A cease 
to be self-sustaining; and as they die out, the (F,/)-point moves upward 
quickly, more or less along the pulser characteristic. Figure 8-15 repre¬ 
sents a case in which the (F,/)-point then enters the oscillating region 
of Mode B and eventually comes to rest on the steady-state characteristic 
of that mode. In case the modes are widely separated and the pulser 
has a low impedance, the (F,/)-point may arrive at a nonoscillating 
state between Modes A and B. If the magnetic field is too low to permit 
oscillation in Mode B} the (F,/)-point will end on the cutoff curve. 

In addition to the sort of shift that has a (F,/)-trace of the type 

Fig. 8*15.—Mode shift 
caused by instability of the 
lower mode at high current. 
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illustrated in Fig. 8-15, there are sometimes observed shifts with (F,/)- 
traces like those illustrated in Fig. 8* 16. These transitions can arise 
only from an interaction between modes; for if the primary event were 
simply the cessation of oscillations in the initial Mode A, the current 
(which can flow only because of the oscillations, since the voltage remains 
well below cutoff throughout) should tend to decrease and the voltage 
to rise during the transition—which is opposite to what is observed. 
Evidently, while the tube is in Mode A, a condition is reached that 
permits B to build up, and eventually the oscillations in B reach a great 
enough amplitude to suppress A. 

The mode instabilities that have been investigated most thoroughly 
are the mode skip of Fig. 8T3 and the mode shift of Fig. 8T5. These 

Fia. 8*16.—Mode shifts caused by competition between modes. 

are discussed separately in detail in Secs. 8-5 and 8*6. The more com¬ 
plicated phenomena, in which interactions between modes play an 
important part, have so far been studied only more or less incidentally 
and are considered in Sec. 8T2. 

8*6. The Mode Skip.—As a rule, mode skips are encountered when 
attempts are made to operate pulsed magnetrons at high currents, and 
in many such cases the mode skip can be attributed to misfiring in the 
desired mode of oscillation; that is, the mode-selection process is of the 
type illustrated by Fig. 8T3. 

The manner in which a mode skip caused by misfiring usually develops 
when increasing voltages are applied to a magnetron (at constant mag¬ 
netic field) i3 illustrated by the series of (F,/)-traces reproduced in 
Fig. 8-17a to/. 

A complete steady-state characteristic taken at the same magnetic 
field is shown in Fig. 8T8. In Fig. 8T7a, the voltage is just below that 
at which oscillations start; in Fig. 8T7b and c, oscillations start at every 
pulse, and the steady-state current increases as the voltage is raised. 
At higher voltages, oscillations stai;t in the lower mode only during some 
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of the pulses, but in such pulses the steady-state current continues to 
increase with applied voltage. In Fig. 8T7d and e, failure to start in 
the lower mode results in a transition into a nonoscillating state, but 

Fig. 8-17.—(F,/)-traces of a mode skip arranged in order of increasing voltage. 
Only the trace corresponding to the rising edge of the pulse is shown, (a) Below oscil¬ 
lations; (b) beginning of oscillations; (c) middle of oscillation region; (d) beginning of mis¬ 
firing; (e) misfiring into the nonoscillating state; (/) misfiring into a higher-voltage mode. 

with a still greater applied voltage (Fig. 8*17/) the (F,J)-point continues 
upward through the nonoscillating state and into the higher-voltage 
mode. 

Additional evidence that misfiring in the lower- 
voltage mode is the primary cause of the mode 
skip when the modes are widely separated in volt¬ 
age is provided by the fact that the proportion of 
pulses in the higher-voltage mode (or alternatively, 
the nonoscillating state) can be decreased by re¬ 
ducing the rate at which the voltage rises at the 
leading edge of the pulse. With a sufficiently slow 
rise of voltage, the upper mode is suppressed 
completely. This behavior is readily understood Fia-, 818—-steady- 

on the basis of the discussion of Fig. 8T3. (The the mode skip illustrated 

possibility that a mode shift may occur when the in Fig* 8'17* 
rise of voltage is made very slow does not affect the validity of the 
argument.) The effect is further discussed in Sec. 8*9. 

8*6. The Mode Shift.—The type of mode shift that seems to occur 
most commonly and about which most is known is that illustrated in 
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Fig. 8*15, in which the transition is caused by simple instability in the 
initial mode of oscillation. In many cases the instability at high currents 
appears to result from an inherent property of the space charge in the 
oscillating magnetron, although in others it is definitely attributable to a 
deficiency in the electron emission from the cathode. 

The inherent instability shows up most prominently in magnetrons 
scaled to operate at low voltages, particularly in tubes designed for c-w 
operation. Its outstanding characteristic is a strong dependence of the 
limiting current upon the r-f load; lighter loads (large loaded Q’s) permit 
oscillation to continue to higher currents. The effect was recognized 
first by R. N. Hall and L. Tonks of the General Electric Company, 
Schenectady, N.Y., who encountered it in the course of developing c-w 
magnetrons for radar countermeasures. 

The conclusion that this limitation on current is an inherent property 
of the magnetron such as can occur even when the emission from the 
cathode is limited by space charge is based on the facts that the observed 
limitation does depend strongly on the load and that the effects observed 
in a wide variety of magnetrons show a qualitative consistency. How¬ 

ever, the impossibility of ascertain¬ 
ing to what degree the emission is 
actually limited by space charge in 
an oscillating magnetron precludes 
any precise analysis of the data 
available. 

Figure 8*19 shows the limiting 
current that may be expected for 
various values of load. The plot is 
presented in the form of reduced 
variables (see Chap. 10). Opera¬ 
tion at a given load is possible only 
to the left of the load line. In 
addition to the uncertainties men¬ 
tioned, there is some question as to 
how exactly effects in dissimilar 
magnetrons can be correlated by 

means of reduced variables, so that predictions based on Fig. 8-19 may 
well prove to be in error by a factor of 2 in special cases. 

In most of the magnetrons designed for pulsed operation the inherent 
limit on current cannot be demonstrated, because these tubes run at 
high current densities, so that other limitations, such as low emission 
or sparking from the cathode, appear first. It has been observed, how¬ 
ever, in low-voltage pulsed tubes (for example, the experimental LL3 
magnetron described in Sec. 8*9) by the application of a heavy load and 
a slowly rising pulse. 

Fig. 8*19.—Limiting current as a func¬ 
tion of load conductance. 1 he parameters 
are expressed in reduced variables. 
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Another type of limitation on current shows up in some tubes when 
the cathode is abnormally poor or when it is run at a subnormal tempera¬ 
ture, and this limitation is thus attributable to inadequate emission. 
Usually when the current is limited by cathode emission (including 

rr,Y 
1 ia 8 20- Stcnd\ -state characteristics showing from (a) to (d) the effect of de(leasing 

heater povei A 500-ju/uf condenser was connected m parallel to eliminate misfiling 

secondary electrons, of course), the (V,I)-characteristic bends upward 
at high currents—sometimes a kilovolt or so above the extrapolated 
straight part of the characteristic—before instability sets in. The loca¬ 
tion of the bend usually can be altered by varying the temperature of 

Fig 8 216.—Steady-state characteristic for the same conditions as Fig 8 21a, but with 
a 500-/uAif condenser m parallel with the magnetron There appears an upper limit to the 
amount of current that can be drawn in the main mode 

Fig 8 21c —A (V,l)~trace for a voltage sett ng on the cutoff curve of lug 8 216. (Note 
that oscillations which build up in the main mode become unstable at high current) 

Fig. 8 21 d.—The current pulse of Fig. 8*21c indicating the relative lengths of time 
involved m this transition. (Note also that sometimes the tube misfires directly into the 

cutoff curve.) 

the cathode. The four parts of Fig. 8*20 demonstrate this behavior 
in the LL3. 

A good example of how a poor cathode can cause a tube to behave 
abnormally because of a mode shift is provided by some 725 magnetrons 
that had received very severe treatment. Normal 725 tubes operate 
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with no evidence of mode instabilities; but in testing these tubes on a 
hard-tube pulser which had a very slowly rising pulse, it was observed 
that oscillations started with each pulse but ceased as soon as the current 
rose to about 30 amp. Examination then showed that the pulsed primary 
emission was hardly detectable. 

Pulsed tubes normally do not exhibit a mode shift unless they do have 
very poor cathodes and the rate of rise of the voltage pulse is sufficiently 
slow, because misfiring takes place instead, when the voltage is raised 
in the attempt to increase the current. As an example, Fig. 8*21a shows 
a steady-state (F,/)-diagram of the LL3 taken at a low magnetic field. 
(The upper “mode” in this case is the cutoff curve.) When a 500-ju/if 
condenser is shunted across the modulator, the misfiring is eliminated, 

Fig. 8-22.—Schematic diagram of the 
trace shown in Fig. 8*21c of a mode insta¬ 

bility. 

excitation of a low-voltage mode at the 
beginning and end of the pulse. 

and a mode shift occurs. The steady-state characteristic for this case 
is shown in Fig. 8*216, and the corresponding (F,/)-trace and current 
pulse for a high-voltage pulse are shown in Fig. 8*21c and d. These 
figures show that the misfiring has not been completely eliminated. The 
(F,/)-trace of Fig. 8*21c is copied schematically in Fig. 8*22; the arrows 
show the direction of motion of the (F,7)-point. 

Sometimes a mode shift occurs very early in the pulse, so that the 
lower mode is excited for only a brief interval at the beginning of 
the pulse and for another brief interval at the end of the pulse when the 
voltage falls again within the starting range. The current pulse then 
has the shape indicated in Fig. 8*23. The suddenness of the transition 
from a normal current pulse to one of this type may be accentuated by an 
instability of the combination of magnetron, pulser, and power supply, 
which will be discussed in Sec. 8*7. If, as is usual in such cases, the 
limiting current is a function of cathode temperature, peculiar time 
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lags may be observed, since the heating by back bombardment may be 
very different in the two conditions of operation. 

Shifts in which the second mode has a lower voltage than the initial 
mode have been observed to occur in two ways, corresponding to Fig. 
8-16a and b. Type a, in which the instability sets a lower limit to the 
current in a higher-voltage mode, requires special conditions for its 
observation—namely, that a higher-voltage mode be reached initially 
(as a result of misfiring or high-current instability in the lower mode) 
and that the voltage then fall so that the lower current limit of the higher- 
voltage mode is approached from the high-current side. This sort of 
transition has been observed only between closely spaced modes; it is 
exhibited well in some unstrapped X-band tubes (specifically, the 2J21). 
Practically, it does not seem to be of much 
importance. 

Type 5, as shown in Fig. 8*166, was 
observed in an experimental tube (the 
LM2 produced by the Raytheon Manu¬ 
facturing Company) in which the 2J39 
anode block is strapped to a wavelength 
of 12.3 cm. When run on a hard-tube 
pulser, this tube has a steady-state charac¬ 
teristic for certain loads such as is indi¬ 
cated by the heavy curve in Fig. 8*24. 
Here, misfiring in the (4/4/8)-mode on a 
medium-voltage pulse leads to the non¬ 
oscillating state N.O.; but a higher-volt¬ 
age pulse, which rises to where the 
(5/3/8)-mode should start, results instead 
in the excitation of the (4/4/8)-mode. Close observation of the current 
pulse shows, however, that the (5/3/8)-mode is actually excited for a 
brief interval at the beginning of the pulse. 

8«7. Instability of the Power Supply: “Mode Jumps.”—When a mode 
change takes place in such a way that an increase in applied voltage 
results in a decrease in magnetron current, complicating phenomena 
may occur. For instance, pulsed magnetrons sometimes exhibit a very 
sudden change from one mode to another, apparently with no perceptible 
transition range. This phenomenon—occasionally referred to as a 
“mode jump”—has sometimes been interpreted as a distinct type of 
change different from those which have been described in preceding 
sections. Actually, such behavior is a result of instability of the combina¬ 
tion of power supply, pulser, and magnetron rather than a special charac¬ 
teristic of the magnetron. 

A power supply that consists of a rectifier and filter will, in general, 

acteristic of the LM2. At high 
voltages the j-component is excited 
at the start of each pulse. 
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have a time constant that is large compared with the repetition period 
of the pulser, and its output voltage (as affected by internal regulation) 
will be dependent upon the average current drawn by the magnetron 
rather than the pulse current. If the power supply has a condenser 
output, the condition for stability is that 

JL. dJ 

R + dV > 0, 

where R is the internal resistance of the power supply, 1 is the average 
current, and V is the input voltage to the pulser (considered to be equal 
to the open-circuit output voltage of the pulser). 

In the case of a mode skip, the average current as a function of power- 
supply voltage can be computed on the 
basis of curves such as are illustrated in 
Figs. 8-4 and 8*9. In general, an S- 
shaped curve such as is shown in Fig. 
8*25 will result. With a power supply 
that has a characteristic like that shown 
by the broken lines, there will be a region 
of instability. As the supply voltage is 
increased, there will be a jump from A to 
B—the mode skip is observed as a 
4 ‘ j ump.’’ On the other hand, if the volt¬ 
age is decreased, the jump will be from C 
to D; thus hysteresis occurs. This hys¬ 
teresis effect seems to be present in all 
“mode jumps,” and a close examination 

of the current pulse just prior to the jump usually indicates the beginning 
of either a mode skip or a mode shift. 

Conditions that tend to make dl/dV have a large negative value are 
that the transition (Fig. 8*9) occurs in a narrow range of voltage and 
that the currents in the two modes be widely different for a fixed supply 
voltage. Both conditions are most likely to be fulfilled with a hard- 
tube pulser inasmuch as a rapid rise of voltage at the beginning of the 
pulse will tend to make the transition region narrow and a low pulser 
impedance wrill tend to make the difference in currents large. 

Under special conditions a mode shift in a pulsed magnetron can also 
be influenced by instability of the power supply. For instance, if the 
shift is like that illustrated in Fig. 8T5 and the voltage rises throughout 
the pulse, a small increase in supply voltage can cause the shift to a 
lower current to take place earlier in the pulse and thus result in decreased 
average current. 

Fig. 8-25.—A negative resistance 
region offered to the power supply of 
the pulser because of a mode change 
in the magnetron. 
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It is obvious that conditions of instability can also arise with c-w 
magnetrons and may lead to oscillations in the input circuit. 

8*8. Outline of a Theory of Starting.—It has been indicated in Chap. 7 
that the type of analysis there applied to steady-state operation can be 
extended to apply to transients, and this section is essentially an elabora¬ 
tion of that idea. Many of the general principles involved are derived 
from a report by J. R. Pierce.1 This treatment may be termed an 
“adiabatic theory” of starting, because it is based on the assumption 
that the transient takes place so slowly that it may be approximated as 
a continuous succession of steady states. Even under conditions where 
the approximation is rather poor, the theory should give some insight 
into the nature of the phenomena that take place. Of course, it is 
possible to conceive of conditions in which an adiabatic approach is 
entirely inadequate, but it is not evident that such conditions are com¬ 
monly realized in current practice. 

The analysis of the styady-state operation has been based on the 
fundamental relation 

Y< + Yc = 0, (1) 

where Ye is the admittance of the space charge and Yc is the admittance 
of the circuit. In so far as admittances can be defined for transients, 
the same relation must apply because it is simply an expression of the con¬ 
tinuity of current. The discussion of Chap. 7 has indicated that the 
admittance of a circuit has a defi¬ 
nite meaning, and that it can be 
computed from the usual formulas 
by substituting the “ complex fre¬ 
quency” instead of the purely real 
frequencies, for oscillations that 
increase or decrease exponentially 
with time. The admittance Ye of 
the electrons is assumed to depend 
only on the instantaneous values 
of the applied voltage V and the r-f voltage V, not on their time deriva¬ 
tives—this assumption constitutes the hypothesis that the buildup is 
adiabatic. 

A detailed discussion will be given only for the case in which the 
resonant system may be represented as a simple parallel-resonant circuit 
(Fig. 8*26) with admittance given by 

Yc - 2C(p - pL) 

= Gl + 2C ^ + j(o) — «i) (2) 

1 J. R. Pierce, “Oscillator Behavior,” BTL Memorandum MM-42-140-60, Sept. 8, 

1942. 

E—1 
Fi«. 8*20.—Equivalent circuit of a magne¬ 

tron. 
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where —jpl is the loaded, complex, resonant frequency equal to 
(see Chap. 7). In so far as one is interested in the amplitude of the r-f 
voltage, but not the frequency, as a function of time, only the real part 
of Eq. (2) need be considered; with the value of Yc substituted from 

Eq. (1), it is 

1*1 = = - G' + °l 
V dt dt 2 C 

(3) 

where Ge is the electronic conductance and Gl is the steady-state con¬ 
ductance of the loaded circuit. Equation (3) has to be solved in con¬ 
junction with relations that describe the dependence of Ge upon V and 
the input conditions. The solution will contain a constant of integration 
that is related to the noise level from wrhich oscillations begin. 

Equation (3) is now to be developed in such a way as to make direct 
connection writh the (F,7)-traces which constitute the greater part of 
the observational material on the starting of oscillations. That is to 
say, the behavior of the system will be followed by tracing its course in 
the (F,/)-plane. 

As shown in Chap. 7, the properties of the space charge, at some fixed 
value of magnetic field, may be expressed in the form 

v = nv,D (4) 
and 

Or = a(F,7). (5) 

(Because the magnetic field is ordinarily constant during any transient, 
it enters only as a parameter and will not be included explicitly.) It is 
convenient to represent the functions V and Ge by means of a “ conduct¬ 
ance map,” wThich is constructed by drawing contours of constant V and 
constant#* in the (F,/)-plane, as illustrated in Fig. 8-29. For the present, 
it is assumed that the functions are known. 

In the interest of simplicity, the reactances in the pulser and in the 
input circuit of the pulser will be ignored, so that the pulser can be 
described by a relation of the form1 

V = (6) 

At every instant Eq. (6) defines a curve—the instantaneous pulser 
characteristic—on which must lie the point (V,I) which describes the 
state of the system. It is convenient to make the following substitutions: 

1 With reactances, Eq. (6) must be replaced by relations that contain derivatives 
and integrals. An attempt to take reactances into account in a general way would 
involve one in the theory of the transient response of networks, with the added 
complication of the magnetron as a peculiar, circuit element. 



Sec. 8-8] OUTLINE OF A THEORY OF STARTING 359 

S(F,/) = - (7) 

and 
V 

f(V,I) = ln^~* (Fo = reference level.) 
Vo 

(In the conductance map, contours of constant are identical, except for 
labeling, with those of constant V and the gradients of ^ and F are in the 
same direction; similarly for £ and — G,.) In terms of £ and Eq. (3) 
takes the form 

(8) 

From Eqs. (0) to (8) the following relations may be derived by differentia¬ 
tion: 

(, t 
di _ /, _ 
dt / fa/, \ / d F\ . J dip\ 

\dVj, \JJJ, + \dl)y 

(9) 

and 

(dA (d-I\ + (*}l\ f 
dV _ \dljir \ dt )i ^ \dl), K 

dt /d\f/\ /dV\ , /d\//\ 

\dV/i \dl/, + \dlJr 

(10) 

These two equations give the velocity in the (7,F)-plane of the point 
P which describes the system, in terms of known functions of the coordi¬ 
nates of P and of the time t. The result can be put into a form that can 
be interpreted more directly, for inspection of the equations shows that 
the velocity of P is the sum of two vectors, one tangent to the instan¬ 
taneous pulser characteristic at P and of magnitude proportional to £, 
the other tangent to the constant-^ contour through P and of magnitude 
proportional to {dV/dt)i. If two unit vectors Wi and W2 are chosen as 
shown in Fig. 8-27, the velocity of P may be expressed as a vector W 
where 

W cos0 (dV\ . r 1 i 1 
Wl sin (<f> — 6) \ dt // W2 [sin (<f> — 0) grad 

The direction of W for various combinations of the signs of (dV/dt)t 
and £ is indicated by sectors in Fig. 8*27. 

The quantitative calculation of a transient would presumably have 
to be carried out by numerical integration of some sort. The way in 
which the process might be performed graphically is illustrated in Fig. 
8*28, which is based on a simplified conductance map. The instantaneous 
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Fig. 8-27.—The unit vectors wi and W2 of Eq. (11). 

pulser characteristic is drawn in for successive times separated by some 
constant interval At (equal to unity in the drawing). The point P 

Fig. 8*28.—Graphical calculation of a 

transient. 

approaches the (£ = 0)-contour 
along the constant-^ contour 
which represents the noise level in 
the resonant circuit indicated by 
\p = 0 in Fig. 8*28. The vector 
that represents the displacement 
of P in each of the time intervals 
is so drawn that the increment 
in \p is equal to At times the value 
of £ averaged over the length of 
the vector. 

In order to trace out the com¬ 
plete transient, the functions 
Ge(V,I) and f(V,I) have to be 
known along the entire path. In 
Chap. 7 it is shown how these 
functions can be derived from 
steady-state measurements, but 

such measurements are confined to regions of stable operation, whereas 
during a transient, region are accessible in which the system is 
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inherently unstable. Consequently the functions must in part be 
deduced from observations of transients. Inasmuch as existing measure¬ 
ments of transients are very crude, as judged by the present require¬ 
ments, it is possible to make only qualitative deductions about the 
behavior of Ge and V in the regions not covered by steady-state 
measurements. 
. From consideration of all the information available, it seems that the 
conductance map derived from steady-state measurements (see Fig. 

/- 
Fig. 8-29.—Schematic graph of V and Ge as functions of V and I. 

7*29a) should be extended in the general fashion indicated in Fig. 8*29 
in order to explain the transient phenomena observed. In Fig. 8*29 
the constant-^ contours are simply extrapolated from Fig. 7-29a and are 
consistent with the premise that I should increase monotonically with 
both V and V. The (V = 0)-contour resembles the current-voltage 
characteristic of a magnetron without oscillators, as it is actually 
observed. The curving of the Ge contours in the lower left part of the 
diagram is introduced to explain the starting voltage and related phe¬ 
nomena, which are described in Sec. 8*9. (With regard to this feature 
there is some uncertainty. As drawn, the contours are entirely con¬ 
sistent with the observed behavior of pulsed magnetrons, but they are 
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not precisely consistent with the characteristics of c-w magnetrons at 
low currents, which are discussed in Sec. 9-2.) 

The doubling back of the G> contours at high currents is designed to 
account for the observed instability at high currents and for the fact 
that the limiting current decreases as GL is made larger. This phe¬ 
nomenon is described in Sec. 8*6. The Ge contours are made to return 
to the (V — 0)-curve at higher values of V (upper left part of the diagram) 
in order to restrict the range of V in which oscillations can start and thus 
to explain the nonoscillating states indicated in Fig. 8*3 and further 
described in Sec. 8*9. 

The question of stability will be taken up first, and the types of 
transient behavior that are connected with Fig. 8-29 will be considered 
later. When the modulator characteristic is stationary, (dV/dt)i = 0, 
and, according to Eq. (11), the intersections of the (£ = 0)- or 
(—Ge = (jL)-contour with the pulser characteristic should represent 
stationary states. Such an intersection will constitute a state of stable 
operation, however, only in case small displacements from it tend to 
diminish rather than increase with time. Since the input circuit is con¬ 
sidered to be free of reactances, any displacement from an intersection 
P' must occur along the pulser characteristic and can be represented by a 
distance s. In the neighborhood of P', the change in £ can be approxi¬ 
mated by (d%/ds)s and Eq. (11) can be written as 

1 ds _ 6s 

s dt d\f/ 
ds 

(12) 

Thus, the condition for stability is that the right-hand side of Eq. (12) 
be negative; that is, £ (or —Ge) and ^ must increase in opposite directions 
along the pulser characteristic. 

However, it is doubtful if the condition just mentioned is stringent 
enough to ensure stability in an actual case, for this condition is based 
on the assumption that reactances are entirely absent from the input 
circuit, although they can never be eliminated completely in practice. 
If reactances are included, P is not constrained to move along the steady- 
state pulser characteristic, and additional possibilities arise. According 
to the condition that has been derived, stable operation could be achieved 
in the upper portion of Fig. 8*29 by the somewhat artificial but not 
altogether impossible expedient of using a pulser with the proper nega¬ 
tive internal resistance, but it seems implausible that this would actually 
work. Very probably oscillations of one sort or another would take 
place in the input circuit. If reactances are taken into account, the input 
circuit will, in general, have a multiplicity of normal modes (in the 
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conventional network-theory sense), and for stability it is required 
that all of these modes shall be positively damped. 

It seems reasonable to conclude that with a normal pulser (with 
positive internal resistance) stable operation is limited to the lower 
part of Fig. 8*29, where — Ge increases with V. At low currents, opera¬ 
tion can be stable only if the internal resistance of the pulser is large, 

o 

!—*• 

{c) 
Fiq. 8*30.—Examples of transient behavior. It is to be noted that the coordinates are 

input current and voltage; the time enters only as a parameter, which increases along each 
of the paths in the direction indicated by the arrows, but the exact time dependence of V 
and I is not shown, 

and even then there is some possibility that oscillations will occur in the 

input circuit. 
As has been stated, some of the features of the conductance map as 

drawn in Fig. 8*29 are justified principally by the observations to be 
described in Sec. 8*9. However, the relation between the map and 
observation may best be illustrated by proceeding as though the former 
were known independently and showing the types of transient behavior 
that can be predicted on the basis of it. The results, which are illus- 
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trated in Fig. 8*30, have been arrived at by qualitative considerations 
based on Eq. (11) and Fig. 8-27, but there can be little doubt that the 
procedure illustrated by Fig. 8*28 would lead to substantially the same 
curves. 

The shaded area of Fig. 8*30 (where £ is positive) is the region in which 
oscillations always increase with time; outside the shaded area, oscilla¬ 
tions always decrease with time. It is assumed that the pulser is simply 

a voltage source with internal resistance r, 
and the applied open-circuit voltage is in the 
form of the pulse illustrated1 in Fig. 8*31. 

In Fig. 8*30a and 6, which applies to the 
first half of the pulse shown in Fig. 8*31, the 
open-circuit voltage rises at a uniform rate to 
a final value V' as indicated and then remains 
fixed. In Fig. 8*30c, which applies to the 
second half of the pulse, the open-circuit volt¬ 
age, having remained at the value Vf through¬ 
out the period of steady-state operation, falls 
to zero at a uniform rate. In Fig. 8*30a, V' 

lies within the starting range; that is, the line1 V = Vf — rl (the steady- 
state pulser characteristic) cuts the (V = 0)-curve in the region in which 
£ is positive. 

One steady-state condition, represented by the point 0, is reached 
invariably, regardless of how rapidly or slowly the voltage is applied 
at the beginning of the pulse. The series A to D illustrates the variation 
in path as the rate of rise of voltage is increased. 

In Fig. 8-306, V* lies outside the starting range, and therefore two 
steady states are possible: the oscillating state 0 reached by paths 
A' and B' and the nonoscillating state N.O. reached by paths C' and D 
In cases where this nonoscillating state is reached, the phenomena 
illustrated by Fig. 8-30c occur during the falling edge of the pulse. In 
Fig. 8*30c path A" represents the limiting case in which the rate of fall of 
voltage is sufficiently slow that the final decay of oscillations occurs 
along the steady-state characteristic of the magnetron. Path D" 
represents the opposite extreme where no oscillations at all occur, and 
C" and B" are intermediate. 

The nature of the (F,/)-curves is greatly influenced by the fact that 
the gradient of is very large in the neighborhood of the (V = 0)-contour. 
The point P enters the positive-£ region closely alongside this contour, 
because the noise excitation of the resonant circuit is relatively small, 

1 Figure 8*31 does not represent the voltage across the magnetron output terminals; 
it simply represents the voltage that would exist there if the magnetron did not 
draw current. 

Fig. 8*31.—The open-cir¬ 
cuit pulser voltage as a func¬ 
tion of time. 
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and departs from it only very slowly at first. It is just this circumstance 
—that oscillations must build up for some time before the current I is 
affected appreciably—which gives rise to the possibility of misfiring 
when the voltage is applied very rapidly. 

The noise in the resonant circuit has been treated, so far, as a con¬ 
stant, which it actually is not. If fluctuations in the noise are taken into 
account, each of the three cases represented by a single path in Fig. 8*30 
should be shown as a bundle of paths. Ordinarily the bundle will be 
narrow; but if conditions are critical, so that the fluctuations determine 
which of two widely different general courses will be followed, the 
bundle will spread out. Thus a path such as Cr may become fuzzy, 
as illustrated in the insert of Fig. 8-306. For some purposes it may be 
necessary to consider the dependence of the noise on time, for the noise 
excitation depends on the input conditions, and the amplitude of the 
noise voltage in the circuit will have its own law of buildup. 

The time relations along any given (F,J)-path may be computed 
by means of the line integral 

(*" # = [*” 2C df 
V £ J y’ @L + Gc V 

(13) 

taken along the path. The speed of starting is sometimes expressed 
in terms of the starting time, which is the interval required for oscillation 
to build up to the point where the r-f output and the increase in input 
current are easily perceptible on instruments generally used to measure 
the final or steady-state values of these quantities. The starting time 
will be least when the early stages of buildup—in which the greater 
part of the increment in In V has to be covered—take place where £ has 
its maximum value, which is somewhere near the middle of the starting 
range. 

It is informative to express the starting time At in terms of an “effec¬ 
tive Q for buildup” QB according to the relation 

Af = - - Q„A In P2 = -1.22 X 10-UXQ*A log,0 P2. (14) 
C0 

The orders of magnitude that seem to be generally involved, for 10-cm 
pulsed magnetrons, are A* = 10“8 sec, Qb = —20, and A logio V2 = 4. 

It is interesting to inquire into the implications, as related to transient 
behavior, of the same scaling relations that are used to systematize the 
steady-state properties of magnetrons. This may be done by expressing 
the various quantities that enter into Eq. (3) in terms of the “reduced 
variables” introduced by Slater.1 According to the ideas of dimen- 

1 J. C. Slater, “Theory of Magnetron Operation,” EL Report No. 200, Mar. 8, 
1943. 
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sional analysis, there exists for each mode of each magnetron a set of 
“characteristic parameters” (B, T>, and£, such that Eqs. (4) and (5) have a 
universal form when expressed in terms of the dimensionless “ reduced 
variables” v = V/V, V = V/V, b = B/($>, etc. It is convenient to 
introduce also the “characteristic conductance” g = 4/V. 

In what follows, the discussion will be restricted to the 

component, ahd it is assumed that the cathode-anode ratio is chosen 
according to the widely used formula re/ra = (N — 4)/(N + 4). Sub¬ 
ject to these restrictions, the expressions given by Slater for the charac¬ 
teristic parameters can be written in the forms 

(15) 

where AN = 1.24 + (9.6/N). The formulas have been put in the above 
forms to clarify the dependence upon the number of oscillators N. The 
expression for £ agrees within 5 per cent with the more complicated one 
given by Slater as long as N is not less than 8. 

When written in reduced variables, Eq. (3) can be put in the dimen¬ 
sionless form 

— In v(v,i) = -ge(v,i) - gL, (16) 

d- 
t, 

where 

The parameter ts may be treated as the “characteristic time interval 
for transients.” From Eq. (15) it is evident that the transient behaviors 
of two magnetrons should be compared on the basis of their respective 
reduced times t/ta. However, even on this basis Eq. (15) will not have 
identical types of solutions for the two magnetrons unless the pulsers 
are appropriately scaled, that is to say, unless Eq. (6), when written 
for each of the pulsers in the reduced variables appropriate to the mag¬ 
netron with which the pulser is associated, takes on one identical form 
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If it is assumed that the last condition is fulfilled—which is never 
the case in practice—there still remains the question of the initial condi¬ 
tions that represent the noise. Here it appears that the principle of 
similitude breaks down, for it would require that the charge on the elec¬ 
tron be scaled to the magnetron. It seems not too unreasonable to 
suppose that the noise has some relation to the shot effect, which involves 
e rather than the quantity e/m, which appears in the scaling relations. 
Thus, where noise is involved, the scaling relations can be applied only 
with some degree of reservation. 

In so far as noise is not involved, the speed of transients should vary 
inversely as t8. According to Eq. (15) 

CX J 
hN (17) 

The factor in parentheses depends only on the shape of the resonant 
system. 

8*9. Observations and Discussion of Starting.—The observations 
described in the first part of this section were made on a magnetron 
designed especially to demonstrate the starting of oscillations under 
the simplest possible conditions. (This magnetron mil be referred to 
as the “LL3.”) It has a very large mode separation, so that the principal 
mode is excited at voltages far below those at which the various compo¬ 
nents of the other modes might occur; thus, the operation in the principal 
mode should be, a priori, free of interactions with those modes. In 
addition, the LL3 operates in a convenient range of voltages (3 to 10 kv) 
and is thus readily adaptable to a variety of demonstrations; conse¬ 
quently it has been used for most of the illustrations of this chapter. 
It is convenient to consider the LL3 as the “standard case” and to discuss 
other tubes in terms of their deviations from the standard. 

The LL3 is an eight-oscillator tube with anode dimensions identical 
with those of the 2J39 (LVS); namely, ra = 0.4 cm, rc = 0.15 cm, and 
h = 1.20 cm. It differs from the 2J39 in having double unbroken ring 
straps (instead of single broken rings) and in having no internal pole 
pieces. Its (4/4/8)-mode is at 11.3 cm; cold tests down to 7 cm failed 
to reveal any other mode. The tube can be made to oscillate at 5.5 cm, 
and the voltage of this mode is consistent with that of the (5/3/8)-mode. 
The (F,/)-relations thus correspond to Fig. 8*3c and d. Observed 
steady-state (F,/)-diagrams are reproduced in Figs. 8*18 and 8*21a. 

The observations described first are those which demonstrate the 
existence of nonoscillating states between widely separated modes 
and which show that for a given mode there is a definite range of voltage, 
quite sharply defined both above and below, within which it is possible 
for oscillations to start. The nonoscillating state between modes is 
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shown clearly in the steady-state (F,/)-diagram reproduced in Fig. 8*18. 
Figure 8-21a demonstrates that when the magnetic field is too low to 
permit the excitation of the upper mode, the nonoscillating state joins 
continuously with the cutoff curve. 

Fig. 8 32.—Voltage and current pulses taken with sec pulsei having a iapid voltage 
rise, (a) Voltage below oscillating region; (b) voltage pulse in oscillating region; (c) 
current pulse m oscillating reg.on 

Figures 8-32 and 8 33 illustrate the starting behavior ob&erved when 
the voltage pulse has a very steep rise and a flat top, that is, under 
conditions that approach those assumed in drawing paths D and Df 

(a) (b) (c) (d) 

i 
Fig. 8 33.—Complete (F,7)-traces for rapidly rising applied voltage, for a series of 

voltages increasing through the oscillating range. Note the gap in the descending part of 
the traces in (d), (e), (f), and (fir), where the tube makes an “attempt” to start, (a) 
Below oscillations; (6) beginning of oscillations; (c) end of oscillations; (d) alternately 
oscillating and misfiring; (e) misfiring; (/) misfiring into cutoff (note that there is no delay 
in current); Cg) misfiring into cutoff at higher voltages. There is still no delay in current. 

in Fig. 8-30a and 6. This series demonstrates that with such a pulse, 
starting occurs only in case the voltage comes to rest within the starting 
range. If the final open-circuit voltage of the pulse is above the starting 
range, the voltage remains within the range for so short a time that 
buildup does not make appreciable headway. The pictures were taken 
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with a i-/xsec pulser, and Fig. 8-32a, a voltage pulse below the starting 
range, shows that the entire rise occurs in about 0.02 ysec. Figure 
8-326 shows a voltage pulse within the starting range, and Fig. 8-32c 
shows the corresponding current pulse. The “spike” at the leading 
edge of the current pulse represents the current required to charge1 the 
input capacitance of the cathode circuit as the voltage rises and is 
especially large in this case because of the magnitude of dV/di at the 
leading edge of the pulse; the corresponding deviation in the (F,/)-trace 
serves to distinguish the leading edge from the trailing edge of the pulse. 
Because the charging current drops almost to zero and then rises again, 
it may be seen that the space-charge current does not start to build up 
until the voltage has practically ceased rising. Figure 8-326 shows a 
small hump on the beginning of the voltage pulse which is absent in 
Fig. 8-32a; this hump results from the voltage drop that occurs, because 
of pulser impedance, when the magnetron starts to draw current. 

Figure 8-33 shows (VyI) traces taken with pulser voltage increasing 
from just below the starting range (Fig. 8-33a) to well above it (Fig. 
8-33g). The steady state corresponding to this series is approximately 
like that illustrated in Fig. 8*21 a. These traces were taken with the 
magnetic field just too low to permit excitation of the upper mode. 
For Fig. 8*33d the voltage was just at the top of the starting range; 
during a few pulses oscillations start, but during the majority they do 
not, and the (F,/)-point remains at the nonoscillating state, which lies 
on the cutoff curve. At a slightly higher voltage (Fig. 8-33c), oscillations 
invariably fail to start during the pulse, and at still higher voltages 
(Fig. 8*33/ and g)y the (F,/)-point proceeds directly to the cutoff curve. 
It should be noticed that when the voltage reaches the cutoff curve, 
current is drawn immediately—there is no indication of the delay in 
current that is evident when oscillations must start before the current 
can build up. The current pulses (not reproduced) show that within 
the oscillation range, the delay in current is subject to appreciable 
variations; it is greatest at the extremes of the starting range, where 
it is equal to the pulse length and decreases fairly continuously toward 
the midrange where it is about 0.015 ysec. 

Further indication of the extent of the starting range is given by the 
behavior observed when the voltage, having passed by a mode at the 
beginning of a pulse, falls again into the starting range of that mode at 
the end of the pulse, as has been assumed in drawing Fig. 8*30c. If the 
voltage does not fall too rapidly, the (F,I)-point reaches the steady- 
state characteristic and follows it to lower voltages. (Usually the slope 
of the voltage pulse has a much smaller magnitude at the trailing edge 
of a pulse than it does at the leading edge.) This sort of path is shown 

1 This charging current has not been taken into account in Fig. 8-30o and 6. 
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very clearly in Fig. 8-34. If the voltage falls rapidly, only a slight 
deviation in the (F,/)-trace occurs. Evidence of starting at the trailing 
edge of the pulse may be seen in Fig. 8-33 even with the faster falling 

Fig. 8*34.—A complete (F,/)-trace of a mode skip in a magnetron operating from a 
hard-tube pulser. Note the gap in the descending part of the trace for the higher-voltage 
mode, where the lower-voltage mode builds up. (The oscillations are due to a natuial 
resonance in the pulser.) The actual photograph (c) is a result of the superposition of two 
(F,/)-paths represented by the tracings (a) and (6). 

voltage, but in most of these photographs the deviation is evidenced by 
only a gap, since an exposure time adapted to the slower parts of the 
trace is not long enough to register the deviation, which is swept out 

rapidly and therefore appears only faintly on 
the oscilloscope screen. 

The lower limit of the starting range will be 
referred to as the “starting voltage”; for the 
LL3, as for most magnetrons, it is somewhat 
greater than the minimum voltage for steady- 
state oscillation. Consequently, if the open- 
circuit voltage of the pulser is brought up just 
to the starting voltage, the steady-state current 
increases discontinuously, as is shown by the 
gap at the low-current end of the steady-state 
characteristic of each mode in Fig. 8T8. The 
minimum current for steady-state operation is 
influenced by the impedance of the pulser and 
by the r-f load on the magnetron as illustrated 
in Fig. 8-35. In drawing this figure, it has 

been assumed that the starting voltage is independent of the r-f load; 
while this may not be exactly true, visual observations of the (F,/)-traces 
have shown that it is a moderately good approximation. Figure 8*36, 
a series of photographed (F,/)-traces taken with various resistors 

I 
Fig. 8-35.—Effect of the 

r-f load and pulser imped¬ 
ance on minimum steady- 
state current. A is for high 
pulser impedance; B is for 
low pulser impedance; and S 
is the starting voltage. 
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iji series with the modulator, shows how the minimum steady-state 
current decreases when the internal resistance of the pulscr is increased. 

In terms of the conductance map, the general behavior just described 
has been interpreted to mean that the constant-(?e contours bend upward 
toward low currents, as in the lower left part of Fig. 8*29. It might 

Fig. 8-36.—Steady-state characteristics showing the effect of changing the pulser 
impedance on the minimum current that can be drawn, (a) No series resistor; (b) 200 
ohms in series; (r) 500 ohms m series; (d) 1000 ohms in seiies. 

be expected that the curvature could be made to show up in the steady- 
state characteristic of the magnetron by putting a very large resistance 
in the input circuit, but attempts to do this were unsuccessful, possibly 
because of instability. On one occasion, when a magnetron quite 
similar to the LL3 was operated with a condenser shunted across it and 
with a resistance in series with the pulser, relaxation oscillations were 
observed to be superimposed on the voltage pulse. However, some 

Fig. 8*37.—The effect of parallel capacitance on the shapes of the current and voltage 
pulsos. (a) Voltage and current pulses with no condenser. The first part of the voltage 
pulse does not show because the sweep of the oscilloscope is triggered by the driver pulse 
of the pulse generator. (6) Voltage and current pulses with 250 /zjuf in parallel with the 
magnetron, (c) Voltage and current pulses with 1000 /xjuf in parallel. 

further indication that the magnetron characteristics do not fall uni¬ 
formly toward very low currents may be seen in (F,/)-traces that show 
the trailing edge of the pulse, particularly Fig. 8*38a and 6. There it 
appears that at a certain minimum current the (F,I)-point suddenly 
changes its direction of motion and—as judged by the density of the 
trace—also its speed. 

Observations that indicate how starting behavior is influenced by 
the speed with which voltage is applied to the magnetron are illustrated1 

1 Unfortunately, this series of traces does not correspond to the sequence of 
Curves A' to Df of Fig. 8-306, which have been discussed theoretically. For those 
curves, it was assumed that the reactance in the input circuit of the magnetron was 
negligible, but in the present series of traces the effects have been produced entirely 
by adding reactance to that circuit. The demonstration would be more pertinent 
if the rate of rise of voltage had been controlled entirely by modifications in the 
driver of the pulser. 
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by Figs. 8-37 and 8*38. For this experiment a Raytheon Laboratory 
pulser was used, with shunting condensers to vary the rate of rise. Even 

<«> ' (b) <c> . W) 
m ___ A 

Fig. 8-38.—The effect of parallel capacitance on the overshoot of the starting voltage, 
(a) The (V,/)-trace with no condenser. The voltage ri tea high enough on the rising edge 
to cause misfiring in some pulses. (6) The (V,/)-trace with 250 jujuf in parallel with the 
magnetron. The voltage does not rise so high as in (a), and misfiring is eliminated, (c) 
The (F,/)-trace with 1000 pui in parallel. The overshoot is decreased still more. (Note 
that the slight decrease in steady-state voltage from (a) to (c) is due to an error in setting 
and is not associated with the phenomena being discussed.) (d) The steady-state (V,/)- 
characteristic corresponding to (a). 

with no shunting condenser, the voltage rise on this pulser was con¬ 
siderably slower than that of the £-/xsec pulser used 
for Figs. 8*32 and 8*33. The effect of the parallel 
capacitance on the current and voltage pulses is shown 
in Fig. 8*37. Figure 8*38 shows the effect of the paral¬ 
lel capacitance in reducing the overshoot of the 
applied voltage. In Fig. 8*38c the rate of rise of volt¬ 
age is slow and the current builds up suddenly when 
the voltage reaches the starting value; but when the 
voltage rises more rapidly (as in Fig. 8*38a), there is 
an increasing tendency to overshoot the starting volt¬ 
age before the buildup of current sets in. Figure 
8*38d shows a steady-state characteristic corresponding 

r I G . 8*39.—A , p. o oo 
(V,/)-trace from a *0 flS* o'oofl. 

gho^nmathoet "°at^ ^ *ke exac^ type of Curve C" in Fig. 
tempt”1 to start 8-306 was not observed with the LL3 magnetron, 
made by the lower- although some attempt was made to produce condi- 

when the tube even- tlons m which it might appear. However, such a 
tuaily oscillates in curve has been observed with a different magnetron. 

modeUg(pZlo£aph Figure 8*39 is a reproduction of a (F,/)-trace for a 
courtesy of J. V. 2J42 (LYX) magnetron that gives unmistakable evidence 
Lebacqz.) that a false start is made on the rising part of the trace. 

8*10. Observations on R-f Buildup.—The results just described, along 
with the theoretical considerations, contained in Sec. 8-8, give a fairly 
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general qualitative understanding of the way oscillations start in a 
magnetron. However, the speed of the transients in microwave mag¬ 
netrons is so great that a rather complete revision of the measuring 
techniques is essential if the subject is to be put on a quantitative footing. 
The following experiments, which were interrupted by the end of the 
war, represent a start in that direction.1 They were made possible by 

V- 4.75kv F=46kv 

V=4.3kv V=40kv 
_l_ 

+40xl0"9 

Fig. 8-40.—The buildup of magnetron current and r-f voltage through the operating 
range of applied voltage. (a) Typical applied voltage; (b) envelopes of r-f oscillations for 
different voltages; (c) tube currents for different applied voltages. (The ordinate is the 
voltage developed at the oscillograph, and is "proportional to the r-f voltage within the 
magnetron.) 

the development2 of an oscillograph with a “resolving time” smaller 
than 10~10 sec. The instrument actually consists of three oscillograph 
systems that record on the same photographic plate simultaneously. 
Thus it is possible to record, for a single isolated pulse, the r-f output 
and the input current and voltage as functions of time. 

« 

1 For a more complete report of the experiments, see R. C. Fletcher and G. M. Lee, 
NDRC 14-543, November 1945. 

2 By G. M. Lee, in the Insulation Research Laboratory of Massachusetts Institute 
of Technology. 



374 TRANSIENT BEHAVIOR [Sec. 8-10 

The aim of these experiments was to investigate the speed of buildup 
as a function of the applied voltage. This was to be done by applying a 
rapidly rising voltage pulse, so that the buildup would occur at essentially 

constant voltage, as along path D in 
Fig. 8-30a. From such results, it 
would be possible to derive Gr as a 
function of V in the neighborhood of 
the (V = 0)-curve. 

One series of experiments was per- 
<a) formed with the ^-mscc pulser that 

had been used for Figs. 8-32 and 8*33. 
Figure 8-40 shows typical voltage, 
r-f and current pulses as obtained 
from measurements of oscillograms 
like those in Fig. 8*41. (The r-f and 
current pulses for 4.75 kv are peculiar 
and will be explained later.) It is 
evident that the pulser is rather slow 
for the present purpose, for, as is 
shou n by the overlapping of the charg¬ 
ing current and the buildup current 
in Fig. 8-40c, the buildup of oscilla- 

_ <C\ „ , tions has proceeded quite far before 
Fio. 8*41.—Typical oscillograms of \ n 

the high-speed oscillograph, (a) Ap- the applied voltage stops rising. 
plied voltage; (6) r-f oscillations; (c) The ra^e buildup Can be repre¬ 
tube current. . . 

sented conveniently by plotting the 
logarithm of the amplitude of successive oscillations against the ordi¬ 
nal number of the cycle, as is done in Fig. 8-42 for the same traces 
as were used for Fig. 8*40. Within the limits of experimental error, 
the curves (except that for 4.75 kv) approach a straight line at low r-f 
voltages, which indicates that the oscillations build up exponentially 
at first, that is, according to the law V eat, where a is positive.1 From 
the slope of the straight-line portion of the curve the “buildup Q” Qb 

may be computed according to the relation 

1 _ —2.30 A logio 
Qb ~ AN ' U8) 

Values of Qb so obtained, from Fig. 8*42 and from additional data of the 
same sort, are plotted against V in Fig. 8*43. (Here V is taken equal to 
the maximum value reached by tfie applied voltage.) 

1 It should be emphasized that this law of buildup is entirely different from that 
for a parallel-resonant circuit suddenly connected to a constant-current source, in 
which V « (1 — e~at). 
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Above 4.6 kv the curves were peculiar, somewhat like the 4.75-kv 
curve of Fig. 8*40, and it was not possible to derive values of Qb from 
them. The horizontal portion of the 4.75-kv curve in Fig. 8*406 does 
not represent a true stable state of oscillation, for it is common at the 
higher applied voltages for the curves to stop rising and then start in 

Fia. 8*42.—Logarithmic plots of the r-f envelopes shown in Fig. 8*406. 

again. This behavior may be interpreted to mean that the (F, 7)-point 
follows a path that is very nearly tangent to the upper boundary of the 
positive-^ region. 

From the results one can conclude that the buildup is exponential 
in its early stages, that — Qb is about 25 in the middle of the starting 
range, and that — Qb tends to decrease at lower applied voltages. A 
more complete analysis would be difficult, because the applied voltage 
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varies considerably during buildup and its variation would have to be 
measured very precisely. 

8*11. Effect of Design and Operation on Starting.—In succeeding 
paragraphs an attempt is made to enumerate the various factors entering 

into the design and operation of 
magnetrons that are related to 
starting and misfiring. The dis¬ 
cussion applies only to cases in 
which interactions between modes 
are not important. According to 
the considerations of Sec. 8*8, it 
should be possible to reduce the 
tendency toward misfiring by (1) 
increasing the amplitude of the 
noise, (2) increasing the rate of 
buildup as measured by — 1 /QB, 
and (3) increasing the time inter¬ 
val during which the applied volt¬ 
age remains within the starting 
range. Whatever information 
there is has to be obtained from 
over-all effects such as the loca¬ 
tion of the current boundary on 
the performance chart where mode 
changes occur. Because detailed 
observations are lacking, it is not 
always possible to form a very 
clear picture of how the primary 
factors mentioned above are 
involved. 

Some caution should be exer¬ 
cised in drawing conclusions from 
observations on mode changes. 

For instance, it has been rather common practice to describe this aspect 
of magnetron performance by drawing a “mode boundary” on a per¬ 
formance chart. The results already presented show that this boundary 
is not a property of the magnetron alone but rather of a specific combi¬ 
nation of magnetron and pulser. Also, it must be remembered that mis¬ 
firing is a threshold phenomenon and that just at the threshold small 
influences can lead to large effects. Magnetrons that are prone to skip 
modes are obviously those which have at best a narrow margin of start¬ 
ing speed, so it should not be surprising if such tubes prove sensitive in 
some degree to almost any sort of variation in construction and operating 
conditions. 

VoJtage in kv 

Fig. 8*43.—The ‘‘buildup Q” as a function of 
applied voltage. 
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The R-f Load.—Heavy loads, according to general observations, 
result in a reduction of the current at which misfiring takes place. 
This behavior is not at all surprising, but the primary factors listed 
above seem to enter in a rather obscure fashion. There is perhaps some 
reason to believe that the load should not have a strong effect on the noise 
level. At least, if the noise does behave like the shot effect, the voltage 
amplitude of the noise should depend on the effective capacitance of the 
circuit and not on its Q. Furthermore, QB should not be strongly 
affected by such changes in load as are ordinarily met. For instance, 
if it is assumed that QB is equal to — 25 when the loaded Q is equal to 
150, the relation between QB and QL is as indicated in Table 8T. 

Table 81.—Relation between Ql and Qb 
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that C be made small. On the other hand, if C is made small and at 
the same time the loading is adjusted for high efficiency, the frequency 
becomes unstable against changes in load, so that some compromise has 
to be made. 

At first thought it might be expected that highly stabilized mag¬ 
netrons—for instance, those which have an external stabilizing cavity— 
would tend to start very slowly, since the effective capacitance is increased 
in proportion* to the stabilization factor. Actually the “stabilizing 
resistor” that is used in such arrangements to damp out extraneous 
resonances must to some extent isolate the magnetron from the high-Q 

035 0.4 0.45 0.5 0.55 

(a) 

0.35 0.4 0.45 0.5 0.55 
re/ra 

(6) 

Fig. 8-44.—Effect of cathode diameter on (a) misfiring and (b) efficiency. Circles are for 
45 per cent loop; triangles for 60 per cent loop. 

cavity as far as rapid transients are concerned. There should be some 
tendency for the magnetron to build up at nearly its normal rate and for 
equilibrium between the magnetron and the cavity to be established more 
slowly. 

Diameter of the Cathode.—It has been observed with several types of 
magnetrons that increasing the diameter of the cathode reduces the 
tendency toward misfiring. This effect is illustrated by Fig. 8*44a, 
which represents data obtained at the Bell Telephone Laboratories1 for an 
eight-oscillator 25-cm magnetron. The curves of Fig. 8*456 show the 
effect of the cathode diameter on the efficiency and demonstrate, in 
accord with general observation, that enlarging the cathode tends also 
to reduce the efficiency of the magnetron, so that again the design must 
be based on a compromise. 

1 H. D. Hagstrum, W. B. Hebenstreit, and A. E. Whitcomb, “On the Maximum 
Current Limitation Encountered in L-band Magnetrons,” Case 24375-2, BTL Memo¬ 
randum MM-45-2940-2, June 25, 1945. . 
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Cathode-end Structures.—Some experiments by Forsberg1 indicate 
that the details of the structures at the ends of the cathode—put there 
for the purpose of confining the electrons to the interaction space— 
exert a considerable influence on the tendency to misfire. The experi¬ 
ments started from the observation that a partial correlation could be 
made between current at onset of misfiring and 1'leakage current”; 
some of the tubes that had the least tendency to misfire were those which 
had a steady-state characteristic that fell off gradually at low currents, 
more or less as illustrated by Curve A in Fig. 8*45, rather than ones with 
a sharp break such as is indicated by Curve B. Attention was then 
directed toward inventing end structures that would accentuate the 
leakage but would not reduce the efficiency in the range of currents 
where the tube normally operated. It was 
found that a slight enlargement of the cathode . ——-—B 
for a small distance at the ends served the / /  -A 
purpose. The leakage was effective only if it / / 
occurred within the interaction space. Larger V / 
end disks were retained to confine the space / / 
charge; details of the structures are described // 
in Chap. 12. Forsberg further found some If_. 
indication that the tubes which showed the 1 
least inclination to misfire also had the greatest firing ba&ed on steady_state 

noise levels; his curves indicated differences characteristics. Tubes of 
x on Jt_ tt xi» v i.* Typo A show more tendency to as great as 20 db. However, the observations mi8fire than tube8 of Typ(f B 

were not sufficiently detailed to warrant the 
conclusion that this is the only effect which is involved. 

Cathode Emission.—With some magnetrons, the tendency to misfire 
is correlated to some extent with low primary emission of electrons 
from the cathode. However, it is difficult to understand why the 
tendency to misfire should be very much affected by the condition of the 
cathode unless the condition is very poor, for the observations with 
the (F,/)-scope indicate that the conditions leading to either misfiring 
or complete buildup are established before the current has built up very 
far. (Of course, a correlation should be expected if what is occurring 
is a mode shift early in the pulse.) Otherwise it may be a secondary 
effect—for instance, if inadequate emission raises the steady-state 
characteristic (as in Fig. 8*20), it will also result in the application of a 
higher voltage when comparison is made on the basis of constant 
steady-state current. Magnetrons that do not ordinarily skip modes 
(presumably those which start very rapidly) seem generally to function 
satisfactorily even when the primary emission of the cathode is very 
low. 

1 According to private communication from P. W. Forsberg. 
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Uniformity of the Magnetic Field.—Nonhomogeneities in the magnetic 
field can have a pronounced effect on the tendency to misfire. For 
instance, the 2J39 was improved to a marked degree by making a slight 
change in the magnet poles that reduced the excess of magnetic field 
at the ends of the interaction space. The original inhomogeneity 
presumably caused a strong concentration of the space charge at the 
middle of the interaction space. Effects of nonuniform and nonaxial 
fields on starting have been observed on many occasions. 

The Pulser.—The principal means available for correcting misfiring 
in any completed magnetron is control of the input conditions. If it can 
be so arranged that the open-circuit voltage of the pulser falls within 
the starting range, no difficulty with misfiring should be experienced; 
but when the magnetron has to be operated at a relatively high current, 
or when the use of a high-impedance pulser iz dictated by other con¬ 
siderations, there exists some possibility 4 hat misfiring may occur. 
To eliminate the misfiring, one must, in essence, reduce the rate at which 
voltage is applied to the magnetron, but this is only a qualitative state¬ 
ment of the requirements. A precise statement of the conditions just 
sufficient to ensure reliable starting could be made only on the basis 
of a thorough understanding of the effects of the reactances in the input 
circuit. An analysis of these effects could be made by extending the 
methods developed in Sec. 8*8, but such a program would undoubtedly 
involve very extensive calculations. For further discussion of pulsers, 
the reader is referred to Vol. 5 of the Radiation Laboratory Series. 

8-12. Interactions between Modes.—The preceding sections have 
dealt with a more or less ideal magnetron—one purposely designed to 
have so great a mode separation that as far as operation in the principal 
mode was concerned, the existence of other modes could be ignored 
completely. In practice, magnetrons have to be designed to meet other 
specifications, and it may be impossible, with existing techniques, to 
meet those specifications and at the same time make the mode separation 
great enough to fulfill the condition mentioned above. Therefore it is 
important to inquire how, in such cases, the transient behavior and the 
stability of the principal mode can be affected by interactions with other 
modes, even though this inquiry must be largely speculative. 

It seems obvious that an interaction between modes must introduce 
a considerable additional degree of complexity into the phenomena 
treated in Secs. 8-8 and 8*9, so perhaps it should not be surprising that 
reliable experimental data are exceedingly scarce. In most of the early 
work on mode selection, it seems that it was taken for granted that any 
mode change could be interpreted exclusively in terms of an interaction 
between the two modes. Since it is now known that misfiring and 
instability can occur entirely independently of such causes, all conclusions 
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about interaction which are based on the mere observation that a mode 
change does or does not take place should be regarded with skepticism. 

If one excludes from consideration purely electromagnetic inter¬ 
actions which can be investigated by cold-resonance methods, an inter¬ 
action between modes can take place under normal operating conditions 
(i.e., no external source of r-f power) only if two modes are excited simul¬ 
taneously by the space charge. The simultaneous excitation of two 
modes occurs only as a transient, for as had been mentioned previously in 
this chapter, it is never observed under steady-state conditions.1 Evi¬ 
dently the nonlinearities of the space charge are of such a nature that 
oscillation in two modes represents an unstable condition when the 
amplitudes of oscillation become large. 

Ways in which an instability of this sort may come about can be 
illustrated by extending the analysis outlined in Sec. 8*8 to include 
simultaneous oscillation in two modes. It is assumed that one has to 
deal with two modes that-have --M . - 
different values of n and that no j ^ °-p=j—. 
interaction other than that which -t—° vJt r, j© > i 

enters through the space charge T u ^.±-—I 

need be considered. Because the V charge Mode 2 
modes have different frequencies " ~~~_j 

and their electromagnetic fields- -—<> %, Y2 ® i 
are of distinct types, the excita- 0 f . J 
tion of each mode can be charac- L_ 
terized by an r-f voltage and an Fig. 8-46.—Equivalent circuit for the simul- 

i , i mu j taneous excitation of two modes. 
electronic admittance. Ihe ad¬ 
mittance for frequencies in the neighborhood of the resonance of a 
mode behaves like that of a parallel-resonant circuit; thus the complete 
system can be represented by the equivalent circuit shown in Fig. 8*46. 

The nonlinearity of the space charge, which for one mode is expressed 
by the dependence of the admittance on the r-f voltage, is for two modes 
expressed by a dependence of each of the admittances on both r-f voltages 
as well as upon the input voltage V. In addition, the input current is 
dependent on both r-f voltages as well as upon the input voltage V. The 
magnetic field enters as a parameter that need not be expressed, and 
the electronic susceptance may be ignored, because small shifts in fre¬ 
quency are not of interest. Thus the space charge can be described by 
the relations 

Get = Q.i(7, ft, V2), (19) 
Get - G,t{V, ft, ft), (20) 
I = I(V, ft, ft). (21) 

1 The observation of a relatively weak noise spectrum at the frequency of a second 
mode is not considered to indicate excitation in the present sense. 

Eig. 8*46.—Equivalent circuit for the simul¬ 
taneous excitation of two modes. 
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The transient behavior is governed by the relations 

d ln T? _ (G*l + Gz,l) 
dt111 Fl ~ 2G'i ’ 

(22) 

d fT (6.2 + Gl2) 
dt1 12 ~ 2Ct ’ 

(23) 

V « V(I,t), (24) 

where Eq. (24) describes the properties of the pulser. 
Some idea of the nature of the solutions of the above set of equations 

can be obtained by following through a somewhat idealized special case 
which can be treated by graphical methods. It is assumed that the open- 
circuit voltage of the pulser rises so rapidly that it can be approximated 
by a step function, with the result that the entire build’ p takes place 
along a fixed curve—the steady-state pulser characteristic—in the 
(F,/)-plane, and Eq. (24) can be replaced b} 

F = V' -/(/). (25) 

(This is the analogue of the case represented by Curve D of Fig. 830a.) 
By combining Eqs. (21) and (25), I can be eliminated and V can be 
expressed as a function of Fi and F2; consequently Gti and (xf2 can be 
expressed as functions of Vi and V2 only. Thus when substitutions 
corresponding to Eq. (7) are made, Eqs. (22) and (23) take the forms 

(26) 

g ** - 6(*i,**). (27) 

The course of the transient can be followed by tracing the path of the 
point (^1,^2) in the (^i,^2)-plane; the differential equation for the path is 

(tyi _ £i*jMj) 
d\p 2 £2(^1, ^2) ^ 

The solution of Eq. (28) will contain the initial values of and which 
represent the noise voltages that exist in the respective modes at the time 
buildup starts. 

If the functions £1 and £2 are represented by a contour map, the solu¬ 
tions can be traced out as illustrated1 in Fig. 8*47. The initial noise 
voltages in the respective modes can be represented by a density distribu¬ 
tion of points (^1,^2) 0 (which presumably are concentrated somewhere 

1 Equation (28) and diagrams of the general type of Fig. 8-47 were originally 
applied to the present problem by Arnold Nordsieck in some informal lectures at the 
Radiation Laboratory. 
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in the lower left region of Fig. 8*47). The probability that the system 
will follow some path that lies between any two given paths is directly 
proportional'to the number of points (^1,^2) o that are contained between 
those two paths; this is the form of the final result. 

The contours of £1 and £2 in Fig. 8*47 have been drawn on the basis 
of the following considerations. It seems entirely reasonable to suppose 
that when either r-f voltage is small, the space charge should be linear 

with respect to that voltage. Thus, when is small, both £1 and £2 

are independent of ^1, and the dependence of £2 on ^2 is the same as if 
Mode 1 did not exist. It is further assumed—and this is open to question 
—that when £1 and £2 are both large so that nonlinear effects become 
important, the dependence of £2 on ^1 is stronger than its dependence on 
^2; similarly with the subscripts interchanged. Figure 8-47 is supposed 
to represent a case in which the two modes would have nearly coincident 
conductance maps if interactions were not present and in which the pulser 
characteristic passes near the centers of the starting ranges. 
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According to Fig. 8*47 the system has zero probability of arriving at 
the intersection of the (£ = 0)-contours—which conceivably might 
represent a stable state of simultaneous oscillation in two modes—because 
out of the infinity of orbits leaving the lower left part of the diagram, 
only one orbit proceeds to the intersection. This result is a consequence 
of the fact that the contours have been drawn in such a way that certain 
requirements for stability are not fulfilled at the intersection. By making 
approximations similar to those made in deriving Eq. (12), it can be 
shown that operation at the intersection can be stable only if the following 
conditions are fulfilled at that point: 

dfi 
d£i d£2 

+ d£2 
< 0 

dji a & 
<ty2 <tyi 

> 0. (29) 

If these conditions are fulfilled, orbits that pass within the neighborhood 
of the intersection will also reach the intersection. In so far as simul¬ 
taneous steady oscillation in two modes is not observed, it would appear 
that relations (29) are in contradiction to some inherent property of the 
space charge. A more rigorous treatment of the input circuit would 
undoubtedly lead to additional requirements for stability. 

A further development would consist in finding how the mode selec¬ 
tion is influenced by operating conditions such as the magnetic field, 
the r-f loads on the respective modes, the open-circuit voltage and the 
internal resistance of the pulser. All of these variables enter into the 
values of £ as parameters; in addition, some of them may influence 
the noise distribution. Still other problems arise in connection with the 
design of magnetrons, and one might inquire how the values of £ and 
thus the mode selection are influenced by the separation of the modes and 
the character of their field patterns in the interaction space. 

So far, the discussion has been based on an idealization, namely, 
that the buildup occurs along a stationary pulser characteristic. As 
shown in the closing paragraphs of Sec. 8-9, this approximation is rather 
poor. With an applied voltage that rises during buildup, the values of 
£ depend explicitly on the time, and the contours of Fig. 8*47 have to be 
thought of as moving about during the transient. An important problem 
that arises in this connection is that of the effect of mode interactions 
on starting time. For instance, as between two modes that interact, 
the undesired mode may never win out, but the interaction may have the 
effect of slowing down the buildup to such an extent that there is an 
abnormally great tendency toward misfiring. Or the interaction might 
conceivably produce the opposite effect. 

Inasmuch as the strapping of magnetrons has received much promi- 
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nence as a device for controlling mode selection, it seems worth while 
to consider how the functions of the straps are related to the considera¬ 
tions advanced above. The primary function of the straps undoubtedly 
is to tighten the coupling between the individual oscillators of the cavity; 
this effect naturally results also in increased separations between the 
frequencies of the modes. In addition, the straps afford the possibility 
of exercising some measure of control over the loading of the various 
modes and over their patterns in the interaction space. Symmetrical 
straps, such as unbroken rings, regularize the patterns of all the modes. 
Asymmetrical straps, such as broken rings, separate the members of the 
doublet modes from each other in frequency and tend to deteriorate the 
patterns of all the modes; however, the asymmetries can be so designed 
as to distort the (JV/2)-mode much less than the other modes. The 
orientation of the asymmetries, relative to the coupling loop, determines 
whether only one or both of the members of a separated doublet will 
be coupled to the external load. 

In so far as there may be present some interaction between the (N/2)- 
mode and an undesired mode, it would seem advantageous to distort 
the pattern of the unwanted mode and thus “handicap” that mode. 
In addition it would seem desirable that the unwanted mode should be 
damped to some extent by being coupled to the external load. On 
the basis of these arguments, strap breaks have been incorporated 
into many magnetrons. In most cases, the introduction of the breaks 
definitely affects the behavior of the magnetron, but there are not 
available sufficient data to show whether the effects are attributable to 
the patterns, the loading, the removal of the degeneracy, or simply 
the quite appreciable change in mode separation that occurs when the 
straps are broken. Certainly strap breaks should not be considered at 
all as a remedy for misfiring hi the type of situation presented by the 
LL3. 

• The mode that usually gives trouble of the sort that might be 

attributed to an interaction is the (f+ 1/f _1/N)-mode> for it so 

(N /N / \ 
happens that in many magnetrons this mode and the (/ *2 / ^ rmode 

have nearly equal values of 7X, and thus have overlapping starting ranges. 
The values of 7X are exactly equal* when the wavelength of the 

^I^“m°de 3ust N/(N + 2) times that of the 

(^i/\/^"mo<*e—f°r instance, 0.8 for eight oscillators, 0.86 for 

twelve—and it so happens that in high-voltage magnetrons it is difficult to 
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make the mode separation very different from this value. Moreover, the 

(*+ 1 — 1!N^~mode frequently seems to have considerable 

vitality. 
One type of behavior is common to the following magnetrons: 2J38, 

2J39,4J33, and 720. In all these magnetrons the + 1 j^ — 1 j N 

(N /N / \ 
mode has a slightly larger y\ (lower voltage) than the l'2/ ‘2/ ^ J 

mode, and the straps have breaks. All of the tubes exhibit mode changes 

at low currents; that is to say, the (W?-A) -mode is excited 

if attempts are made to run the tube at too low a cm rent in the 

m/ TV^-mode. To some extent, the behavior can be interpreted 

on the basis of the starting voltages. If the applied voltage is above 

the starting voltage of the + */i -i/n) -mode but below that 

, the former is excited; if the applied voltage enters 

the starting range of the (f/ £/jv)-mode , that mode takes control. 

From this argument one should expect that with a very slow rise of 

(N /N / \ 
voltage, operation in the + J-mode could be pushed to 

higher currents. Examination of the (F,/)-traces of a 2J32 magnetron, 
however, showed that very complicated intrapulse transitions occurred. 
With a more rapid rate of rise of voltage, the starting behavior of these 
magnetrons in the normal operating range is like that of the LL3. 

The 725 and 2J42 magnetrons have mode separations similar to 
those of the tubes listed above and have broken straps, but these tubes 

show no tendency at all to oscillate in the (^~ + -mode. 

Omission of the strap breaks in the 2J42 was found to have no effect 
on its behavior. Qualitatively, the starting in these tubes is entirely 
similar to that of the LL3, although the 725 starts so rapidly that it is 
exceedingly difficult to make it misfire. 

A third type of behavior was observed in two experimental 
4J33 magnetrons from which strap breaks had been omitted. The 

!\/anc* + 1 / Y ~ ^/ A^-modes had voltages so nearly 

-mode, that mode takes control. 
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equal that they could just be distinguished in the (F,i>scope. There 

was a skip between these two modes, quite independently of whether a 
rapidly or slowly rising pulse was applied, and both modes persisted to 
very high currents. Apparently this is a case in which two modes 

overlap so perfectly that the interaction diagram (Fig. 8-47) preserves 
its general symmetry for all possible positions of the pulser characteristic. 

The first and last sets of examples give some indication of how the 

effect of interaction depends upon the mode separation, although the 
difference between the first and second set of examples remains unex¬ 
plained. It would not seem too difficult to invent interaction diagrams 
that would account for the peculiar phenomena illustrated in Fig. 8T6. 



CHAPTER 9 

NOISE 

By F. F. Rieke 

9*1. Introduction.—The problems that involve the noise-generating 
properties of the magnetron appear to be of two rather distinct types. 
In one sort of problem the noise is of interest as the starting point for 
the buildup of coherent oscillations. In the other type of problem the 
noise is of concern as one of the factors in the >ignal-to-noise ratio of the 
steady-state oscillations of the magnetron. 

It is emphasized in Chap. 8 that the “starting time” of a magnetron 
bears a close relation to the maximum rate at which the input voltage 
can be applied without causing the magnetron to misfire. The starting 
time, in turn, is determined by two factors, each equally important, 
namely, the noise-level from which the buildup of oscillations starts and 
the rate of buildup. Thus the matter of noise generation enters into the 
problem of mode selection, and it was primarily in this connection that 
studies of noise in magnetrons was taken up in the Radiation Laboratory. 
A rather special problem, closely related to the more general one just 
mentioned, is concerned with the practicability of establishing phase 
coherence between successive pulses by “priming” the pulsed magnetron 
with power derived from a stable source of c-w oscillations. An impor¬ 
tant consideration in any application of this device is the amount of 
c-w power required to ensure a specified degree of coherence. It seems 
reasonable to suppose that the voltage from which buildup starts is the 
vector sum of the c-w voltage (of constant phase) and the noise voltage 
(of random phase). On this basis the c-w power required to ensure a 
given degree of coherence between the pulses can be related to the 
noise-power normally present in the magnetron. 

The second type of problem—that of signal-to-noise ratio—was 
encountered (in the RCA Laboratories) in developing a c-w magnetron 
for a special sort of radar that required part of the transmitted signal to 
be fed into the receiver as local-oscillator power. In this case the over-all 
signal-to-noise ratio of the system is strongly dependent upon that of the 
transmitter, a circumstance quite different from the one met with in the 
more conventional pulse radars. Although the case just mentioned is a 
rather specialized one, similar problems very likely will be encountered in 
any attempt to adapt magnetrons for use as local oscillators, and it is 

38S 
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not unlikely that the magnetron will be given serious consideration for 
that purpose for frequencies somewhat above 30,000 Mc/sec. In addi¬ 
tion, there is already some indication that signal-to-noise ratio in mag¬ 
netron transmitters will be an important consideration in the adaptation 
of these tubes to wideband communication systems. 

Considered from a more theoretical standpoint, studies of noise may 
provide an additional means of investigating conditions within the 
electron stream in the magnetron, a matter far from settled by existing 
theoretical treatments. This possibility has been pointed out previously 
in a paper by Linder1 on the evaluation of the electron temperature in 
single-anode magnetrons. Linder found that probe measurements and 
also the results of an analysis of the cutoff curves in single-anode mag¬ 
netrons indicated electron temperatures of the order of 105°, and he 
suggested that so high a degree of disorder in the electron stream should 
also manifest itself in the noise-generating properties of the magnetron. 

The actual investigation of noise in magnetrons has been taken up 
only recently, however, and it is not possible to discuss the subject with 
very much assurance. It is hoped, nevertheless, that the present chapter 
may be of value in giving some indication of the present status of the 
subject. 

9*2. Preoscillation Noise.—The noise that occurs in magnetrons 
before coherent oscillations start is of practical interest in connection with 
pulsed magnetrons. Because of experimental difficulties, however, it 
was possible to make only crude measurements of the noise in pulsed 
magnetrons. Conditions for measurement are much better in the case 
of c-w tubes; and as there is no fundamental difference between the two 
kinds of magnetron, the c-w measurements will be described in greater 
detail. 

The measurements were made on a series of tubes that had similar 
oscillator structures2 but varied considerably in the construction of the 
“hats,” or end disks, placed at the ends of the cathode to confine the 
electron stream to the interaction space. (It was not apparent that 
these modifications caused any significant differences in the behavior 
of the noise.) The magnetron was pumped continuously. A spectrum 
analyzer, with a pass band of 0.1 Mc/sec, was used to measure both the 
power and the bandwidth (between half-power points) of the noise. 
In computing the noise power, the power per unit frequency interval 
observed at the center of the spectrum was multiplied by ir/2 X W, 
where W is the width of the spectrum in megacycles per second between 
half-power points. 

1 Linder, E. G., Jour. Applied Phys., 9, 331 (1938). 
2 The magnetron was a 9.8-cm, 20-oscillator tube, with VQ 175 volts, B0 399 

gauss, 7o — 0.31 amp. 
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The results of a representative experiment are shown in Fig. 9*1, 
where bandwidth, power, and input current are plotted against the 

Applied voltage in volts 

Fig. 9*1.—(a) Bandwidth, (b) noise power, and (c) input current as a function of applied 
voltage for a magnetic field of 960 gauss. 

applied voltage for a magnetic field of 960 gauss. For voltages below 
600 the bandwidth is about 27 Mc/sec—roughly consistent with the 
loaded Q of the magnetron (QL = 160, Av = vl/Ql = 19 Mc/sec). 
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As the applied voltage approaches 722, the power rises rapidly and the 
bandwidth goes sharply to zero. (Actually, of course, it is not possible 
to measure the half-value width when it becomes less than the pass band 
of the analyzer.) At 722 volts the input current also starts to increase 
rapidly, and this point may be considered to be the critical voltage where 
self-sustained oscillations begin. 

Observations on pulsed magnetrons indicate crudely the same sort 
of behavior as that described above. In one respect the pulsed tubes 
differ—the current increases discontinuously at the critical voltage, as is 
illustrated in Fig. 8*36. This discontinuity shows up in some c-w mag¬ 
netrons and not in others, for reasons so far not understood. 

The phenomena just described can be interpreted in the following 
way. The space charge generates a (noise current)2 per unit frequency 
interval (denoted by dil/dv), that is a slowly varying function of the 
frequency. Inasmuch as the noise current is substantially constant 
over the frequency interval v/Q, the observed noise spectrum is simply 
the constant-current response of the resonant system of the magnetron 
expressed in terms of power. The variations in the bandwidth are 
attributed to the changes in the Q of the system caused by electron 
loading, which can be described in terms of the electronic conductance 
Gr discussed in Chaps. 7 and 8. The Q of the system is given by the 
relation 

q _ QlGl 

V “ gl + g: 

The narrowing of the spectrum just" below the critical voltage, 
according to this interpretation, means that Ge is negative in this range. 
To check this hypothesis, impedance measurements were made “ looking 
into” the magnetron while voltages below the critical value were applied 

to it.1 
The normalized conductance go of the magnetron at resonance is 

given by the expression 

_ Gu + Ge __ Gu + Ge 
9° ~ ' Ge ~ Gl- Gu 

As Ge becomes increasingly negative, starting from zero, go decreases 
from the value Gu/Gs = Qe/Qu to zero, then changes sign and becomes 
increasingly negative. (It is to be expected that when go becomes equal 

1 Except for the fact that the electron stream is present in the magnetron, these 
measurements are similar to “cold-impedance measurements.” Since the signal used 
in the measurements falls entirely within the pass band of the analyzer, the deflection 
produced by the signal greatly exceeds that produced by the noise even though the 
signal power is of the same order of magnitude as the noise power generated by the 
magnetron. 
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to —1, the system will break into sustained oscillations, and from then 
on the nonlinearity of the space charge will be the controlling factor.) 
From the impedance measurements one obtains po, the standing-wave 
ratio at resonance, and 

provided |p0| < 1, as was always the case in this experiment. Thus 
there is in principle an ambiguity in the sign of go as determined by the 
standing-wave measurements. 

Fig. 9*2.—The standing-wave ratio at resonance po as a function of the applied voltage. 

The values of po obtained in a series of measurements are plotted 
against V in Fig. 9*2. In plotting the points it has been assumed that 
go does change sign at zero, and the shape of the curve indicates that 
this assumption is justified. Because of the interference caused by the 
noise at higher applied voltages, it was not possible to carry the impedance 
measurements further. The data given in the figure, however, seem to 
justify the interpretation that has been given for the narrowing of the 
noise spectrum near the critical voltage. 

From the foregoing analysis it follows that when the bandwidth of 
the noise is narrowed, part of the observed noise power is generated by 
the noise current and part of it by the negative conductance of the space 



Sec. 9-2] PREOSCILLATION NOISE 393 

charge. To obtain the power generated by the noise current the observed 
powers must be multiplied by 

Gl + Ge _ observed bandwidth 
Gl v/Ql 

The points of Fig. 9-1 for which the coirection is appreciable are indicated 
by open circles connected to the corresponding uncorrected points. 

In another experiment the noise power was measured over a wide 
range of magnetic fields. The results of this experiment are shown in 
Fig. 9-3; the noise powers plotted in this figure have been multiplied by 
the correction factor given above. 

Magnetic field in gauss 
Fig. 9-3.—Noise power as a function of magnetic field. A Bandwidth, 3 Mc/sec; O 

Bandwidth, 6 Mc/sec. 

The significance of the order of magnitude of the observed noise can 
be illustrated by computing a noise temperature by means of the formula 

Pn = kT Av = 
kTv 

Ql' 

With the values Pn = 10~4 watt and Ql = 150, a temperature of 
4 X 10U°C. is obtained, which is numerically equivalent to a mean 
electron energy of 2 X 107 electron volts. 

Surprisingly large noise powers for the nonoscillating magnetron 
were also derived from experiments on the phasing of pulsed magnetrons.1 
Experiments were performed on two magnetrons. One of them delivered 
pulse powers of 2 to 25 kw; the other 20 to 150 kw. To obtain a moderate 
degree of coherence between pulses, 0.05 to 1.0 watt of priming power 

1J. E. Evans, R. C. Fletcher, and F. F, Rieke, “R-f Phasing of Pulsed Magne¬ 
trons,” RL Report No. 1051, Feb. 6, 1946. 
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had to be absorbed by the smaller magnetron; 0.5 to 2.0 watts were 
required in the larger one. A crude theoretical analysis led to the con¬ 
clusion that the noise powers generated in the magnetrons might well 
be larger by at least a factor of 10 than the powers required for phasing. 
Direct measurements of the noise in the smaller magnetron, pulsed just 
below the critical voltage, yielded Values of the order of 10 watts. 

9*3. Signal-to-noise Ratio.1—The work to be described was done in 
connection with the development of a 4000-Mc/sec c-w magnetron 
designed to operate at about 900 volts, with a power output of 20 watts. 
Many of these magnetrons generated excess noise; the noise rose pre¬ 
cipitously at a threshold voltage F0o that varied somewhat from tube 
to tube. Usually Fa0 was below or dangerously close to the specified 
operating voltage of the tube. (An electronic tuner built into this 
magnetron determines the magnetic field and therefore the voltage at 
which the tube must be operated.) The primary problem was to elimi¬ 
nate the excess noise or to raise Vao well outside the operating range. 
In the course of the attempts to do this, noise measurements were made 
on many magnetrons that differed from each other in one or more details 
of their construction. 

The measurements of noise were carried out in the following way. 
The output of the magnetron was fed through an attenuator into a 
crystal; by varying the attenuation, the crystal current was adjusted to a 
standard value of 0.5 ma. The high-frequency components of the crystal 
current were fed into a radio receiver, and the output of the second 
detector of the receiver was registered on a microammeter. This system 
functions essentially as follows. The coherent component of the mag¬ 
netron output provides local-oscillator power for the crystal, which 
operates as a mixer. The “signal” is made up of those frequency 
components—the noise—in the magnetron output which fall within 
the ranges (vM — vR — 8v) to (vM — vR + 8v) and (vM + vR — 8v) to 
(vm + vR + 8v)y where vm is the magnetron frequency, vR is the receiver 
frequency, and 28v is the bandwidth of the receiver. 

In the experiments, vR wa^ usually 1.5 Mc/sec and 28v was 4 kc/sec. 
In general, the excess noise decreased with larger values of vR and was 
quite small for vR = 30 Mc/sec—as is to be expected, for the loaded Q 
of the magnetron could hardly have been less than 100. Within the 
limits indicated above, the excess noise observed did not depend strongly 
upon the tuning of the receiver. 

Diverse correlations suggested the working hypothesis that the excess 
noise was related to ionization within the magnetron. Residual gas 
in the tubes, however, does not provide a consistent explanation for the 

1 The material for this section has been taken from an RCA report: R. L. Sproull, 
“Noise in Magnetrons/1 Report No. 29, Navy Contract NXsa 35042. 
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noise; rather, as is shown by observations to be described presently, 
it is barium and strontium from the oxide-coated cathode that are 
involved. One of the observations consisted simply of detecting the 
spectra of Ba and Sr in the interaction space of the magnetron. Follow¬ 
ing this observation, apparatus was constructed especially for the purpose 
of measuring the ionization in the neighborhood of a hot, oxide-coated 
cathode bombarded by electrons. From the results obtained with 
this apparatus it was concluded that the equivalent pressure of Ba and 
Sr near a hot magnetron cathode is of the order of 10*”2 mm. 

In other experiments, the relation between noise and residual gas 
was studied. In magnetrons with conventional oxide-coated cathodes, 
the introduction of neon had no influence on the noise as long as the 
pressure was less than about 5 X 10"“3 mm; at 10~2 mm a glow discharge 
began to set in. Other magnetrons were constructed with tungsten 
spirals for cathodes. In these tubes, varying the pressure of neon 
between 10“3 and 5 X lO^mxn did influence the noise. (Apparently 
the oxide-coated cathodes provided so many ions that the introduction of 
neon produced little additional effect.) 

The magnetrons with tungsten cathodes had also been operated 
sealed off; under these conditions the threshold voltage Vao was about 
1000 volts when the heating current through the tungsten spiral was just 
sufficient to permit normal oscillation, but Vao dropped to 700 volts 
when the heating current was increased by 10 per cent. It seems not 
quite certain whether this result is to be attributed entirely to residual 
gas released as a result of the increased temperature of the cathode (and 
also of the other parts of the magnetron) or some obscure additional 
effect is involved. 

The preponderance of evidence supported the hypothesis that the 
excess noise in magnetrons with oxide cathodes was caused by electron 
bombardment of the oxide coating. Consequently a. special form of 
cathode was devised to minimize the bombardment of the coated sur¬ 
face. The sleeve had longitudinal V’& cut in its surface, so that it 
resembled a long pinion gear; only the sides of the teeth facing in one 
direction were coated. Since the electrons that return to the cathode 
have predominantly an azimuthal motion and the direction of the 
motion is determined by that of the magnetic field, it was possible to 
arrange matters so that either the coated or the uncoated sides of the 
teeth were the more heavily bombarded. Magnetrons constructed 
,with these cathodes had decidedly better signal-to-noise ratios with 
the magnetic field in the “correct” direction. 

9*4. Origins of Noise.—The observations reviewed in the preceding 
section demonstrate quite conclusively that ions in the interaction space 
of an oscillating magnetron can give rise to strong sidebands of noise 
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in the magnetron output. Presumably the noise gets into the output 
of the magnetron as the result of modulation effects, for it is hardly 
conceivable that the motions of the ions contain the frequency compo¬ 
nents present in the noise spectrum. The ions move much more slowly 
than the electrons, and for the electrons the transit times across the gaps 
of the resonators are just small enough to permit the electrons to deliver 
power at the resonance frequency of the magnetron. It seems likely 
that the effect of the ions is to be explained somewhat as follows: The 
ions, by neutralizing space-charge, cause momentary variations in the 
electron current, and thus there results an irregularity or noise modulation 
of the magnetron output. 

The noise generated in the absence of oscillations (described in Sec. 
9*2) might also be termed “excess noise,” since, as will be shown pres¬ 
ently, it is orders of magnitude larger than can be accounted for by 
elementary considerations. To what extent “this type of noise is influ¬ 
enced by ions is entirely unknown, but to dismiss the results summarily 
as a manifestation of “gas” would appear to beg the question because 
of the difficulty with transit times mentioned above. Modulation effects 
could hardly be invoked, for in this case there is no carrier to be 
modulated. 

One source of noise must be present under all circumstances, namely, 
shot effect, and it may be of interest to calculate an upper limit of the 
noise power to be expected from it. This calculation can be carried 
through quite simply for the nonoscillating magnetron operated at 
magnetic fields below cutoff on the basis of the single-stream solution to 
the space-charge equations (see Chap. 6). This solution has been 
used quite widely as the starting point for theoretical investigations of 
magnetron phenomena. Mathematically, the d-c current to the anode 
is zero under the conditions assumed; in practice the current is relatively 
small. There is, however, a large azimuthal component of current that 
flows across the faces of the resonators, and it seems reasonable to suppose 
that the shot effect arises primarily from this component of the electron 
current. 

Inasmuch as only a rough calculation is to be made, equations for a 
plane magnetron will be used. If the distance between oscillators is $, 
the formula rc/ra — (JNT — 4)/(N + 4) yields for the cathode-to-anode 
distance in a plane magnetron the value 4s/tt, and the characteristic 
parameters (see Chap, 10) of the magnetron are 

_ f) ^ $ o 

v ~ * ~e v°8 ’ 

* = u#*NL, 



Sec. 9*4] ORIGINS OF NOISE 397 

where vo is the frequency of the 7r-mode, N the number of oscillators, 
and L the length of the anode. (A numerical factor of 1.24 is omitted 
from 0.) The solutions to the space-charge equations are 

for 

v _ B t y 
2s “ 

P = 
4 4 

NLs2 v 

where v is the velocity of an electron at the distance y from the cathode 
and p is the charge density. 

The current due to a single electron is computed as follows. With 
an r-f voltage V on the resonant system, the alternating electric field 
has an ^-component Ex given by Ex = (2F/s)/(z/)(cos ttx/s) cos 2nrvt 
+ higher components, where f(y) is approximately 1 at the anode 
and falls to zero at the cathode. Since only an upper limit is to be com¬ 
puted for the current, f{y) is taken as equal to 1 throughout. The 
higher components are small and will be neglected; the error thus intro¬ 
duced will be discussed later. The component wave that travels along 
with the electrons has an amplitude Ex = V/s, and an electron traveling 
with the wave (i» = 2sv) does work at the rate evV/s. Thus the current 
ie induced by a single electron is given by 

ie — 
ev 
s 

= 2ve. 

The (noise current)2/unit frequency interval dil/dv is equal to i\ summed 
over all electrons with velocities between 2sv and 2s(v + dv). Thus 

where 

$2 = (2 veYP- NLs^dv 
dv e dv 

2« 
= — e 

T 

dv 

VQ 

= 0; 

JLXg*. 
1 9 QA’ 

V > vm 

V < vm 

(1) 

Taking the result at its face value, di*/dv should vary as v2 up to vm 
and then fall suddenly to zero. Had the higher components of the 
electric field been included in the calculation of the noise current, how- 
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ever, there would be a weak extension of the spectrum toward higher 
frequencies. The maximum in the noise spectrum at vm occurs at the 

resonance frequency of the magnetron when the applied voltage is just 
equal to the Hartree voltage V = V[2(B/(S>) — 1], Because the tube 

would break into oscillation with so high an applied voltage, the noise 
measurements described in Sec. 9*3 were all made at lower applied volt¬ 
ages. Thus a noise current computed on the basis of Eq. (1) must 

surely represent an upper limit. 
For the magnetron used in the measurements of noise, 0 = 0.3 amp. 

With B = 4®, Eq. (1) yields the value 

= 1.2 X 10-8 (amp)2. 

The noise power integrated over the resonance curve of the magnetron 
is given by 

The value of Yc for the magnetron is estimated to be 0.5 mho and leads 
to the numerical value for the noise Pn = 4 X 10“8 watt, or 74 db below 

1 w. Since this value is roughly 40 db lower than the noise powers 

observed, it is evident that the observed noise cannot be accounted 
for on the basis of shot effect in a single-stream space charge. 



PART III 

DESIGN 

This part of the book is devoted to magnetron design. The available 
theoretical and experimental knowledge of the electronics of magnetrons 
and of their resonant systems and magnetic circuits will be used to develop 
procedures by which a tube can be designed to meet specific requirements. 
The general principles that are needed have been discussed in Part I 
and Part II of the book, and to this will be added a great deal of experi¬ 
mental information gathered at the Radiation Laboratory and from 
industrial laboratories. 

The design of a magnetron must consider four principal components: 
the cathode, the interaction space of the fields and electrons, the resonant 
ystem, and the magnetic circuit. Chapter 10 will discuss the rather 
complex interrelations of these components; it will also analyze in detail 
the problem of designing the interaction space to meet given conditions 
of operation. Subsequent chapters will consider the resonant system, 
the cathode, and the magnetic circuit. 





CHAPTER 10 

PRINCIPLES OF DESIGN 

By A. M. Clogston 

10*1. The Primary Design Parameters.—When a need arises for the 
design of a new magnetron to meet operating conditions not fulfilled 
by existing types, experience has shown that the requirements of the 
situation can be set forth by the specification of certain primary design 
parameters. These parameters express the relationship of the magnetron 
to the other components of the equipment in which it is to be used and 
indicate the requirements sot for the tube by the over-all equipment 
specifications. The primary design parameters to be considered are 

1. Frequency. 
2. Pulse-power output. 
3. Voltage. 
4. Efficiency. 
5. Pulse duration and average power input. 
6. Heater power. 
7. Tuning requirements. 
8. Frequency stability. 
9. Weight. 

The emphasis on the various parameters will not, of course, be similarly 
distributed in all cases. 

It may happen that the requirements made upon the design will be 
impossible to meet through existing techniques, but the analysis to be 
carried out will indicate the compromises that may best be made to 
arrive at a usable design. 

The outstanding characteristics of any oscillator are its frequency 
and power output. Magnetrons ranging in frequency from 30 to 30,000 
Mc/sec and in power output from 30 to 3,000,000 watts have been 
developed. Generally, from 30 to 1000 watts c-w operation has been 
feasible, while pulsed oscillators capable of delivering from 1 to 3000 kw 
have been developed. The working voltage range covered by existing 
types of magnetrons extends from about 500 to 50,000 volts, indicating 
by comparison with the power range a rather narrow spread of static 
input impedance. 

Magnetrons have been built in which the electrons generate r-f 
power at efficiencies up to 80 per cent. Usually much of this efficiency 

401 
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is sacrificed to gain other ends, and a certain amount is inevitably lost 
in the resonant system. The over-all efficiencies of most existing 
magnetrons fall in the range of 30 to 60 per cent at the nominal operating 
point. 

Magnetrons have been required to operate under a variety of duty 
ratios. Pulse durations from 0.1 to 10 pnec have been used, and a 
number of applications have required continuous-wave operation. 
The corresponding average power outputs have covered a much more 
restricted range than the pulse powers, extending only from 1.5 to 1500 
watts, or from about 3 to 3000 watts average power input. 

Occasionally an upper limit is placed upon the cathode heater-power 
consumption by considerations of equipment weight. Tubes designed 
for airborne service have had a cathode drain as small as 1.5 watts, while 
very high power magnetrons have required as much as 150 to 300 watts 
heater power. 

It is desirable in many applications that a magnetron be tunable 
over a particular band of frequencies. Tunable magnetrons exist that 
achieve, by complex mechanisms, tuning ranges varying from 5 to 40 
per cent. In some cases in order to permit precise frequency settings a 
tuning range of only 1 per cent or less has been obtained by very simple 
methods. Recently several methods of electronically varying the 
frequency of a magnetron have been developed. For the f-m trans¬ 
mission of video data or very precise stabilization of frequency, it is now 
feasible to build magnetrons with an electronic tuning range of several 
megacycles per second. Tubes have been built at 1000, 3000, and 4000 
Mc/sec with a deviation range of about 10 Mc/sec. For electronic 
tuning, the ratio of megacycles per second of tuning to volt of signal is of 
considerable design importance, as is also the required bandwidth. 

Magnetron tuning is closely allied with the problem of frequency 
stabilization. In a number of applications it is necessary that the 
frequency of a tube over a wide range of operating conditions remain 
within very narrow limits, set perhaps by the pass band of a receiver. 
This must be accomplished without constant manual attention, and the 
fluctuations are indeed often too rapid to be compensated by mechanical 
means. An example of such stringent conditions is given by the 2J32, 
a magnetron used in 10-cm beacons. This tube must not vary from its 
center frequency by more than ± £ Mc/sec as its temperature varies 
± 10°C, its plate current varies from 8 to 12 amp, and its load varies 
over all phases with an SWVR equal to 2.0. The problem has been met 
by the development of a technique of tightly coupling high-Q resonant 
cavities to the magnetron, achieving thereby stabilizing factors up 

to 10. 
Because a magnetron requires a strong magnetic field for its operation, 
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the combined weight of tube and magnet is considerably greater than 
that of the more conventional electron tube. The weight of the magnet 
required is therefore a factor of considerable importance in design. 
Very severe requirements have had to be met in tubes planned for use 
in airborne equipment or in sets designed for extreme ease of transporta¬ 
tion. Magnets have ranged in weight from several ounces to 100 lb. 

10*2. The Method of Magnetron Design.—There is one very simple 
approach to magnetron design. In the past a great variety of tubes 
has been constructed, and their performance examined. If one of these 
tubes comes close to meeting the requirements of the situation, small 
variations may be made in its design with good hope of success in meeting 
the new conditions. The relations among the components of a magnetron 
are so complex, however, that it may not always be possible to arrive 
easily at a new design simply by variation of an existing type. A more 
analytical approach is necessary to formulate a procedure that is applicable 
in all cases and to bring out most clearly the processes involved. 

The four parts of a magnetron are so interdependent that no one 
of them can be designed independently of the rest. Each component is 
affected not only by the primary.parameters but also by the design of 
the other three parts. It is necessary, therefore, to arrive at a solution 
to the design problem in which each part of the tube, besides meeting 
the requirements set by the primary design parameters, is consistent 
with the design adopted for the other components. The most convenient 
way to do this is to settle upon a trial design of the interaction space. 
A complete set of specifications is thereby established for the other 
components, and it is a straightforward matter to decide whether or 
not each component can be designed to meet these conditions. 

Figure 10T is a block diagram setting forth an analysis of magnetron 
design conceived in the above manner. At the left are the 10 primary 
design parameters discussed in the previous section; the four tube compo¬ 
nents are shown in heavy outline. 

As indicated in this figure, the design of the interaction space depends 
directly upon the required current, voltage, and wavelength. These 
quantities alone, however, are insufficient to determine the size and 
shape of the interaction space and its state of oscillation. It will be 
seen in Sec. 10-8 that, in addition, it is necessary to specify three quanti¬ 
ties, N, <Tj and n, called the t{1 shape factors,” and three other quantities, 
bf i, and g, which constitute what will be called the “relative operating 
point.” The shape factors determine the cross-sectional shape of the 
interaction space but not its size, while the relative operating point can 
be considered as determining the nature of the electronic orbits. 

The choice of the shape factors and the relative operating point 
determine the trial design of the interaction space mentioned above. 
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In principle, this choice can be made without previous information and, 
if proper, will lead to a consistent solution of the design problem, if 
such exists. If the choice is inept, on the other hand, it can be discarded 
and replaced by a more suitable one. In practice, experience with 
other tubes should reduce the choice of N, a, and ju and 6, i> and g to 
well-defined limits. The data that have been gathered in Chap. 19 
summarize a considerable amount of previous experience that may be 
found useful. 

In Sec. 10*8 it will be shown that the determination of the interaction 
space leads to the specification of 10 quantities which will be called the 
“secondary design parameters.” These include four dimensions—the 
anode radius ray the cathode radius rc, the anode height h, the slot width w, 
and the number of oscillators N—and five operating constants including 
the electronic efficiency rjey the change of electronic susceptance with 
current dBe/dI, the slot conductance Gl arising from internal losses 
and external loading, the cathode-current density JCy and the magnetic 
field B. 

By referring to Fig. 10*1, it is seen that a number of conditions are 
placed in this way upon the design of the resonant system, the cathode, 
and the magnetic circuit. These conditions are indicated by arrows 
leading from the various design parameters to the appropriate compo¬ 
nents. In order to proceed with the problem, it must be decided whether 
or not each part of the tube can be designed to meet the conditions 
imposed upon it. If this is possible, the choice of interaction space has 
been a good one, and a satisfactory solution can be achieved. If, on 
the other hand, it is impossible to arrive at a design for a particular 
component, or if the design would be very extreme or inconvenient, 
it becomes necessary to make a new choice for the interaction space or 
to make a compromise with the primary design parameters. It is 
necessary to rely in each case upon the particular circumstances to 
indicate the proper direction to take. 

In arriving at the design of the interaction space, theory and the 
available data are not always competent to specify closely the magnetic 
field B and the electronic efficiency rjcy and very little data are available 
for determining the quantity dBJdl. The tentative solution, however, 
specifies the dimensions required to build trial magnetrons if necessary 
and to measure the questionable quantities. Other factors not considered 
in this analysis, such as noise level, can be similarly determined. 

In the design of each component of the magnetron, there must 
constantly be considered whether or not an unduly difficult mechanical 
problem is presented. A design niay often be unfeasible because it 
requires impossibly small parts or unreasonably close machining 
tolerances. 
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10*3. Conditions Imposed on the Resonant System.—The analysis of 
the preceding section yields a set of 11 conditions upon which the resonant 
system is simultaneously dependent, namely, 

1. Tuning range. 
2. Frequency stability. 
3. Number of oscillators N. 
4. Anode radius r0. 
5. Anode height h. 
6. Slot width w. 
7. Wavelength X. 
8. Circuit efficiency r)c. 
9. Slot conductance Gl. 

10. Average power input. 
11. The change of electronic susceptance with current, dBJdL 

In addition, the resonant system must extend 1 o the electrons a reasonably 
pure x-mode under all conditions of tuning, stabilization, and loading. 

Fig. 10*2.—Analysis of resonant-circuit design. 

In this section, the relation of these conditions to the design of the 
resonant system will be considered. 

There are essentially three independent components of the resonant 
system: the anode block proper, the stabilization circuit, and the load. 
The anode block is characterized by its characteristic admittance Ye 
and a conductance Gu presented at the slots by its internal losses. The 
effect of the stabilizer is expressed through the stabilization factor 8, 
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and the load through a conductance Ge, also presented at the slots. 
The interrelations of these four quantities and the 11 conditions listed 
above are set forth in Fig. 10-2. 

The quantities N, ra, h, and w determine 
that portion of the anode shown in Fig. 10-3. 
The rest of the structure must be constructed so 
that the proper wavelength and mode separation 
is obtained and the desired average power can be 
dissipated without an excessive temperature 
gradient. A variety of structures may be possi¬ 
ble, each with a characteristic Gu and Yc. If 
one of these is chosen, a number of conditions 
are placed upon Ge and S. 

The slot conductance GL and the circuit efficiency rjc are related to 
Gu and GE by the expressions 

Til «= Ge + Gu, (1) 

— —E 

^c Ge + Gu 

Fig. 10*3.—Anode interac¬ 
tion-space interface. 

(2) 

The shift of wavelength AX with a change in current A7, a change of 
temperature AT, and a change of normalized load reactance Ab = AB/Y0 
are given approximately by 

.. 1 x/d£A.r 
x ” SYC 2 V df) AI’ (3) 

AX = i \a AT, (4) 

(5) 

and 

where a is the linear thermal expansion coefficient and it is assumed 
th’at the stabilizer is unaffected by changes in temperature. These 
relations will be established in Chap. 16. 

The change in wavelength of the tube with a small change in the 
parameters of the resonant circuit can be taken as roughly representative 
of the available tuning range. For a change AC in the capacitance of 
the anode block one has 

AX = («) gye AC. 

A change AL in the inductance of the anode block causes a shift 

(6) 
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and a change AX, in the wavelength of the stabilizer gives 

[Sac. 103 

A. _ 8 - 1 .. 

Equations (1) and (2) impose two conditions on Os: 

(8) 

Gk = Gl- Gv, (9) 
and 

Ge > Gv i —> (10) 
1 - Vc 

where the inequality sign is inserted because there can certainly be no 
objection to a circuit efficiency greater than the required value of r}c. 
The anode block must be designed so that Eqs. (9) and HO) are simul¬ 
taneously satisfied. 

If the bracket ( )m means in each case the maximum tolerable 
ratio allowed by the primary design conditions of frequency stability 
and tuning range, one obtains from Eqs. (3) to (8) and Eq. (1) the follow¬ 
ing relations which set upper and lower limits to the stabilization that 
must be incorporated into the design: 

and 

O ^ x 1 fdB,\ 

. /ax\ i. V dI) 
“ \A7/,„ 

(ID 

s>/ax\ «• 
UrJ 
\ /VI 

(12) 

Cr ^ X Gv — Gu 
O > y V ) 

\AbJm 
(AX.\ 

„ \ AX )m 

(13) 

/ax,\ 
\ AX/m 

(14) 

S < («) y. (ax),’ (15) 

(16) 

One of the Eqs. (11) to (13) will set a lower limit to S. If tuning of the 
resonators is employed, Eq. (15) or (16) will set an upper limit to S. 
Tuning by means of the stabilizer, on the other hand, will set a lower 
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limit to S according to Eq. (14). In order to have a possible design, 
these various limits must not overlap. 

Equations (9) through (16) depend on three primary design param¬ 
eters: the wavelength; the frequency stability expressed by (AX/A77)m, 

Gl in arbitrary units 

Fia. 10*4.-—Electronic efficiency as a function of slot conductance. 

(AX/AI)my and (AX/Ab)m; andthe tuning range entering through (AL/AX)m, 
(AC/AX)*, or (AX„/AX)m. In addition, three secondary design parameters 
(dBe/dI), Gl, and rjc are involved, as are also the quantities Gv and Fc. 
If the various conditions (9) to 

Ye in arbitrary units 

(16) set for Ge and S are incon¬ 
sistent, changes must be made in 
Gu and Yc (that is, the anode 
block), in the secondary design 
parameters (that is, the interac¬ 
tion space), or in the primary 
design parameters. This situa¬ 
tion is expressed most clearly by 
Fig. 10-2. 

Equations (1), (2), (11), and 
(13) form a basis for discussing 
the relations between the over-all 
efficiency of operation rj and the 
conditions of frequency stability. 
As has been discussed in Chap. 7, 
the electronic efficiency ye of a 
magnetron is a function of slot 
conductance Gl of the form shown 
in Fig. 10-4. Also, it will be seen 
in Chap. 11 that for a group of 
similar anode blocks the internal 
losses Gu increase with increasing Ye as indicated in Fig. 10-5. Suppose 
it is desired to keep the stabilization against changes in load required by 
Eq. (13) constant. In that case it is necessary that 

Fig. 10*5.—Conductance and efficiency as a 
function of Ye. 
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(17) 

where k is some constant. Using Eq. (17), there is obtained from 
Eqs. (1) and (2) 

Gl = kYc + Gu (18) 
and 

_ kYt 
Vc kYc + Gu' 

(19) 

Equations (18) and (19) allow the curves for Gl and >je to be drawn 
in Fig. 10-5. Furthermore, with 7j„ known as a function of Gl and Gl 

Gl in arbitrary units 

Fig. 10-6.—(dBe/dI) as a function of Gl. 

as a function of Yc, a plot of r)e against Yr can be made in Fig. 10-5. 
Then using the relation rj = r)€rjr the total efficiency can also be plotted 
against Yc. It is observed that tj must obtain a maximum value at some 
point P to the left of the point at which y\e obtains its maximum value. A 

magnetron that has been inad¬ 
vertently designed with Yc not at 
P can be redesigned for a higher 
efficiency without sacrifice of sta¬ 
bility against changes in load by 
changing the Yc of the resonant 
system. 

When other operating condi¬ 
tions are held constant, the rate 
of change of electronic susceptance 
with current dBJdl is a function 
of total slot conductance as illus¬ 

trated in Fig. 10*6. It obtains a minimum value at some value of 
conductance G\. From Eq. (3), it is observed that the shift of wave¬ 
length with current, at constant S} is proportional to 1 /Ye(dBe/dI). 
Maintaining the stability against changes in load constant as before, 
dBe/dl and 1 /Ye{dBe/dI) can be plotted as functions of Y0 in Fig. 10-7. 
At some point P', l/Ye(dBe/dI) will have a minimum value. In general, 
P' will not be coincident with P in Fig. 10*5. • 

Fig. 10*7.—(idBe/dI) and \/Yc{dBc/dI) as 
functions of Fe. 
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The following situation, then, exists in the choice of Yc. By always 
maintaining the stability against load constant, a maximum value of 
V is obtained at one value of Yc and a minimum value of 1 /Yc(dBe/dI) 
at another point. Frequency stability against changes in current can 
therefore be achieved at the expense of efficiency. 

104. Conditions Imposed on the Cathode.—In Sec. 10*2 it was 
pointed out that the cathode design is subject to the following eight 
conditions: 

1. Anode height h. 
2. Anode radius rfl. 
3. Cathode radius rc. 
4. Plate voltage V. 
5. Cathode-current density Jc. 
6. Average power input. 
7. Heater power. 
8. Pulse duration. jr 

The cathode that is to meet these conditions performs two important 
functions in the magnetron. It must supply the stipulated cathode- 
current density under conditions of complete or very nearly complete 
space-charge limitation, and it must dissipate the energy of the back- 
bombarding electrons without harm to itself. 

The design of the cathode structure may at present draw upon experi¬ 
ence with three types of electron emitters: (1) low-temperature oxide 
cathodes; (2) high-temperature cathodes such as thoriated tungsten, 
tantulum, or thorium oxide; and (3) cold cathodes that operate by 
secondary emission, such as beryllium or silver-magnesium alloy. The 
properties of these cathodes are so disparate that each finds its par¬ 
ticular field of usefulness. 

A second property of the cathode at the disposal of the design is the 
supporting structure. It is necessary to distinguish two methods of 
support because of the very different effect that they have on the magnetic 
circuit. The end-mounted cathode is accompanied by built-in, hollow 
pole pieces and, in practice, attached magnets; the radial-mounted 
cathode requires a wider magnetic gap and is usually accompanied by an 
external magnet. This interdependence is indicated in Fig. 10T. 

The back-bombardment power on the cathode of a magnetron is not 
far from a fixed percentage of the average input power in all cases and is 
determined, therefore, by Condition 6. For handling very large back- 
bombardment powers, water-cooled secondary-emission cathodes have 
been used successfully; but because of several disadvantages, these 
cathodes have not yet seen extensive application. 

With heated cathodes, there is an intimate relation between the 
back-bombardment power and the heater power. Suppose that the 
bombardment power is Pb and the heater power is Ph. Furthermore, 
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to simplify the argument, suppose that the distribution of heater power 
is thermally equivalent to the distribution of Pb. Suppose that it is 
considered permissible to initiate operation of the tube with a cathode 
temperature T\ and to operate with a temperature T* > T\. The power 
dissipated in the cathode to maintain the temperature Ti will be Ph, 
while a higher power iQPH will be required to maintain a temperature TV 

Finally, suppose that the heater power can be reduced to an amount 
\Ph during operation. During operation, the heat balance of the 
cathode will therefore be expressed by 

Pb + xPh = fiPH. (20) 

Solving Eq. (20) for Ph then gives 

- </-*> <2i> 

In Fig. 10-8 Ph is plotted as a function of x f°r 0 = 1.4 and /3 = 1.0. 

Fraction x of standby heater power 
used during operation 

Fig. 10*8.—Ph as a function of x for 
two values of 0. 

A large Ijb requires Pu to be large 
also, and a great reduction is brought 
about in PH by tolerating a certain 
range in cathode temperature. Fur¬ 
thermore, arranging to reduce the 
heater power in operation allows a 
still further decrease in these quanti¬ 
ties. A requirement for very low 
heater power can be met in a design 
that calls for small average power 
input (low Pb), tolerates wide tem¬ 
perature limits, and permits reduc¬ 
tion of the heater power in operation. 

In general, the high-temperature 
cathodes can dissipate more power 
than the low-temperature ones, and 
it is usually easier to design an end- 
mounted cathode for large dissipa¬ 
tion than a radial-mounted one. The 

length and diameter are important factors in settling on the proper 
cathode and supporting structure. 

A magnetron normally operates under conditions of space-charge 
limitation at the cathode. This situation results in the familiar, nearly 
linear contours of constant magnetic field in the (F,/)-plane. If the 
total emission of the cathode is insufficient to maintain space-charge 
limitation beyond a certain current, a potential gradient appears at the 
cathode, and the magnetic-field line deviates from its normal position 
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toward higher voltage. This shift of the (F,/^characteristic results 
in an increased tendency to mode-skip in pulsed magnetrons (see Chap. 8) 
and is sometimes accompanied by a poor spectrum. Continuous-wave 
magnetrons will tolerate a somewhat larger deviation from space-charge 
limitation but will cease oscillating if the deviation becomes great enough. 

To maintain normal operation, Condition 5 requires that the cathode 
be capable of furnishing a space-charge-limited current density at least 
equal to Jc. In the operating magnetron, because of the back-bombard¬ 
ment electrons, Jc may be composed partially of primary electrons and 
partially of secondary electrons, and only a portion Jp of the required 
current density need be primary emission. The secondary emission 
current, at a given operating point, depends upon the nature and state 
of the cathode, its temperature, and the distribution of energy in number 
of the returning electrons. If these factors are all known, Jv can be 
calculated and constitutes a requirement on the cathode. Actually, 
very little information is available on the energy distribution of back- 
bombardment electrons because of the difficulty in making the necessary 
measurements. 

For oxide cathodes, therefore, it is usually impossible to specify 
Jp. Instead, the practice has been to see that Jc does not exceed a 
limit Jm set by cathode sparking. Because of the high secondary 
emission of the oxide cathodes under the conditions present in most 
magnetrons during oscillation, Jp is usually a small fraction of Jc. More¬ 
over, the primary emission normally to be expected from such a cathode 
is a larger fraction of Jm, and it is therefore sufficient for space-charge- 
limited operation. On the other hand, if the secondary emission ratio 
is about unity, the primary current density must be nearly equal to Jc. 
Such a case obtains with the high-temperature metallic emitters such as 
thoriated tungsten or tantalum and with very low voltage magne¬ 
trons in which the returning electrons have low energies. 

• A limit Jm exists to the total current density, both primary and 
secondary, that can be furnished by the low-temperature oxide cathodes 
without sparking. This limit depends considerably on the structure 
of the emitting material and increases as the pulse duration decreases. 
The current density Jc required by Condition 5 must therefore be con¬ 
sidered for consistency with the pulse duration set by Condition 8. 
No corresponding limits are usually encountered with the high-tempera- 
ture metallic emitters. 

The distance between the anode and the cathode set by Conditions 
2 and 3 is of some importance. The potential gradient that appears 
at the cathode surface upon failure of space-charge limitation is roughly 
inversely proportional to this distance, and a smaller separation may 
therefore lead to increased sparking. 
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10*5. Conditions Imposed on the Magnetic Circuit.—The function of 
the magnetic circuit is to produce a fairly uniform magnetic field of the 
desired value over the extent of the interaction space, and this must be 
done within the specified limits of magnet weight. There are therefore 

five conditions set for the magnetic circuit: 
1. Anode height h. 
2. Anode radius r0. 
3. Cathode radius rc. 
4. Magnetic field B. 
5. Magnet weight. 
The magnet weight is essentially proportional to the square of the 

field strength, to the distance between the magnet poles, and to the area 
of the uniform field. The distance between poles is determ led by h and 
by the decision to end-mount or radial-mount the cathode. In principle, 
the area of the magnetic field need be only the c^oss-sectional area of 
the interaction space, but it may be impossible in practice to confine it 
to this region. 

Magnetic material is occasionally included in a magnetron cathode 
to decrease the effective pole separation, improve the shape of the field, 
or produce a focusing field at the ends of the interaction space. A further 
interdependence of the cathode design and the magnetic circuit is intro¬ 
duced if this is done. 

10*6. The Scaling Laws.—It has been seen in Chap. 7 that the opera¬ 
tion of a magnetron is determined by the external magnetic field B, the 
plate current 7, and the r-f impedance presented by the load to the out¬ 
put circuit of the tube, Z(A). In this case, the plate voltage F, the 
operating wavelength A, and the power output P are determined. In 
order to eliminate direct consideration of the resonant system, the speci¬ 
fication of Z(A) may be replaced by a description of the anode-block 
interaction-space interface and the specification of Gr(A) and Br(A), the 
conductance and susceptance respectively for each resonator opening. 
In the following considerations G>(A) and Br(A) will be taken as identical 
for each resonator opening, and the values of Gr will be taken as inde¬ 
pendent of A. In this case the operation of the tube may be specified by 
the magnetic field B, the plate current 7, the total slot conductance GLl 
and the wavelength A; F and P are thereby determined. Such a specifi¬ 
cation is possible for magnetrons with resonant systems made up of 
equivalent resonators. For rising-sun magnetrons, Br(A) has a differ¬ 
ent value for alternate resonators, but this fact may be ignored except in 
the vicinity of the critical field (see Chap. 3). 

One further piece of information is needed before the operation of 
any magnetron is completely specified, namely, the boundary conditions 
satisfied by the electric fields at the cathode. Normally all cathodes 
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impose the boundary conditions that the field be zero at the surface, 
and the question can be ignored. A cathode with an unduly heavy 
current drain, however, may present a different boundary condition to 
the fields with a correspondingly altered behavior of the magnetron. 

It has been shown in Chap. 6 that provided the interaction space is 
such that (X/2irra) may be considered a small quantity and provided 
that the interaction of the electrons and the r-f magnetic field may be 
neglected, the basic equations of a magnetron may be expressed in terms 
of a set of dimensionless variables 

-iCOUc)*- (22a) 

K;)(2-,)V (226) 

(22r) 

re —) 
ra 

(22cl) 

(t)‘ 
(22c) 

Consequently, on the basis of the various assumptions that have been 
made, it follows that the specification of the quantities 

determine the additional quantities 

(23a) 

(236) 

(23c) 

(24a) 

(246) 

for a group of magnetrons with geometrically similar interaction-space 
cross sections, possessing resonant systems made up of equivalent 
resonators and with cathodes imposing a zero-value boundary condition 
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on the electric fields. A group of magnetrons answering this description 
is said to form a “family” of magnetrons. 

Henceforth the dimensionless variables corresponding to B, Vy I, 
Gl, and P will be called “reduced variables” and will be designated by 
6, v, iy g7 and p, the corresponding quantities being related by the 
expressions 

1 B b — —> 
« 

(25 a) 

V 
V t)’ 

(25 b) 

I 
(25 c) 

Gj, 

87 = T 
p 

(25 d) 

(25c) 

CB, 8, and CP are characteristic scale factors for a given magnetron 

and will be termed the “characteristic” magnetic field, voltage, current, 

conductance, and power. They are given by the expressions 

CB 
_0/m\/27rc\ 1 _ 21,200 

8440ai /2wra\* h 
amp, 

(26a) 

(266) 

(26c) 

and 
CP = 3V. 

(26 d) 

(26 e) 

These characteristic scale factors were brought to their present form 
by J. C. Slater1 who introduced the expression for 0. The quantity ax 
is a function of ra/rc and is shown in Fig. 10*9 taken from Slater’s report. 
It is seen that 6, v, i, gy and p are identical with the dimensionless variables 
given in Eqs. (23) and (24) except for factors involving the mode number 

1 J. C. Slater, “Theory of Magnetron Operation,” RL Report No. 200, Mar. 8, 
1943. 
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n and the anode-cathode ratio <r = rc/r0. For magnetrons with geo¬ 
metrically similar interaction spaces these factors are constant and have 
no effect on the situation. They are included in the expressions for 
bf vy iy Qy and p to facilitate a comparison made later of magnetrons with 
different values of n and rc/ra. 
For the purposes of this chapter, 
n will always be equal to N/2, 
where N is the number of oscillat¬ 
ing segments of the magnetron. 

The performance charts for 
any magnetron, presented in re¬ 
duced variables, express the 
behavior of a whole family of 
magnetrons. To predict the be¬ 
havior of a new member of the 
family, it is necessary merely to 
calculate the characteristic magnetic field, voltage, current, power, and 
conductance of this newr member. Performance charts for the new tube 
can then be drawn up using the relations 

B = b<$>, (27 a) 

V = vV, (27 b) 
I = id, (27 c) 

G = gQ, (27d) 

and 
P = p(9. (27 e) 

This process has come to be known as the “scaling” of one magnetron 
to another. It is obvious that for scaling one must always use the power 
generated by the electrons, correcting for the power lost in the resonant 

system. 
, To specify the family of magnetrons represented by a reduced 

performance chart, it is necessary to indicate the shape of the interaction 
space. Referring to Fig. 10T0, it is seen that the shape of the interaction 
space can be specified by the number of oscillators N and by the ratios 

= rc/ra and p = w/d. A reduced performance chart should therefore 
be accompanied by values of Ny <r, and p. The load for which the data 
were taken should moreover be indicated by a value of g = G/Q. 

The accuracy with which a reduced performance chart of an actual 
magnetron represents the ideal behavior of a family of magnetrons is 

limited by several factors discussed below. 
The equations that are used to characterize the magnetron represent 

by a potential function the field presented to a single electron by all the 
other electrons. This procedure does not consider the small effects due 

Vr» 
Fia. 10-9.—ai as a function of ra/rc. 
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to near electron encounters which produce noise fluctuations of the space- 
charge cloud. The noise currents generated will not scale precisely like 
the normal currents. Wherever the noise currents can be important, 
as, for instance, in the low d-c current region, the reduced performance 
chart will cease to be representative. 

End-space effects are of considerable importance in actual magnetrons. 
Direct currents flow at the ends of a tube by leakage from the interaction 
space and by emission from the end shields. These currents considerably 

affect the behavior of some mag¬ 
netrons in the low-current region 
and naturally do not scale from 
tube to tube The low-current 
behavior may also b*' affected by 
spurious oscillations in the end 
spaces of a tube. In some cases, 
the r-f fields are not uniform along 
the length of the anode, and the be¬ 
havior of the magnetron is affected 
in a way difficult to assess. A 
magnetron with small mode separa¬ 
tion may have irregular r-f patterns 
that cause its operating character¬ 
istics to depart widely from the 
ideal behavior of its family. In 

particular, the electronic efficiency is likely to be lower than normal. 
These sources of inaccuracy will be systematic in a number of identical 
samples of a magnetron design. 

In addition, data taken on a particular tube may be nonrepresentative 
for some further reasons. Normally a magnetron operates space-charge 
limited. As already mentioned, under conditions of heavy cathode 
drain, space-charge limitation may fail, and the boundary conditions on 
the electric fields at the cathode become dependent on the nature and 
state of the emitting surface. The operation of a magnetron under such 
conditions cannot accurately represent the space-charge-limited behavior 
of other members of its family. Data taken near the extremes of opera¬ 
tion of a tube are likely to be inaccurate and may be less reliable for some 
samples than for others. Sparking and misfiring of a magnetron are 
greatest in these regions and affect the average values of power and 
current. This effect tends to close the efficiency contours about the 
region of operation. Finally, a particular tube may be poorly con¬ 
structed. The anode, for example, may be irregular in shape, causing a 
reduction in electronic efficiency, or a cathode may be off-center with a 
resultant decrease in efficiency and a reduction of d-c voltage. The 

Fio. 10*10.— Ciofes section of iiitoiaction 
space. 
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nonsystematic errors of this sort may be largely eliminated by averaging 
data over a number of tubes or by using data taken on a tube of known 
average behavior. The latter method is often to be preferred for realizing 
self-consistency of the information. 

10*7. Reduced Operating Data on Various Types of Magnetrons.— 
For design purposes, the data that one would like to have on a particular 

0.1 0.2 0.3 0.4 0.5 
a 

Fig. 10-116. Fig. 1011c 

Fig. 10-116.—Load curve of ZP676 for 6 = 5.5 and % = 2.8. 
Fig. 10-llc.—Cross section of interaction space of ZP676. 

magnetron of interest are a set of wide-range performance charts taken 
at a variety of loads. Usually, however, there are available only a 
performance chart taken at one load and a Rieke diagram presenting, 
as a function of load, the operation at a particular magnetic field and 
current. The Rieke diagram can substitute in some measure for having 
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several performance charts if it is assumed that a magnetron's perform¬ 
ance varies fairly uniformly with load over its range of operation. 
Very often, the diagram contains data only on power and frequency, 
omitting information about voltage. In other cases there is available 
only a performance chart. 

Fra. 10-12a.—Reduced performance chart of 2J32. N — 8; <r = 0.38; = 0.37; g ~ 0.51. 

9 
Fia. 10-126.—Load curves of 2J32 for various values of 6 and %. For A, b — 3.6, i — 2.1; 

B, b - 2.4, % - 2.2; C, 6 - 2.4, i - 1.4; D, b - 2.0, i - 1.0. 

Accordingly, the data set forth in this chapter for a variety of 
magnetrons will be presented by a reduced performance chart at fixed 
g and, if the information is available, by a reduced load curve showing 
p as a function of g, for a particular value of b and of i. 

When the dimensions of a magnetron are known, it is easy to calculate 
(B, V, 4, and <P from Eqs. (26) and to construct a reduced performance 
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chart from measured data. The measured power output of the mag- 
netron, however, must be corrected for the circuit efficiency of the 
resonant system and output circuit. The losses in the output circuit 
usually represent only a 2 to 3 per cent correction to the power lost in 

i 

Fig. 10* 13a.—Reduced performance chart of 2J39. N — 8; <r = 0.38; n — 0.52; g =0.17. 

0 
Fig. 10*136.—Load curve for 2J39 for b = 2.4 and i = 2.0. 

the resonant system and have been neglected in what follows, because 
the data for making this correction are not generally available. In this 
approximation, one can write for the circuit efficiency 

1 
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where Qs and Qv are derived from impedance measurements on the 
nonoscillating tube. The quantity aL is the ratio between the con¬ 
ductance presented to the tube by the load and the characteristic admit¬ 
tance of the line. The conductance GL at the slots can be calculated if 

0 01 02 03 0.4 

9 
lie,. 10*146.—Load curve for HP10V for b ** 2.44 and i — 0.79. 

the characteristic admittance Y0 of the resonant system is known. 
In that case, 

Unfortunately, Fc, can at present be measured only with great difficulty, 
and only approximate methods exist for its calculation. This difficulty 
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introduces a considerable degree of uncertainty into the general design 
procedure, in the sense that the value of GL for which a certain per¬ 
formance is to be expected may not be accurately predicted. In the 
data presented below, the best available methods have been used to 
calculate Yc; if better methods are found, a recalculation can be made 
from the information given in Chap. 20. 

Figures 10*11 to 10*26 contain the data used in this chapter. The 
factors employed in reducing the performance charts and load curves 
from the original data are listed in Tables 10*1 and 10*2. Some particular 
points in connection with the charts should be discussed. 

The charts of Fig. 10*11 are for the ZP676, sometimes known as the 
“neutrode.” A sketch of the anode cross section is shown in Fig. 10*llc. 
Technically, these charts can be used only in scaling to similar cross 
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sections. The assumption has been that the tube operates as though 
the missing gap were present, but it should not be considered an accurate 
representative of a family of magnetrons with N = 4. The data were 
taken on a single tube not known to be an average sample. 

i 
Fig. 1016a.—Reduced performance chart of 4J39. N = 12; <r = 0.59; jjl = 0.33; g = 0.25. 

9 

Fig. 10*165.—Load curve of 4J39 for b = 4.0 and i = 1.6. 

The data plotted for the 2J32 in Fig. 10-12 are the most complete 
known to have been taken on a single tube. The tube was an average 
sample, and the data were very carefully compiled. 

The performance chart of Fig. 10*13 is plotted from data on a single 
average 2J39 and covers a wider range of reduced variables than any 
of the other charts. The load curve represents average data for the 
2J39 tubes. 

The performance chart and load curve of Fig. 10*14 are derived from 
average data on production HP10V magnetrons. This tube is known 
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to have an irregular Q-curve and an anode block long enough that varia¬ 
tions of r-f voltage and magnetic field along its length are appreciable. 
The data may therefore not be representative of this family of 10-oscil- 
lator magnetrons. 

Fig. 10 17a.—Reduced performance chart of 725A. N = 12; a = 0.50; p = 0.43; g = 0.51, 
(Bell Telephone Laboratories.) 

0 
Fig. 10*175.—Load curve of 725A for b =* 3.7 and i * 1.1. {Courtesy of Raytheon and Bell 

Telephone Laboratories.) 

The performance chart and load curve shown in Fig. 10T5 are average 
data for production 4J33 magnetrons. 

The performance chart and load curve of Fig. 10*16 are average data 
for production 4J39 magnetrons. 
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The performance chart (Fig. 10*17) is plotted from data on an average 
Western Electric 725A. Load curves are given for the Raytheon 725A 
and the Western Electric 725A, each curve being an average of data on 
three normal tubes. Because of their different oscillator construction, 
the tubes have very different characteristic admittances and operate at 
different load points. The agreement between the two curves is satis- 

4.0 

3.5 

V 

3.0 

2.5 

— — i 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 
0 

Fig. 10*186.—Load curve of LCW for 6 ■*» 4.0 and i « 0.66. 

factory. The slightly higher curve of the Raytheon tube may be due to 
less electron leakage or to an error in one of the values of Yc. 

Figure 10*18 shows data for a single LCW magnetron not known to be 

an average sample. 
The data of Fig. 10*19 were obtained on a single average 4J50 

magnetron. 
Figure 10*20 was plotted from data on a single average QK61 

magnetron. 
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The performance chart of Fig. 10-21 was taken on a single AX9 
magnetron not known to be an average tube. The performance chart 
shows the efficiency valley that is characteristic of the rising-sun resonant 
system. This region of anomalously low efficiency is not representative 

o 
Fig. 10*196.—Load curve of 4J50 for 6 = 4.1 and i — 1.0. 

of this family of magnetrons but is caused by the zero-component content 
of the x-mode which occurs in the rising-sun type of magnetron (see 

Chap. 3). 
The data of Fig. 10-22 were obtained on a single average 3J31 

magnetron. 
The performance chart and load curve given in Fig. 10-23 were 

derived from a single BM50 magnetron which was chosen from several 
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samples because its data appeared most normal. For this reason it 
cannot be considered very reliable. 

The performance chart and load curve of Fig. 10*24 were obtained 
on a single SCWC magnetron not known to be an average sample. 

i 
Fia. 10-20a. —Reduced performance chart of QK61. N = 16; a — 0.60; /x — 0.48; 

g — 0.32. {Raytheon.) 

9 

Fig. 10*206.—Load curve of QK61 for b = 4.1 and i = 0.36. 

The performance charts shown in Figs. 10*25 and 10*26 were obtained 
on single samples of RD11-2 and GK13-1 magnetrons that are not known 
to be average tubes. These tubes are closed-end rising-sun magnetrons 
and have a sinusoidal variation of r-f voltage along the anode. Conse¬ 
quently, neither is really representative of its family, and the data are 



5 
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9 
Fig. 10*226.—Load curve of 3J31 for 6 = 2.6 and % — 0.69. 

i 
Fig. 10*23a.—Reduced performance chart of BM50. N — 20; c — 0.61; n ■■ 0.60; 

0 = 0.94. 

Flo. 10*236.—Load curve of BM50 for 6—4.1 and t — 0.37. 
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included as the only available information on 26- and 38-oscillator mag¬ 
netrons. No load curves are included because of the ambiguity intro¬ 
duced in Ye by the lengthwise variation of r-f voltage. 

It will be noted that many of the load curves show a definite maxi¬ 
mum, the existence of which may be regarded with considerable suspicion. 

9 
Fig. 10*246.—Load curve of SCWC for 6 ** 3.3 and i * 0.29. 

In a region of heavy loading (large g), a number of factors tend to affect 
the power output unfavorably. The output-circuit loss is most impor¬ 
tant at large g} as is the loss in any external tuning device, and these 
losses have not been considered. Furthermore, in this region any mode 
instability of a tube is enhanced, and the r-f patterns become the most 
irregular. 
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10*8* Determination of the Secondary Design Parameters. - As 

described in Sec. 10*2, the primary parameters affecting the design of the 
interaction space are the voltage V, the current 7, and the wavelength X. 
These are not sufficient, however, completely to determine the interaction 
space and permit the calculation of the secondary design parameters. 
In addition, it is necessary to choose a set of shape factors, N, <r, and uf 
and settle upon a relative operating point expressed by 6, i, and g. 
the nine quantities V, 7, and X; N, a and g; and 5, i, and g can then be 
used to calculate the secondary parameters ra, rc, 5, w, v)e, Gl, J, and B. 

In the present formulation, the choice of the shape factors and 
relative operating point has been considered essentially a guess that 
provides a trial solution to the design problem that may or may not turn 
out to be self-consistent. Actually, in many cases, past experience will 
serve as a guide. Furthermore, the r xpressions that are to be calculated 
for the secondary design parameters will readily indicate how an inade¬ 
quate choice of the shape facte or operating point must be amended. 

In fixing N, a, and g, a choice is made of a particular family of mag¬ 
netrons represented b^ one of the reduced performance charts. A 
choice of 5 and i then determines where, relative to this chart, the new 
magnetron is to operate. If now a value of g is selected that is the same 
as that for which the chart w as measured, values of v and of p can be read 
off directly. If a different value of g is desired, an approximation must 
be made to the proper performance chart in a way to be considered 

shortly. 
The magnetic field B can be found directly from Eqs. (25a) and 

(26a) and may be written 

B = 
42,400 

\N( 1 - a2) (31) 

The anode radius is determined from Eqs. (255) and (265) to be 

ra ~ (32) 

Similarly the anode height h is found from Eqs. (25c) and (26c) to be 

h 

By using Eqs. (25d) and (26d), the load GL is given by 

Gl = g 

(33) 

(34) 
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Because the cathode radius is given by re = ora, one has from Eq. (32) 

rc 
6320 

(36) 

Similarly, the slot opening is determined by w — n(2irra/N), which 
becomes 

w (36) 

The cathode-current density J is found from Eqs. 25c and 26c to be 

J 420 X2 yfv N\r 
ai 

(1 - „■)•(!+?) 

(37) 

Finally, the electronic efficiency is read from the performance chart or 
calculated from 

V 
Ve = in 

(38) 

Equations (31) to (38) express the secondary design parameters in 
terms of the voltage, current, and wavelength; the shape factors N, 
<r, and /x; and the relative operating point given by 6, i, and g. 

In Sec. 10*9 a comparison will be made of the reduced performance 
charts presented in this section. 
It will be found, after a load cor¬ 
rection is applied, that they are 
very similar except for a moderate 
decrease in electronic efficiency 
with larger values of cr. To a first 
approximation, therefore, the 
effect of the shape factors and 
relative operating point upon the 
secondary design parameters can 
be considered independent. 

It is of interest to consider in 
detail the effect of the shape fac¬ 

tors, the relative operating point, and the primary design parameters 
upon the magnetic field, the anode height, the cathode radius, and the 
cathode-current density. 

Magnetic Field.—From Eq. (31) it is seen that the magnetic field is 
proportional to b, 1/X, and 1/N{1 — a2). An attempt to operate 
high on the reduced performance chart, in search of high efficiency, for 
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example, requires a high field. Furthermore, the shorter the wavelength 
the greater the magnetic field must be. In Fig. 10*27, the quantity 
l/[N(l — a2)] has been plotted against N for the tubes considered in 
this section. A steady decrease with increasing N is observed, indicating 
that a smaller field is required for larger values of N. 

It is necessary to discuss at this point a limitation that is placed 
upon the choice of b when an anode block of the rising-sun type is used. 
It has been shown in Chap. 3 that the ir-mode of a rising-sun anode block 
contains a certain amount of the zero component and that this contamina¬ 
tion particularly disturbs the electron orbits and therefore decreases the 
electronic efficiency at magnetic fields for which the frequency of the 
cycloidal motion of the electrons is close to the oscillating frequency. 
For a plane magnetron, this critical field should be given by 

Bc 
lu,t)00 

X ; 
(39) 

but for cylindrical magnetrons, a very qualitative argument by Slater1 
indicates that a correction term should be added so that the field becomes 

In Fig. 10*28 the electronic efficiency at constant current is plotted 
against \B from data obtained with two 18-vane 3-cm magnetrons and 
with one 22-vane 1-cm magnetron. An efficiency minimum is exhibited 
by the curves that checks surprisingly well with Eq. (40). Unfor¬ 
tunately, no rising-sun magnetrons have been made with N smaller than 
18, so that Eq. (40) cannot be experimentally checked for low values of 
N. An interesting fact will be found in Sec. 12*6, however, which may 
have bearing on this subject. It will be seen that the back-bombard¬ 
ment power on the cathode of a 2J32 magnetron expressed in percentage 
of input power reaches a maximum value in the neighborhood of 1400 
gauss. By placing X = 10.7 and A = 8 in Eq. (40), a value of Be is 
obtained equal to 1300 gauss. If the increased back-bombardment 
power could be ascribed to the same type of interaction that produces 
the efficiency valley of a rising-sun magnetron, the agreement of these 
fields would be additional evidence for the validity of Eq. (40). The 
identification of the two phenomena, however, cannot be made with 
certainty with the present knowledge of magnetron electronics. 

No particular significance should be attached to the values of effi¬ 
ciency at the minimum point because they depend primarily upon the 
amount of zero component present, and that in turn depends mainly 
on the ratio of cavity sizes and on the anode diameter. 

1J, C. Slater, RL Report No. V-5S, August 1941. 
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It is clear from Fig. 10*28 that a range of about ±25 per cent around 
t he critical value of magnetic field Bc is excluded in designing a rising-sun 
magnetron. By using Eq. (40) a plot is made in Fig. 10*29 of \BC 
against N. The region to be avoided is delineated by two dashed lines 
spaced plus and minus 25 per cent 
from the full curve. For magne¬ 
trons of 1-cm or shorter wave¬ 
length that have a large number 
of oscillators, the difficulty of 
getting strong fields at moderate 
magnet weight may serve to limit 
the field to values for which \B 
is less than 0.9 X 104 gauss-cm. Fig. 10-31. N/A as a function of N. 

For longer-wavelength tubes, 
fields corresponding to \B values greater than 1.7 X 104 are easier to 
obtain, and operation above V critical region becomes feasible. 

From Eqs. (31) and (40)^ t. ^ critical reduced field is found to be 

- (1 - O 
N + 3 

By using the values of <r given in Table 10*2, a plot of this quantity is 
made in Fig. 10*30, showing how bc increases with increasing N. An 
average curve is drawn through the points, and two dashed lines spaced 

30____ plus and minus 25 per cent from 
the average curve indicate ap- 
proximately the region to be * 

20__ avoided. 
^ Anode Height.—In Eq. (33), 
£ S the anode height is found to be 

jo _ _ jfrg *_proportional to I/V, v/i, and 
U/* N[( 1 - <r2)2(l + l/a)]/ai. Alow- 

impedance magnetron therefore 
o —--- requires a long anode. In addi- 

0 10 20 30 40 . , , . . , - N tion, a long anode is required for 
Fig. 10*32 - N<r as a function of N. N<r = operation in the upper left of the 

0.S5N - 3.83. reduced performance chart (in 

general, a region of high efficiency), although a short anode is obtained 
in the lower right portion of the chart (a region of low efficiency). 
In Fig. 10-31 ai/[(l - cr2)2(l + l/<r)] has been set equal to A, and the 
quantity N/A plotted against N. It is observed that there exists no 
definite trend of N/A with increasing N. This slow variation oi N/A 
with N has an interesting implication. From Eqs. (265) to (26d) it 
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may be computed that 

8 _ 0.420 A 
h \ N' 

(42) 

Hence, normalized to the same wavelength, the tubes thus far designed 
have had values of a such that the characteristic conductances per unit 
length have varied over a relatively small range. Referring now to 

Eq. (34), it is clear that in general 
Gl will be proportional to h/\ al¬ 
most independently of N. 

Cathode Radius.—In Eq. (35), 
the cathode radius is observed to 
be proportional to \/V/v and Na. 
The product of Na is plotted 
against N in Fig. 10*32 and is ob¬ 
served to be nearly a linearly in¬ 
creasing function of N. For a 
low-voltage magnetron with small 
F, therefore, the cathode can be 
kept at a reasonable size by in¬ 
creasing N instead of by using a 
very small value of v and accept¬ 
ing a consequently low efficiency. 

The straight line in Fig. 10*32 has the equation 

or 
Na ~ 0.85N - 3.83 (43) 

' = 0-85 - (44) 

Equation (44) has been used to draw the solid curve shown in Fig. 10-33, 
where <r is plotted against N. 

Cathode-current Density.—The cathode-current density J expressed 
by Eq. (37) is proportional to i, 1/X2, y/VJv, and A/JVV. It is interest¬ 
ing to observe that J has no explicit dependence on I. Other t.hinga 
being equal, a low-current density is obtained only by operating at the 
far left of the reduced performance chart. This fact is illustrated by 
the charts for the various c-w magnetrons that, although operating at 
very low plate currents compared with pulsed tubes, obtain the low- 
current density appropriate to a c-w cathode only by operating at am nil 

reduced currents. The dependence of / on X illustrates the well-known 
law that the current density required of a cathode varies inversely as the 
square of the wavelength. The dependence on V/v indicates that a 
smaller current density is required qf low-voltage magnetrons and of 
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magnetrons operating high on the reduced performance chart. The 
quantity A/N2a has been plotted against N in Fig. 10*34. It decreases 
steadily with increasing N and indicates that a lower J can be achieved 
for a larger number of oscillators. 

If a value of g is taken different from the value indicated on the chosen 
performance chart, the values of v and p will be correspondingly altered. 
To correct py it must be assumed that it varies in the same manner as 
the curve in the corresponding chart of p vs. g, even though different 
relative operating points may be _3 
involved. The assumption of a 10 x 
generally uniform variation of the 
performance chart with load is 
the only justification of this 
procedure. 

The value of v, for a given b 
and i, may vary from 10 to 1| ; t 
cent over the ordinary range o* q, 
being lower for small values of g. 
The data for making this correc¬ 
tion are not usually available. 
If the correction is ignored and a 
value of v is used larger than the n 
correct value the tube will be Fig. 10.34.-,t/JVV as a function of N. 

found to require a magnetic field somewhat larger than the calculated t 
value in order to operate at the voltage V and current I. 

10-9. Comparison of the Reduced Performance Charts.—The useful¬ 
ness of the scaling principle naturally suggests an attempt to correlate 
the performance of magnetrons of different families. The quantities 
defined in Eqs. (26) have been suggested as being characteristic scale 
factors sufficient to reduce to a common basis the performance of mag¬ 
netrons not only of different size and wavelength but also of different 
N and <r. If this is correct, all performance charts with the same g 
and p, should be similar when reduced in this manner. 

The characteristic factors defined in Eqs. (26) have been obtained 
only by arguments of plausibility. The quantities V and <fc are the 
voltage and field at the point of intersection of the cutoff curve and 
Hartree resonance line in a diagram of voltage against field, and 0 is the 
corresponding current. Because this is a very characteristic point in 
such a diagram, it is thought possible that the performance of a tube 
expressed in units of (B, *0, and £ should be nearly independent of its 
size, shape, and frequency. The reduced performance charts of this 
chapter have been expressed in terms of <B, T), and a and will be used to 
examine this supposition. 
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The factor it determining the relative slot width should have little 
effect on operation over the range of values listed in Table 10-1. For 
unit voltage across the slots of a magnetron, the tangential electric field 
in the interaction space for the w-mode is given by 

where <p is the angular coordinate. The coefficients am exist for 
m = N/2, 3AY2, 5AY2, • • • , and are given by 

o,„ = (46) 

In Table 10-3 the values of ^sin ~ ir/ij jtty. are given for m = N/2, 

SN/2, and 5N/2 and various values of ft. It is seen that the fundamental 

Table 10-3.—Values op sin ^ ^ irn por Selected Values of m and h 

• 3ttm ■ 57T/U 

1 sin ~2 8,n -~2~ 
sin -2 

M TH 37rn biTfi 

2 2 2 

0.30 0.963 0.699 0.300 

0.35 0.950 0.605 0.139 

0.40 0.936 0.505 0.000 

0.45 0.919 0.402 0.108 

0.50 0.900 
_1 

0.300 0.180 

component aN/t varies only about 6 per cent as n goes from 0.30 to 0.50. 
The successive components vary more but are much smaller contributors 
to 25* within the interaction space because of the factor 

[^(2xr/X)] 
VM*ra/\)] 

which varies essentially as (r/r0)m_1. Successive components are multi¬ 
plied by (r/ra)N, which for AT as small as 4 and r/r„ as large as f is only 
0.316. Experimentally it has been observed that only very slight changes 
are made in the performance of a magnetron when n is varied within the 
range 0.30 to 0.50. Measurements illustrating this fact are included 
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in a report by M. Healea.1 Consequently, a difference in /u will not bo 
considered a source of serious disagreement between the reduced data 
of various magnetrons. 

Although the factor n may be disregarded in comparing the various 
reduced performance charts, this comparison should still be made for 
charts with the same reduced load g. The charts of this chapter vary 
widely in load; they cannot, therefore, be directly compared but must be 
first corrected to a common g. 

Two difficulties present themselves: (1) The value computed for g 
in any case is directly proportional to YCy a quantity whose value calcu¬ 
lated by present methods is always dubious. The amount of correction 
to a particular case to bring it to a chosen value of g is therefore uncertain. 
(2) Even if g were accurately known, the load curves give very incomplete 
information about the variation in a performance chart as its g is changed. 
In meeting these difficulties, the reduced magnetic field lines and power 
contours will be considered stf m mtely. 

It is much more convenient to compare efficiency contours than 
contours of constant reduced power It will be seen that the efficiency 
contours can be represented with 
sufficient accuracy by straight 
lines, and this fact simplifies the 
extrapolation and interpolation of 
the data. It will be necessary to 
assume that power and efficiency 
vary proportionally as the load is 
changed at a point on a perform¬ 
ance chart, and an approximation 
is thereby introduced that is illus¬ 
trated in Fig. 10*35. The load 
curve gives the relation between 
the reduced powers p and p' 
corresponding to g and gf at constant b and i. Because the voltage 
increases slightly as g is increased, v' will be larger than v, and the effi¬ 

ciencies will be related by 

The efficiency i?" at v and i with load g' will be again slightly smaller 
than Because (t/ - v) is small, the error in placing 

- ■’•(f) «*> 
* M. Healea, RL Report No. 586, Aug. 1, 1944. 

V \ 
i 

v> 
/ V \ 

N 
fo> 1 (b) 

Fia. 10*35.— Variation of performance 
chart with load, (a) Load g; (6) load 

o' > a- 
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is unimportant compared with the other sources of error mentioned 
earlier. 

Instead of trying to correct all the performance charts to a common 
value of g, each set of efficiency contours will be adjusted by multiplying 
them by the ratio of the power at the maximum of the appropriate load 
curve to the power at the load point of the performance chart. It 
will develop that the efficiencies corrected in this way show certain cor¬ 
relations, so that the procedure is useful even if arbitrary. If it is 
assumed that the efficiencies of all magnetrons at all operating points 
are the same function of g, and if 8 operates as a proper scale factor, a 
group of ideal load curves should appear as the full lines in Fig. 10-36 

with their ordinates everywhere 
proportional. Experimental load 
curves appear to change very 
slowly alier reaching a maximum 
point, and Fig. 10-36 has been 
drawn accordingly. Because lead 
losses and pattern distortion may 
cause the power to increase less 
rapidly than expected for increas¬ 
ing g and in a different way for 
each tube, the load curves should 
actually be expected to appear, un¬ 
der the above assumptions, as the 
dotted lines in Fig. 10-36, where 
small changes in power have caused 

the maximum points to scatter widely. With load curves of this shape, 
the adjustment of the efficiency contours to maximum power results in an 
approximate correction to a common load g0 located somewhere in the 
flat region of the curves. 

An assembly of the actual load curves up to N = 16 is given in Fig. 
10*37. These curves seem to depart further from proportionality than 
the assumptions made above would lead one to expect. This behavior 
can be due to (1) inaccurate values of Fc, (2) inaccurate data, (3) unsuc¬ 
cessful scaling by 8> or (4) nonadherence to the assumption of com¬ 
pletely uniform variation of the performance charts with load. The 
source of the difficulty is not evident at present. 

The data beyond N = 16 are not considered reliable enough to 
contribute to the comparisons that will be made, while the data for 
ZP676 and HP10V are to be excluded for reasons given in Sec. 10*5. 
Data concerning the QK61 will be found to have poor agreement with 
the other data used and have also been omitted from Fig. 10*37. The 

Fig. 10*36.—Expected appearance of a group 
at load curves. 
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load curve for the 725A in Fig. 10-37 is an average of the curves for the 
Raytheon and Western Electric tubes. 

As a first step, the adjusted efficiency contours for all tubes of a 
given N have been collected on a single plot. These plots are shown 
for N = 8, N — 12, and N — 16 in Figs. 10-38 to 10-40. On these plots, 
it has been possible to draw a set of straight lines representing the data 

0.0 0.2 0.4 0.6 0.8 
a 

Fig. 10-37.—Assembly of the reduced load curves. 

within 15 per cent except at one or two points. A number of reasons 
have been given previously that indicate why efficiencies should be lower 
than normal at the extremes of operation of a tube, thus tending to close 
the efficiency contours about the operating region. This effect should 
be considered in evaluating how well the straight lines represent the data. 
In Fig. 10-40, there is observed the very unusual behavior of the efficiency 
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lines for the QK61. It is not certain whether this shape is due to some 
disturbing effect, such as leakage current, or represents the real behavior 
of the contours below i = 0.5. The straight lines have not been extended 
into this region. 

The general good consistency of the efficiencies in the plots for 
N = 8, N = 12, and N = 16 confirms the reasonableness of the adjust¬ 
ments made in the contours and 
indicates that the small differences 
in <r for the tubes of the same N 
either have been taken into ac¬ 
count by the scale factors or cause 
negligible effects. Consequently, 
each chart has been indicated as 
valid over the range of <r shown. 

In Fig. 10*41 the efficiency 
lines for the various values oft \ 
have been drawn on a single chart. 
Two important points emerge: (1) 
The various lines show a remark¬ 
able family resemblance; and (2) 
although the contours for N = 12 
and i\T = 16 show reasonable nu¬ 
merical agreement, the efficiencies 
for N = 8 are everywhere much 
higher. From the first point, sup¬ 
port is given to V and £ as proper 
scale factors. From the second 
point, however, it is clear that the 
scaling process used has not re- Fig. 10-40.—Collected efficiency contour* 

suited in a complete coincidence for N ~ 16# * * 0,60 to °*66, 
of the efficiency contours and in that sense has failed. 

Before considering this matter further, a comparison will be made of 
the contours of constant 5. Again, this comparison cannot be strictly 
made unless the reduced charts are first reduced to a common value of 
g; but because the data to make this correction are unavailable, it will be 
disregarded. A direct comparison will nevertheless be of value, because 
the correction would result only in a small, roughly parallel displacement 
of the field lines. In Fig. 10*42 the contours of almost all of the tubes 
have been superimposed for b equal to 2.50, 3.50, 4.50, 5.50, and 6.50. 
These particular contours.have been obtained by a linear interpolation 
of the lines of b on the individual performance charts. The data for 
the QK61 have been excluded because of extreme disagreement of 
unknown origin. Included on the chart are a set of straight heavy lines 
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identified by a value of b} passing through the corresponding Hartree 
voltage at i = 0 and giving, in each case, the best average agreement 
with the corresponding experimental contours. The intermediate lines 
are interpolated. The vertical spacing of these lines corresponds well 
with the spacing of the experimental contours. Thus, by inspection of 
Fig. 10-42, it is seen that there is a maximum spread in each set of field 
contours of 20 per cent and a maximum deviation from the straight lines 
of 10 per cent. The correction for load would increase or decrease the 
deviation by a small amount. To this extent, therefore, the field lines 

have been brought into coincidence. There appear to be some systematic 
changes in shape of the contours as N increases, but this question cannot 
be adequately discussed without data sufficient to reduce the charts 
accurately to a common g. 

10*10. The Universal Performance Chart.—The comparisons that 
have been made above indicate that the scale factors <B, *U, 0, and g are 
sufficient over the range considered to produce at least a rough coincidence 
of the magnetic field lines and to demonstrate a similarity between the 
efficiency contours of tubes with different N. An efficiency contour 
passing through a particular point of the (t>,i)-plane appears to have a 
particular direction independent of the value of N. However, the 
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numerical value that this contour possesses does seem to depend on N. 
The use of these scale factors, therefore, results in what may be called a 
“pseudo scaling” of a magnetron. 

The inability of the scale factors to produce a true scaling is con¬ 
firmed by measurements taken by M. Healea.1 The efficiency of an 
eight-oscillator magnetron was 
measured at constant magnetic 
field, current, and load for three 
different values of <r. These three 
points appear in Fig. 10-43, to¬ 
gether with efficiency lines from 
Fig. 10-38, which correspond to a 
value of cr = 0.38. The value of g 
for Healea’s data is not the same 
as that appropriate to Fig. 10-38 
so that her efficiency for cr = £ * 
does not agree with the values 
indicated on the efficiency lines. 
Nevertheless, it is observed that there is a spread of 25 per cent in the 
three efficiencies, although the spacing of the lines would predict a spread 
of not more than 7 per cent. 

That the scaling introduced by (B, *0, 0, and Q should behave in this 
way has been suggested in a report by Allis.2 He calculates that the 
efficiency of a magnetron should be constant along a line given by 

D = — _ = const., (49) 
y/v 

and that the efficiency to be associated with each such line is a function 
of a. This theory, however, is uncertain in many ways, and in particular, 
as will be seen shortly, the efficiency contours predicted by Eq. (49) 
do not agree completely with Fig. 10-41. Therefore, Allis' results cannot 
be called upon to indicate a theoretical method of associating efficiencies 
for each case with the various contours. 

In establishing a universal performance chart, one can proceed with 
the present data only to the following extent. A set of (t>,^-charac¬ 
teristics can be drawn that represent the data of this chapter within 
10 per cent but that do not reproduce well the shape of the experimental 
characteristics in all cases. These lines are drawn with no dependence 
on load because there is insufficient data to introduce such a correction. 
A set of straight lines are added that when assigned the proper values in 

^ M. Healea, RL Report No. 586, Aug. 1, 1944. 
* W. P. Allis, “Theory of Space Charge in an Oscillating Magnetron,” RL Report 

No. 176, July 1, 1942. 

i 

Fig. 10-43.— Variation in efficiency with a 
for N = 8. 
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A universal performance chart constructed in this way is shown in 
Fig. 10-44. Above b — 2.50, the (t,t)-characteristics are the same as 
those drawn in Fig. 10-42 and can be represented by the linear equation 

v = (26 - 1) + i. (50) 

The contour for b = 1.00 must be a horizontal line passing through 
v = 1, a condition not satisfied by Eq. (50). Consequently, it is assumed 
that below b = 2.50 the characteristics have the slope suggested by 
Slater1 and given by 

v = (2b — 1) + —(51) 

The characteristics defined by Eqs. (50) and (51) coincide closely for 
b = 2.50. Having defined the (F,7)-characteristics, it is possible to 
draw in the cutoff curve that must satisfy the relation v = 52. All 
efficiencies must become zero on this curve to be consistent with the 
(7,/)-lines. 

The efficiency contours of Fig. 10*41 have been matched closely with a 
family of straight lines given by 

(52) 

The quantity q is a parameter designating a member of the family, and 
its value is indicated on each efficiency line drawn in Fig. 10*44. The 
efficiencies to be associated with these lines will be called rjo(q,<r,N) and 
are indicated in Table 10*4, to the extent of the present data. There are 

Table 10-4.—Table of Efficiency vq as a Function of q1 cr, and N 

9 
N - 8, 

<r - 0.38 
N = 12, 

a = 0.50 to 0.59 
N - 16, 

a = 0.60 to 0.66 
SCWC, N « 20, 

<r = 0.60 

1.5 0.30 
2.0 0.50 .... 
3.0 0.62 0.46 0.48 • • • • 
4.0 0.73 0.57 0.59 
5.0 0.82 0.62 0.67 • • • • 
6.0 .... 0.67 0.72 0.68 
7.0 .... .... 0.76 0.74 
8.0 .... .... 0.79 

included values obtained from comparison with the performance chart 
for the SCWC. 

1J. C. Slater, “Theory of Magnetron Operation,” RL Report No. 200, Mar. 8, 
1943. 
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Using the (v,^-characteristics defined in Eqs. (50) and (51), the lines 
of constant D defined in Eq. (49) can be constructed. These lines are 
compared in Fig. 10*45 with the efficiency contours defined by Eq. (52); 
the lines disagree badly in slope except close to the cutoff curve. The 
experimental efficiencies therefore decrease more rapidly with increasing 
current than Allis' theory would predict, except for small values of b. 

This observed fact is consistent with the careful data taken by Rieke,1 
Platzman, and Evans in which the efficiencies are found to follow very 
closely lines of constant D because their data do not extend above v = 6. 

It would be very desirable at this point to be able to exhibit a single 
curve giving the variation of the efficiencies of the universal performance' 
chart with load. As has been said, the unsystematic appearance of the 
load curves in Fig. 10*37 makes it impossible to state a single value of 
g for which the efficiencies that have been given are valid. A certain 
amount of progress can be made, however, by normalizing the load curves 
to the maximum value of p and the corresponding value of g. These 
curves are shown in Fig. 10*46 where p/pm« has been plotted against 
0/00 for the cases considered. Except for one case the curves now" show’ a 
reasonably similar variation with g/g0 and can be represented by an 
equation of the form 

Therefore, using an approximation introduced in Eq. (48), one can write 

Vc 

770(0, <r, N) 

or 

V. = Vo(q,*,N) (55) 

The difficulty that has been encountered can now be expressed by 
saying that the data do not indicate if a single value of go exists. The 
average value of go is 0.5, but the range is from 0.25 to 0.80, or almost a 
factor of 2 each way. 

10*11. The General Design Formulas.—The analysis that has been 
made of the general scaling laws opens the way for more comprehensive 
design procedures. The 10 equations that have been formulated are 

1 F. F. Rieke et al.} “Analysis of Magnetron Performance, Part II,” RL Report 
No. 451, Mar. 3, 1944. 
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D 42,400 
B ° N\{ 1 - <r!)’ 

(56) 

N\ IV 
(57) r° 6320 V v ’ 

J-2.39X "('-)(') (58) 

Na IV 
(59) r‘ X 6320 V V ’ 

J = 420rW?*v (60' 

W = IMO V r ’ 
(61) 

°L = 0ay(v)(l)’ (62) 

We (63) 

v = (26 - 1) + (9 + 6) ij b Si 2.50, (64a) 

v = (26 - 1) + 2(6 “ 1)21 6 < 2.50, (646) 

v~ 6 +3*' 
(65) 

The accuracy of this set of design formulas is limited by Eqs. (62), 
(64a), (646), and (65). In Eqs. (62) and (63), g has been replaced by 
yg0 in such a way that all the uncertainty about go appears in the equation 
for Gl. The quantity y = g/go, indicating at what fraction of the load 
for maximum power a magnetron operates, replaces g as a variable. 
The precision with which Eqs. (64a), (646), and (65) represent the 
magnetic field lines and efficiency contours has already been discussed. 

The scope of the design formulas is limited by the factor r)o(q,<ryN) 
in Eq. (65) which is known with the present data only to the extent of 
Table 10.4. 

The 10 equations listed above contain 19 quantities; any design 
procedure must fix in some way 9 of these quantities. In Secs. 10*5 
through 10-8 a process has been discussed at length in which the primary 
design parameters X, V, and I are fixed; the shape factors N, <r, and m 
and the relative operating point 6, i, and y are assumed; and the quanti¬ 
ties ye, Gl, B, J, rtt, rc, hj and w are computed and then examined for 
consistency with other aspects of the design. Some alternative proce¬ 
dures are to be discussed below which again fix the values of X, V, and I 
and result in trial values of the remaining quantities. These alternatives 



456 PRINCIPLES OF DESIGN [Sec. 10*11 

vary by assuming the values for different groups of six parameters. 
Table 10*5 illustrates the choice made in three such alternatives. 

Table 10-5.—The Fixed Parameters in Alternative Design Procedures 

Parameter Those used in 
Alternative 

Chap. 10 
I 

- 
II III 

N V V V 
9 V V 
M V V V V 
b v' V 
X V V V 
y V V V 
Ve V V v' 
Gl V , 
B 
J V V 
To 

re . . 
h V 
w 

Alternative I.—This case recognizes an attack made on the general 
design problem by Hagstrum, Hebenstreit, and Whitcomb of Bell 
Telephone Laboratories. The choice of assumed parameters used here 
assures that the design will meet certain fixed requirements laid on the 
circuit efficiency, the magnetic field, and the anode height. One relation 
between v and a can be obtained from Eqs. (56) and (64), and a second 
relation is provided by Eq. (58). When these expressions arc combined, 
<r becomes 

= [(0 A - (2 + ^)] (1 " ff2) + 0 ~%) = 0. 
(66) 

This equation is not precisely that obtained by Hagstrum, Hebenstreit, 
and Whitcomb because, instead of Eqs. (64), they use an expression more 
closely fitting their particular case and neglecting any change in slope 
of the (r,^-characteristic with increasing b. 

Equation (66) does not necessarily provide a reasonable value of a. 
The parameters entering the equation, therefore, have the restriction 
that a must lie within some accepted range. The remaining undeter¬ 
mined quantities can now be found by using the value of a given by 
Eq. (66). 

Alternative II.—This procedure fixes the cathode current density J, 
the electronic efficiency ye, and the relative operating point. From 
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Eqs. (64) and (65) v and q can be determined immediately; Eqs. (60) 
and (55) then provide two relations between N and <r as follows: 

and 

A = Ni ^ y/j 
<r 420 VV i ’ 

Vo(q,<r,N) = r,' 1---+ -2>!. 

(67) 

(68) 

By choosing a value of N, A/a is determined and therefore a can be 
found from Fig. 10*47. The value of 770 corresponding to these values of N 
and a can then be estimated from Table 10*4 if they are within the known 

range and examined for consistency with Eq. (G8). A certain slack has 
to be permitted at this point, because N is not a continuous variable. 
Equations (67) and (68) restrict somew hat the choice of the fixed quanti¬ 
ties. In particular, A /a has a minimum value of about 0.94 at a = 0.35. 
The values of a and N determined from Eqs. (67) and (68) allow the 
calculation of the remaining unknowns. 

Alternative III.—This case is presented as one corresponding rather 
closely to the w^ay in wdiich many magnetrons have been designed in 
practice. The shape factors N, a) and /x are assumed fixed, as are the 
circuit efficiency and the cathode-current density. It is also assumed 4 

that the tube will operate at a fraction 7 of the load for maximum powrer. 
From Eq. (55), a value can be obtained for yo(q,a,N) and then a value 
for q by using Table 10-4. Equations (37) may be written 

\/v __ 420 y/V ( A\ 
i ~ xv w (69) 
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The quantities on the right of Eq. (69) are fixed and therefore deter¬ 
mine y/v/i. The values of N and <r employed will approximately 
satisfy Eq. (44) in order to correspond to Table 7-6, and a graph of 
A/N2a as a function of N can therefore be given in Fig. 10-48. 

In Fig. 10-49, contours of constant b have been drawn in the (y/v/i, q)~ 

N 

0 2 4 6 8 10 12 1< 
__ </ 

Fig. 10-49.—y/vji as a function of y for various values of b, 

from Fig. 10-44 or computed from Eqs. (64) and (65). The remaining 
parameters can then be found without difficulty. 

1042. Numerical Example.—In order to illustrate most clearly the 
methods discussed in this section, a numerical example will be con¬ 
sidered. Suppose that it is desired to build a c-w magnetron that 
operates with X = 10 cm, V = 1000 volts, and 7 = 0.15 amp. Suppose 
further that an electronic efficiency of about 0.70 is desired for y = 1.00 



Sec. 1012] NUMERICAL EXAMPLE 459 

and that it is required that J equal 0.15 amp/cm2 in order to remain 
well below an arbitrary limit of 0.20 amp/cm2. 

Consider first the procedure established by Alternative III. Suppose, 
on the basis of previous experience, it is believed that N — 16 may be a 
suitable number of oscillators for the tube. From Eq. (44) the cor¬ 
responding value of a is found to be 0.61. Since it is assumed that 
7 = 1.0, it is necessary that tjo(g,<r,iV) ~ 0.70. The corresponding value 
of q is found by reference to Table 10*4 to be equal to 6. By the use of 
Eq. (69) and Fig. 10*48, it is next found that y/v/i = 4.9. With this 
value of y/v/i and the value q = 6, a reference to Fig. 10*49 determines 
the value of b as 3.9. The value of v is found to be 7.0 from Fig. 10*44, 
and the corresponding value of i is (i/y/v) y/v = 0.54. 

From Eqs. (56) to (59) B = 1600 gauss, h = 0.87 cm, ra = 0.30 cm. 
and rt = 0.19 cm. The tube the main features of which are thus estab¬ 
lished corresponds roughly to the QK61 c-w magnetron discussed in 
Chap. 19. 

Alternative II can now Ife illustrated by supposing in the same 
example that b and i have the values already calculated but that N and 
a are undecided. The quantities v and q can be considered as determined 
by b and i. From Eq. (67) it is now found that 

- = 5.5 X 10-W2. (70) 
<T 

By use of Eq. (70) and Fig. 10-47, one can now construct Table 10-6. 

Tabi,k 10-6.—Possible Values of N in an Example of Magnetron Design 

N <r 

10 0.55 0.47 
12 0.79 0.53 
14 1.08 0.50 0.58 
16 1.41 0.59 0.61 
18 1.78 0.66 0.64 
20 2.20 0.69 0.66 

It is observed that the conditions imposed on the design cannot possibly 
be met with N less than 14. At N = 14 the calculated value of a is 
considerably less than the value given by Eq. (44), but at N = 20 the 
calculated value becomes larger than the value given by Eq. (44). The 
best match is given by N = 16 or 18. For N = 16, reference can now 
be made to Table 10-4, where it is found that i]o(q,<T,N) for q = 6 and 
N ■* 16 is consistent with the desired value. 



CHAPTER 11 

THE RESONANT SYSTEM 

By S. Millman and W. V. Smith 

11*1. Factors Influencing Choice of Resonant System.—Chapter 10 
analyzed the problem of designing an anode block based on trial values 
of the parameters N, djA, ;x = w/d, and h/\. The present chapter 
will give specific solutions to the problem and indicate modifications 
necessary in the trial solution. The specific types of blocks to be con¬ 
sidered are the rising-sun block and the strapped block, which are 

discussed from a theoretical viewpoint in Chaps. 3 and 4 and which are 
illustrated in Figs. 11*1 and 3T. For wavelengths above 3 cm strapped 
resonant systems become increasingly preferable to rising-sun resonant 
systems, while for wavelengths below 3 cm the situation is reversed. 
The three major factors influencing the choice between these two designs 
are size and ease of construction, unloaded Q and circuit efficiency, and 
mode separation as functions of da/\ and h/\. 

At 1 cm the prime design criterion is that dimensions be as large as 
possible compared with a wavelength. • The rising-sun construction with 

460 
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its elimination of straps and accompanying increase in resonator dimen¬ 
sions fulfills this criterion. At 10 cm the prime size criterion is to make 
the complete anode block as small as possible, hence favoring strapped 
blocks. 

The unloaded Q(QU) for a strapped block is about half that for a 
comparable rising-sun block. Furthermore, because Qu decreases and 
the external Q(Qe) increases at short wavelengths and large 1ST, the circuit 
efficiency in a strapped tube becomes quite low at 1 cm. A comparison 
of rising-sun and strapped-block values at this wavelength, for *0 = 3 kv 
and N = 18, is as follows: (1) In the rising sun, Qu = 900, Qe = 500, 
and rje — 64 per cent. (2) In the strapped, Qu = 550, Qe = 500, and 
7jc = 52 per cent. By contrast, at 10 cm, typical values for rising sun 
are Qu = 2500, Qe = 150, ijc = 94 per cent; and for strapped, Q„ = 1500, 
Qe = 150, rjc = 90 per cent. Thus at 10 cm, the difference in rjc between 
strapped and rising-sun blocks is negligible. Conservative strapped 
anode-block designs have value- of dj\ and h/\ less than 0.3, with 
resulting mode separations in ex ess of 15 per cent for the double-ring 
strapping illustrated in Fig. 11*1. Successful magnetron operation has 
been attained, however, with rising-sun blocks having values of da/\ 
and h/\ of about 0.6 and mode separations as low as 2 per cent. Thus 
mode separation appears to be incidental to the choice between strapped 
and rising-sun blocks. One consequence of the small mode separations 
accompanying large values of da/\ and h/\ is the difficulty encountered 
in tuning the resonant system. 

STRAPPED RESONANT SYSTEMS 

By W. V. Smith 

11*2. Wavelength and Characteristic Admittance.—This section is 
concerned only with 7r-mode wave¬ 
lengths, because this is usually the 
operating mode in strapped reso¬ 
nant systems. The accuracy of 
prediction is ±3 per cent, so that 
as a rule it is necessary to build 
a model, measure its wavelength, Lr« Resonator inductance. 

and make minor corrections for 
the final tube. 

The analysis of Chap. 4 shows 
that for certain conditions, usually 
equivalent to keeping da/\ and 
h/\ less than 0.3, the ir-mode wave- 

Crs Resonator capacity + fringing 
capacity. 

C,3 Strap capacity. 

Fig. 11*2.—Equivalent circuit of a single 
resonator in a strapped magnetron operating 
in the ir-mode, seen from the interaction 
space. 

length Ar and the characteristic admittance of the entire block Ye can 
generally be computed with sufficient accuracy by the aid of the simple 
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parallel-resonant circuit of Fig. 11-2, where Lr and Cr are the inductance 
and capacitance of a single unstrapped resonator and C9 is the capacitance 
of the straps associated with one resonator. The total block capacitance 
is N(Cr + Ce). C8 may be computed from the d-c approximation because 
pertinent dimensions are small as compared with a wavelength. No 
simple formulas can cover the multiplicity of possible strap designs, but 

ro/>'v 

k, r, and X in cm 

C in farads 
Fig. 11-3.—Circuit parameters of vane-type resonator. 

the formulas given in Eq. (1) for the strapping of Fig. 11*1 are typical 
of the approximate relations that are most useful. Greater accuracy is 
not consistent with the approximations made in the rest of the problem. 

Cu = eo ^/i + -jjjp f*)* (1^) 

The circuit constants of the unstrapped resonator are best computed from 
field theory following the methods discussed in Chap. 2. Because these 
methods yield resonant wavelength Xr and capacitance Cr as the funda¬ 
mental circuit constants, it is not necessary to evaluate the inductance 
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explicitly. In this development the resonator is assumed to be a section 
of an infinitely long cylinder, thus neglecting the fringing fields at each 
end of the resonators. The constants are determined in two steps. 

L, w and k In cm □ = y 
C in farads o=-Il w 

7“^(0-885x10"13^] 

Fig. 11*4.—Circuit parameters of a hole-and-slot resonator. 

In the first step (primed symbols) the fringing fields in the interaction 
space are neglected. In the second step, the effects of the fringing capaei- 
tance C/ are added to this result to give 
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C s= C' + C/ = unstrapped capacitance^ ^2a) 

yy yy t yy totftl CBip8iClt&IlC6 /ftl\ 
Cr « Cr + C, =-JJ-, W 

K = K ^l + ^7 = unstrapped wavelength, (2c) 

At 35 K ^1 + • (2rfJ 

A resonator of the vane type is illustrated in the cross-sectional 
sketch of Fig. 11*3. Also plotted in this figure are curves showing C' 
evaluated at the plane P and X' as functions of the parameters r0, rv, h, 
and N. The resonant wavelength is computed by solving Maxwell’s 
equations for the resonator, subject to the boundary condition H = 0 
along the plane P. The admittance Yf = (h/r^) (Hg/Ee) is evaluated at 

_ P as a function of w, and the 
characteristic admittance Y'r per 
resonator from the relation 

<3> 
where co' is 2w times the resonant 

6.0 sr frequency of a single oscillator 
£lxio14 \ neglecting the fringing fields. 

\ A hole-and-slot resonator is 
5.0-A---illustrated in Fig. 11*4. In this 

\ type of geometry the resonant 
\ wavelength may be found from 

4.0----the plot of L/w as a function of 
\ a/A' and w/a, where L, a, and w 
\ are shown on the cross-sectional 

3.ol___ 1 sketch. The capacitance C'r is 
02 0.4 0.6 ^ 02 i.o given by the d-c approximation 

Fia. 11 *6.—Fringing capacitance per reso- eo(Lh/w) multiplied by a dimen- 
nator as a function of /x. sionless constant y also plotted in 

the figure. In the simplest lumped-constant approximation, y would be 1. 
It is seen that y is nearly 1 for 0.03 < a/\'r < 0.04, where all dimensions 
are small as compared with a wavelength. 

In deriving the above results for the hole-and-slot resonator, it was 
necessary to match admittances appropriate to the two geometrical 
shapes involved ^t the boundary Q in Fig. 11*4. A list of appropriate 
transformation formulas is given in Chap. 2. Because dimensions are 
small as compared with a wavelength, the fringing capacitance per 
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resonator C/ may be computed by 
solving Laplace's equation in the 
section of the interaction space 
shown as the shaded area of the 
insert in Fig. 11*5. The boundary 
conditions are that H» = 0 on the 
boundaries AB, CD, and EA and 
that E$ = 0 on the boundaries BC 
and DE of the vane tips. The 
resulting approximate formula, 
plotted in Fig. 11-5, is 

C, = —°(l +log.-Y (4) 

This formula is independent of the 
shape of the resonator, as it « 
pends only on h and /*. 

Observed and compiled circuit 
constants for a number of tubes 
are listed in Table 11 1. Not 
all of the geometrical solutions 
included in the table correspond 
exactly to those of Figs. 11*1, 11 -3a, 
and 11*4, but the calculation meth¬ 
ods used are similar to those de¬ 
scribed. In all cases the block 
height has been assumed uniform 
along the vane length, and no 
allowance has been made for the 
notches in which the strapping sys¬ 
tem is set. Tubes are listed in 
order of increasing *0. The average 
deviation of observed and com¬ 
puted wavelengths is seen to be 
about ±3 per cent. 

For some purposes, it is useful 
to conceive of the equivalent cir¬ 
cuit looking in at the back of a 
resonator, as shown in Fig. 11*6. 
The fundamental constants are the 
inductance Lb and resonant wave¬ 
length Xr. The inductance L& is 
only slightly affected by the fring- 
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ing fields at#the interaction space, and therefore the symbols used will be 
unprimed. Referring to the vane resonator illustrated in Fig. 11-7, the 

characteristic impedance Zb looking to the left 
from the plane R is computed from Eq. (3), 

c§ replacing Y'r by Zb and C'r by Lr. The resulting 
value of Lb is plotted against r*/rv. 

Regions of validity of the above computa- 
Fm. il *6.—Equivalent tions are approximately 0.1 g h/\ g 0.3, bo- 

circuit of a single resonator « cause when h/\ < 0.1, the fringing fields in 

operating in the ir-mode, the-end spaces become important, and when 
seen from the back of the h/\ > 0.3, the equivalent circuit of Fig. 11 *6 is 
resonator. , . , 

not appropriate. 
In practical tube design many geometries other than tb^ ones com¬ 

puted may be useful. For instance, a vane tube may be constructed 
with the back half of each vane reduced in height. This design increases 

Fig. 11*7.—Inductive circuit parameter of a vane-type resonator. All dimensions in 
centimeters; Lb in henry**. 

the tube inductance, thus increasing the wavelength, without any 
change in vane length. 

11*3. Unloaded Q.—For estimating Qu of the magnetron, the equiva¬ 
lent circuit of Fig. 11*2 must be expanded to that of Fig. 11-8. The 
internal losses of the resonato/r repre¬ 
sented by GT can be computed from 
the unstrapped unloaded Q = Qr 
given by 

where Cr is given in Eq. (2a). A 
is the cross-sectional area of the 

Fig. 11*8.—Equivalent circuit, in¬ 
cluding losses, of a single resonator in a 
strapped magnetron operating in the 
ir-mode, seen from the interaction space. 

resonator; P is the perimeter of the resonator; and 5 is the skin depth. 
The strap losses can be computed by representing the double-ring straps 
as having spacing b, an open-circuited parallel-plate transmission line 
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of length 1/2, characteristic admittance F0, and attenuation constant1 
a — (6/6)(0/2), where 0 = 2ir/\. If Y„ is the admittance of this section 
of the straps, then 

Y, = Y0 tanh (a + jP) ^ (<>) 

whence, for 1/2 A, 

Y, 

and 

Yo ^ (a + jfi) = Gs + jc*>TC8 

/\ __ 0 _ 6 
~ 2G, ~ 2a ~ 6' (7) 

Analyzing the circuit of Fig. 11*8 in terms of Qr and Q«, 

1 = Gr+G. _ 1 [Cr,J_(C\ 

Q„ u.iCr + C. Qt \Ct ~t 2Qe \CTJ (> 

frhe unloaded Q values calculated by means of Eqs. (5), (7), and (8) 
are too high, as the computed and observed values of Table 11-2 demon¬ 
strate. This is probably owing in part to the lower conductivity of the 
soldered portions of the anode block as compared with that of the solid 
copper structure assumed in the computations. 

Table 11-2.—The t-mode Unloaded Q Values of Strapped Anode Block 

Material = OFHC copper 
-1 

Tube 
—cl 1 

Ct Qr Q. 
Q„* 

computed 
Qu 

observed 

CM16B 9.90 0.198 2370 444 1590 1200 
BM50 3.10 0.135 1010 198 785 550 
2J42 3.20 0.369 I860 783 1500 900 
725btl 3.20 0.450 1545 477 1040 680 
72 5 Ray 3.20 0.481 1940 666 1470 920 
4J33 10.70 0.448 3150 750 1860 1500 
4J50M 3.20 0.626 1450 735 
4J50M0 3.20 0.486 1700 HS9 928 
HP10V 10.70 ! 0.342 3690 1280 2830 

l_:i. 
* Although individual discrepancies between observed and computed values of Qu are fairly large, 

the average Qu values for 3-cm tubes are 800 observed and 1100 computed; for the two 10-cm tubes, 
1350 observed and 1725 computed. Using these average values, the ratio of the observed Qu for 
IQ ora to that for 3 cm is 1.7; the theoretical value computed for wavelength scaled structures is 1.8. 

Equations (5) and (7) for copper anode blocks with dimensions in 
mils and wavelengths in centimeters take the form 

lJ. C. Slater, Microwave Transmission, McGraw-Hill, New York, 1942, pp. 
140-145. 



468 THE RESONANT SYSTEM [Sec. 11-4 

and 

(9a) 

(96) 

(9 c) 

Equation (96) shows the approximate inverse proportionality of Qr to N. 
11*4. Mode Separation.—The analysis of Chap. 4 shows that for 

double-ring-strapped tubes with rfa/\ and h/\ less than about 0.3, the 
mode separation1 is given by Eq. (4-37). This equation may be rewritten 
as 

where 

(10a) 

(106) 

Table 11*3 lists separations between the 7r-mode and the next lower 

mode as computed by Eqs. (10), together with observed values. 

Agreement is seen to be good for double-ring strapping. It does not 
apply to single-ring strapping and if used will yield wrong results, as 
shown in the table. Mode separation for single-ring strapping is less 
than that for double-ring strapping at the same Cs/CT> The two 
columns labeled “quantities that should be <&1” are quantities that, 
according to the analysis of Chap. 4, should be small compared with 
unity in order for Eq. (10) to be valid. From the agreement between 
theory and experiment, it appears that the criterion “small compared 
with unity” may be interpreted as g 0.5. This is not surprising because 
it is shown in Chap. 4 that Eqs. (10a) and (106) are also valid for 
Cs/Cr 1. It is not correct, however, to assume universal validity of 
Eqs. (10) simply because they agree with more rigorous equations in two 
different limiting cases. 

Table 11*3 and Eqs. (10) show that large mode separations are easily 
attained in low-voltage tubes, where Xr/2?rr, is large. For high-voltage 
tubes, the decrease in \T/%rra must be compensated for by an increase in 
Cs/CT. Large values of Cs/Cr may, however, introduce other difficulties, 
such as excessive variations in r-f field patterns along the block length 

1 For more exact restrictions, see Chap. 4. 
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Table 11*3.—The Ratio \,n v/Xt for Strapped Anode Blocks 

Type of Cs 
Ct 

y. 

Quantities that 
should be 1 X(r-0 x(?-0 

Tube strap¬ 
ping 

A* 2rrs a 

\nk) (gvgy 
At 

com¬ 
puted 

At 

ob¬ 
served 

CM16B Double¬ 
ring 
strap 

9.90 0.198 3.370 2.220 0.013 0.004200 0.551 0.57 

BM50 Single¬ 
ring 
strap 

3.10 

i 

0.135 2.150 0.626 0.025 0.000029 0.783 0.89 

2.T42 Double-1 

ring 
strap 

3.20 0.369 1.410 0.732 0.420 0.069000 0.760 

72W Double¬ 
ring 
strap 

3.20 0.450 1.390 03 0.120 0.180000 0.733 0.77 

723«»y Double¬ 
ring 
strap 

3.20 0.4&x 1.390 0.690 0.420 0.101000 0.768 

4J33 Double¬ 
ring 
strap 

10.70 0.448 1.415 0.898 0.420 0.147000 0.725 0.75 

4J50M Double- 
ring 
strap 

3.20 0.626 1.005 0.635 0.480 0.518000 0.783 0.81 

4J50M0 Double¬ 
ring 
strap 

3.20 0.486 1.005 0.547 0.480 

; 

0.223000 0.803 0.83 

HP10V Single¬ 
ring 
strap 

0.942 0.304 0.95 

or displacement of other modes toward the 7r-mode wavelength. Thus 
for long, heavily strapped anode blocks, the mode nearest in wavelength 
to the 7r-mode may be one with 7r-mode azimuthal symmetry but with a 
node at the center of the block longitudinally. Denoting this mode as 
t', Eq. (4-34) yields 

1 - h*“h csirt 8w !r. 
N\r 

+ cos 
&r*r. 

N\r’ 

8ir2r s 
+ cos 

8rVa 
NX* 

(11a) 

im 
and 
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Computed values of A.' /A, are listed1 in Table 1T4. 

Table 11-4.—The Ratio Xt'A* for Strapped Anodes 

Tube Xx Cr 8 T*rB 1 Xx' 
observed Cs N Xx Xx' 

! 
1 Xx 

4J50M 3.2 0.60 2.51 3.02 2.15 0 713 
11P10V* ( 10.7 1.88 j 14.25 10.46 8.89 0.850 

* The HP10V computations are for double-ring strapping, although the actual at tapping used is 

single ling. For double-ring strapping both the — l^-mode and the x'-mode aie almost equall> 

removed from the x-mode for C^s/Ct ■* 0.34. Increasing Cs decreases the separation from the x'-mode; 

decreasing Cs decreases the separation from the <?-0 -mode. The ..etual use of single-ring 

strapping on the HP10V anode block satisfactorily displaces the x'-mode but leases the <?-0 -mode 

uncomfortably close. 

With long anode blocks the lowest modes, such as N =■ 1 or N = 2, 
can also approach the main mode wavelength and do so for the HP10V. 
The general features of the mode spectrum of various structures are 
discussed in detail in Chap. 4. 

The preceding analysis has been found applicable to designs where* 
one or more straps are broken over one of the vanes to which the strap 
is not attached. The function of the break is to distort the r-f patterns 
of one of the lower modes by interrupting the current flow at the strap 
break. The r-f patterns for the 7r-mode, however, are undisturbed, 
because in the ir-mode no current normally flows through the location 
of the strap break. Although the strap break does function in the 
above manner (see Chap. 4), correlation of the effects of strap breaks 
on tube performance is poor. Existing information indicates that in 
many cases the primary effect on tube performance is caused by the 

shift in wavelength of the mode resulting from the strap break. 

The subject of strap breaks will be dismissed with the remainder that 
the break removes the degeneracy of the lower modes, changing each 
into a doublet. Both components are then displaced in wavelength 
nearer to the 7r-mode. 

RISING-SUN RESONANT SYSTEM 

By S. Millman 

The general design principles of Chap. 10 apply equally well to the 
rising-sun and strapped-block resonant systems. Because of the differ¬ 
ence in structure of these two types, however, the emphasis in the design 

1 For experimental verification of Eqs. (11) using data from other anode blocks, 
see Cfiap. 4. 
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parameters is not the same. In the rising-sun magnetron, the strap 
design is entirely omitted, and in its place the ratio of resonator depths 
ri appears as a new parameter. The quantity C/L, which is so important 
in strapped-tube design, has played a relatively minor role in the design 
of rising-sun magnetrons. Similarly the quantity Quy representing the 
internal losses, is rarely regarded as an independent design parameter. 
The losses of the rising-sun tubes are less than in strapped tubes and are 
not appreciably affected by changes in other parameters that are likely 
to be made in ordinary block design. The concept of mode separation 

Fig. 11-9.—Rising-sun blocks, (a) Open-resonator anode block; (b) closed-end design. 

does not have quite the same significance in the two types of structures. 
The choice of magnetic field for a rising-sun magnetron is more limited 
than for a strapped tube, but on the other hand there is considerably 
more latitude in the choice of the block length. 

The discussion of rising-sun anode-block design will include two differ¬ 
ent types of systems. One is the conventional open-resonator anode 
block, which gives rise in the interaction space to r-f fields that are 
approximately independent of axial position in the block. The other, 
which is used principally with blocks containing large numbers of 
resonators, is the closed-end type1 in which the r-f fields vary sinusoidally 

1 W. E. Lamb, Jr., “Closed End Magnetrons,” RL Coordination Minutes, 8, No. 7, 
206, Jan. 24, 1945. 
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along the axis. Perspective sketches of these resonator types are shown 
in Fig. 11-9a and 6. 

11*5. Limitations on Secondary Design Parameters.—In this section 
a brief account is given of the available information on the range of useful 
values for some of the secondary anode-block parameters of rising-sun 
magnetrons, i.e., the anode diameter da, the number of resonators N, the 
ratio of resonator depths rh the block height h} and t/w, the ratio of vane 
thickness to the space between vanes. 

Anode Diameter.—The limitations on the size of the anode diameter 
in the rising-sun resonant systems are somewhat similar to those in 
strapped tubes. For a given number of resonators and for a fixed value 
of the wavelength, an increase in the anode diameter decreases the wave¬ 

length separation between the x-mode and the Gf — ly-mode and 

increases the fraction of zero contamination in the x-mode if the ratio 
of resonator depths is held constant (see C hap. 3). Either of these 
results is, in general, undesirable. If the increase in diameter is accom¬ 
plished with no change in mode separation, as can be done by increasing 
the resonator depth ratio, the zero-mode content is increased even more. 
The theory as presented in Chap. 3 is capable of predicting the magnitude 
of these changes but cannot, of course, predict in any quantitative way 
the effect on magnetron operation. A summary of the largest values of 
anode diameters used successfully in various rising-sun magnetrons 
is presented in Table 11*5. 

Table 11*5.—Largest Anode Diameters Used in Rising-sun Magnetrons 

d * 
Type of anode block ~ 

18 vane-open. 0.37 

22 vane-open.0.38 

26 vane-open.0.44 
26 vane-closed. 0.52 
38 vane-closed.0.68 

* The value of da/\ is not to be regarded as the maximum that can be used for a given N but 
rather as one below which good magnetron design is certainly feasible. The upper limit for da/\ is 

not known. 

Number of Resonators.—Rising-sun magnetrons have been con¬ 
structed mainly with anode blocks of 18 or more resonators because 
these tubes were first designed for the 1-cm region where a large number 
of resonators is particularly advantageous. However, from the theory 
of the rising-sun structure and from the comparison of the behavior of 
tubes having 18 resonators with those of a larger number, one can safely 
predict that systems having less than 18 resonators should make good 
magnetrons. It is the use of a number of resonators substantially greater 
than 18 that becomes troublesome. 
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As the number of resonators increases, the ranges of useful values 
for other parameters decrease. In the case of 18-cavity anode blocks 
there is considerable latitude regarding the other parameters. Good 
magnetrons can be built in the high-voltage region (*U = 3.0 kv) with a 
considerable range of values for the ratio of cavity depths ri. Moreover, 
the performance does not critically depend on the value of a (the ratio 
of cathode-to-anode radius). For 22-vane magnetrons the indications 
are that the useful ranges for ri, do, and a are not likely to be restrictive 
in anode-block design. In the case of 26-vane tubes, however, there 
is practically no latitude in the choice of ri for high-voltage blocks, while 
for 38-vane magnetrons no combination of values has been found for ri 
and er that would produce even moderately fair operation at high voltages. 
In the lower-voltage region (V ~ 450 volts), the indications are that good 
magnetron design can be obtained wi Ji 34-vane anode blocks. 

In the closed-end resonant s^«tem a considerably greater number of 
resonators is possible than in ' open-resonator system. Good mag¬ 
netrons in the high-voltage region have been built with 26 and with 38 
resonators and in the low-voltage region with 34 resonators. The upper 
limit of the useful value of N for closed-end anode blocks is not known 
at present. 

Anode-block Height.—For the open-cavity rising-sun magnetrons, 
the block height does not in a first approximation affect the x-mode 
wavelength, the mode separations, or zero-mode contamination of the 
x-mode. This block parameter can therefore be chosen independently. 
No mode instabilities have been encountered for block heights up to 
0.8X. 

For magnetrons having closed-end resonators the practical block 
height falls within a rather narrow range, because the x-mode wave¬ 
length is necessarily less than twice the block height and therefore the 
lower limit of the length is 0.5X. In order to keep the resonator sizes 
froiii getting unduly large, one would probably not design a magnetron 
with a block height of less than 0.55X. The block should not be too 
long, perhaps no longer than 0.7X, if one intends to produce a substantial 
decrease of the wavelengths of the resonances associated with the large 
resonators. The lengths of practically all of the closed-end blocks fall 
in the range of 0.58X to 0.72X. 

Ratio of Vane Thickness to Space between Vanes.—The ratio of copper 
to space at the anode circumference does not enter critically into the 
operation of the magnetron. An increase in the thickness of the vanes 
for a fixed value of the anode and resonator diameters increases the mode 
separation, the zero-component content cf the x-mode, the wavelength 
of the x-mode, and the C/L ratio. The changes are not very great and 
do not affect the magnetron operation in the same sense; thus an increase 
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in mode separation may be desirable, while an increase in zero con¬ 

tamination is not. 
Experiments with 1-cm 18-vane magnetrons to determine some 

optimum value for this ratio have not yielded any conclusive results, 
because there was no marked variation in magnetron pei’formance for 
values in the range of 1.0 to 2.0. The value used in the standard 1-cm 
tubes is 1.5, and that in the high-power 3-cm magnetron is 1.4. Values 
in the range of 1.0 to 1.3 have been used in experimental tubes, particu¬ 

larly in those of shorter wavelengths. 
11*6. Desirable Mode Spectrum.—The theory of the rising-sun anode 

block has been fully presented in Chap. 3, but a brief review of the 
essential characteristics of the theory as it affects the anode-block design 

will be given here. A typical 
mode spectrum for an 18-vane 
open-resonator rising-sun system 
is exhibited in Fig. 11 TO. The 
variation in wavelength of the 
various resonances is plotted in 
terms of the ?r-mode wavelength 
as a function of the ratio of the 
resonator depths rx for fixed values 
of the 7r-mode wavelength, the 
anode and cathode diameters, and 
the vane thickness. For suffi¬ 
ciently large values of rx the mode 
spectrum can be regarded as con¬ 
sisting of three distinct parts. 
There is a long-wavelength multi- 
plet (ft = 1, 2, 3, 4) which is char¬ 
acteristic of a symmetric anode 
block having nine resonators of 
about the same size as the large 

resonators of the rising-sun design; a short wavelength multiplet 
(ft = 8,. 7, 6, 5) which is associated with the nine small resonators and 
corresponds to modes 1, 2, 3, 4 respectively for a symmetric anode block 
having only such resonators; and the 7r-mode somewhere between 
the two multiplcts but nearer to the short-wavelength resonances. For 
a rising-sun system with more than 18 cavities, the mode spectrum is 
very similar to the one shown except that additional resonances appear 
below and very close to each of the two multiplets. 

The most important factor that determines the type of spectrum that 
will here be considered desirable is the absence of mode competition of 
ir-mode operation, This design consideration is of particular significance 

Fig. 11-10.—Mode spectrum of an 18- 
vane open-resonator rising-sun anode block 
as a function of the cavity ratio n. 
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in rising-sun resonant systems because a greater number of modes are 
generally involved than in strapped systems, and it is almost always 
possible to find a harmonic of some mode the oscillating region of which 
overlaps that of the x-mode, i.e., in which the value y\ for the competing 
mode is close to (N/2)\r (see Chap. 8). As far as the lower multiplet is 

concerned, one need consider only the G-> mode, as it is the only 

one that has ever been observed to compete with 7r-mode operation. It 

was shown in Chap. 3 that the mode has a considerable 

admixture of an (n = l)-component, which increases with increasing 

value of rx and which renders operation in the (? -> mode less 

efficient and more difficult to build up. An increase in ri is thus likely 
to favor 7r-mode operation, V'1 only by increasing the wavelength 

separation between the (N/2)- and G - ■> modes but also by 

increasing the contamination of iho latter with the (n = l)-component. 
The fact that disturbance from this source appears generally at low' 
magnetic fields and recedes to lower fields with increasing rx may be 
owing to the circumstance that the radius of the charge closed is larger 
at low'er fields. The electrons find themselves in a region where the 
fraction of (n = l)-component is less, and they can thus more readily 

support the -mode. 

As far as the long-wavelength multiplet is concerned, the require¬ 
ments of a good mode spectrum favor small-wavelength separation 
between this multiplet and the 7r~mode, a condition that is generally in 
line with low values of rx. Before discussing possible explanations for 
this requirement, the available information bearing on this subject wTill 

be summarized: 

1. 

2. 

For the range of rx values that are of interest in the design of 
rising-sun systems, the nX values for any of the fundamentals of 
the long-wavelength multiplet are sufficiently less than (N/2)XT 
so that they do not form a source of mode competition with ir-mode 
operation. The components y = (N/2) — n of some of the modes1 
in this multiplet do constitute sources of mode competition. 

Serious interference with ir-mode operation results if X« 

for n ^ 4 is close to (N/2)XT. 

See Sec. 3*3. 
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3. Mode competition from the component has been 

observed, but it is likely that such disturbances can be eliminated 

4. 

5. 

even if Xs is near (N/2)\r, by a suitable choice of <7, 

the ratio of cathode-anode diameters. 
No interference has ever been observed from components of the 
(n = 2)- and (n = l)-modes. 
Interference from the long-wavelength resonances can in general 
be eliminated if the following empirical relationship is Satisfied 
for the wavelength of the mode of the upper multiplet that has 
the highest n value 

X < \v 

A qualitative explanation for the experimental results listed above 
can be given. In the long-wavelength multiplet, y for the competing 
mode is less than N/2, so the r-f field falls off less rapidly in the direction 
toward the cathode for the competing mode than for the 7r-mode. At the 
start of oscillations the electrons are relatively close to the cathode, and 
thus the coupling of the electrons to the component field is favored. The 
effect becomes worse as (N/2)-y increases, i.e., as n increases. This 
explains why mode competition from a long-wavelength resonance of 
smaller n value is less probable than from one of larger n (smaller y). 
In addition, component operation is handicapped by the domination 
(shielding effect) of the r-f field of the fundamental associated with the 
resonance, since the fundamental content of the r-f field impairs the 
efficiency of the component operation and' raises its buildup time. 
The domination increases with increasing value of the difference 

(7 - n) - 2n. 

This again renders competition to x-mode operation less probable from 
modes of low n value. 

A good mode spectrum for a rising-sun system requires, then, suffi¬ 

cient mode separation between the (N/2)- and resonances, 

and low values for the wavelengths of the long-wavelength resonances. 
The first condition favors large values of rlf while the second condition 
is more easily met with small ri values. For open-resonance blocks the 
two conflicting requirements become increasingly restrictive in anode- 
block design as the number of resonators increases and lead to the neces- 
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sity of modifications in the oscillating circuit, such as the use of 
closed-end resonators. 

The dependence on N of the required mode separation between the 

(JV/2)- and resonances is not well established. Evidently 

it is not necessary to have as much mode separation for a resonant system 
of large N as for one of smaller N. Thus in the case of the high-voltage 
region, V ~ 3.0 kv, 38-vane magnetrons with a mode separation of only 
about 1 per cent operate satisfactorily at low magnetic fields, whereas 
for similar operating conditions 18-cavity magnetrons require a mode 
separation of 5 per cent. In the high magnetic-field region, the high- 
power 18-cavity, 3-cm magnetron is relatively free from mode inter¬ 
ference even though the wavelength separation between the 7r- and 8-mode 
is less than 4 per cent. 

11-7. Comparison between Open-resonator and Closed-end Systems. 
As the number of resonatorsVi • a rising-sun anode block increases, the 
conflicting requirements of a desirable mode spectrum discussed in 
Sec. 11*6 become very restrictive. On the one hand, large r\ values are 
required to overcome the decrease in mode separation between the 

/N \ 
(N/2)- and I— 1 J-resonances, caused by the increasing anode and 

cathode diameters, and on the other hand smaller ri values are needed 
in order to avoid mode competition from the long-wavelength multiplet. 
As demonstrated in Chap. 3, however, both requirements can be met 
for large N values with the use of closed-end resonators. In this type 
of design, large ri values are used to obtain the proper mode separation 
on the low-wavelength side of the 7r-mode, and at the same time the 
wavelengths of the upper multiplet are kept low enough to avoid mode 
competition from that source. 

The probability of exciting a component of an upper-multiplet reson¬ 
ance as compared with that for starting the x-mode decreases as the value 
of y for that component approaches N/2. The difference (N/2) — y 
may thus be taken as an indication of the likelihood of competition from 
that source. As the number of resonators increases, the value of 
(N/2) — 7 will increase if y\ is to be approximately equal to (N/2)X, 
and the wavelength ratio X/X* is to be constant. For example, if in an 
18-resonator rising-sun system the competing component is the f, with 
a wavelength of 1,5XT, the disturbing component of wavelength 1.5X* 
for a 30-resonator system will be the V* The increase in (N/2) — y 
from 3 to 5 is believed to aid the probability of competition with ir-mode 
operation. This effect is further aggravated if ri is increased and the 
wavelengths of the upper-multiplet resonances are thereby also increased. 
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As a closed-end block is more difficult to build than an open-resonator 
type, it should probably not be undertaken unless it is believed that a 
system with the required number of open resonators will not be a safe 
design. One electrical disadvantage of closed-end design is that the 
block height is rather restricted, whereas in the open-resonator type, 
the height can be chosen practically at will. For high-voltage mag¬ 
netrons, V « 3.0 kv. The closed-end construction should be used if 
the number of resonators required is 26 or more. In the low-voltage 
region (*U « 450 volts), the use of the simpler open-resonator construction 
can be extended to a system of 30 or more resonators. 

11*8. Ratio of Resonator Depths.—In designing a rising-sun magne¬ 
tron, it is best to plan to use es small a value of ri as possible, consistent 

with noninterference from the e - >> mode. The available inlorma- 

tion on the proper value for the resonator depth ratio for various values 
of N is based mainly on experience with magnetrons that were designed 
for operation in the low-field region (\H from 6000 to 10,000 gauss cm) 
The optimum value of ri for the high-field region is not necessarily the 
same as that for low fields. The study of the performance of 18-vane 
open-resonator magnetrons designed for V close to 3.0 kv but with 
ri values varying in the range of 1.4 to 2.5 showed that in the low mag¬ 
netic-field region, values of r\ less than 1.6 are too low because of com¬ 
petition from the (n = 8)-mode while values greater than 2.0 are 
objectionable because of competition from the resonances associated with 
the large-resonator systems. In the high-field region, however, an rx 
value of 1.6 was found quite satisfactory for magnetrons in the same 
range of voltage. A summary of the range of probably useful values of 
ri for various values of N is given in Table 1T6 for open-resonator mag- 

Table 11 *6.—Useful Values of n, the Ratio of Resonator Depths, for \H 
BETWEEN 6000 AND 10,000 GaUSS/Cm 

N *0, kv Range of n 

18 3.0 1.7-2.0 
22 3.0 1.7-1.9 
26 3.0 1.75 
34 0.4 1.8-2.0 

netrons designed for operation in the low-field region. The lack of any 
definite range in r\ for the case of iV = 26 demonstrates the difficulty of 
building large N, open-resonator magnetrons in the high-voltage region. 

For the closed-end system the values of v\ are higher than in the open- 
resonator ftype. This trend is consistent with theoretical expectations, 
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because for a given value of rx both the mode separations and zero-mode 
contamination of the 7r-mode are less for the closed-end than for the open- 
resonator type. In the closed-end system these electromagnetic proper¬ 
ties depend, of course, on the block height as well as on rx. One would 
expect to find smaller values of rx with longer blocks. In closed-end 
resonant systems containing 26 cavities, values of n from 2.1 to 2.7, for 
block heights of 0.63X, and V values of about 3.5 kv have been found 
satisfactory. The optimum value of rx is probably in the region of 2.2 
to 2.4 for this block height. Good closed-end 38-vane magnetrons have 
been built with rt close to 2.7 for a block height of 0.7X and V of 3.3 kv. 

11*9. Wavelength Calculations for the «-mode.—For a vane-type, 
open-resonator, rising-sun magnetron, the wavelength of the 7r-modo 
can be calculated to within 2 or 3 per cent by means of a simple empirical 
formula involving principally the perimeters of the two different reso¬ 
nators. Thus, if P represents the perimeter of the total path for two 
adjacent resonators in a blocky section, as shown by the solid lines 
in Fig. 11*11, then with certain restrictions the wavelength is given by 

X - P[l.Q3 - 0.06(Vi - 1.8) + 0.05(r2 - 1.5)], (12) 

where 7*1 is the ratio of the ladial depth of the large resonator to that of 
the smaller resonator, (rL — ra)/(rs — ra), and r2 is the ratio of copper 
to space, t/w. 

This formula, which is consistent with the data on 18-, 22-, and 
20-vane open-resonator magnetrons, will apply only if the end-space 
geometry is not appreciably different from that shown in the open- 
resonator rising-sun magnetrons in Chap. 19, if the anode diameter 
corresponds to a V near the range of 2.5 to 3.5 kv, 
and if the other block parameters are consistent 
with good tube design. For example, despite the 
fact that the decrease of the 7r-mode wavelength 
with increasing cathode diameter is appreciable, 
the cathode' diameter does not appear in the wave¬ 
length formula, because this effect is small if one is 
confined to the range of cr values that is likely to be 
used. A decrease in anode diameter, however, 
brought about by decreasing V from 3000 to 500 volts 
with P, ri, 7*2, and <r held constant increases the 
7r-mode wavelength about 10 per cent. 

Equation (12) should enable the magnetron designer to select the 
proper resonator diameters with sufficient accuracy for a first model. 
Subsequent small changes in the anode-block geometry, within the 
precision of tube construction, may then be made to correct for an 
initial error in the wavelength obtained. When more accurate wave- 

Fig. 11*11.—Geo¬ 
metrical quan titles 
used m the calcu¬ 
lation of the 7r-mode 
wavelength. 
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length predictions are needed, the formulas given in Chap. 3 should 
be used. These are based on the field theory calculations and include the 
parameters P, rlf r*} a, and da but omit effects of the geometry of the end 
spaces and the cathode end shields. The theoretical formulas may also 
be used for calculating resonances of the mode spectrum other than 
that of the ir-mode. 

The wavelength calculations for a closed-end system are somewhat 
more complicated, particularly when the resonators depart from the 
sector-shaped cross section. The procedure for wavelength calculation 
of the ir-mode is outlined below for two different types which represent 
most of the closed-end anode blocks that have been used. 

at the backs of the large rebonators. 

Case L—Completely closed vane-type anode block (see Fig. ll*12a). 

1. Calculate X <» (block of infinite length with no variation in 
properties along the Z-axis) with the aid of the formulas given 
in Chap. 3 or from Eq. (12), adding about 7 per cent for end-effect 
corrections. 

2. Compute the ?r-mode wavelength from the expression 

l - 1 4- JL 
X2 ~ X2* + 4h2’ (13) 

where h is the block height. In the design of an anode block 
the procedure will very likely be reversed. The desired X will 
be known, and the block height will be decided on before deter¬ 
mining the cross-sectional geometry of the resonators. In that 
case apply Eq. (13) to compute the required value for X*. The 
perimeter of the resonators is then determined by either of the two 
procedures given in Step 1. From this value and from the 
predetermined values of the anode diameter and of the resonator- 
depth ratio the diameters of the two resonators are determined. 
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Case II.—Case II differs from Case I in that the backs of the large 
resonators are circular in cross section (see Fig. 11-126). 

1. Follow the procedure outlined in Case I to determine the proper 
sector-shaped geometry to produce the desired wavelength for the 
chosen values of h, ri, and da. 

2. Using the formulas or curves given in Chap. 3 for the admittance 
of circular- and of sector-shaped cavities, design the proper hole 
geometry to give the same admittance at plane A (see Fig. 11-126) 
as that obtained with the section of replaced sector-shaped cavi¬ 
ties. If the circular section is designed to give the same cross- 
sectional area as the replaced sector section, the wavelength 
generally turns out to be too low, because that region is not com¬ 
pletely inductive, whereas if the substitution is based on preserving 
the perimeters, the resulting wavelength is too high. The proce¬ 
dure of determining equivalent admittances may also be followed 
where the substituted poi lions of the resonators have other than 
circular geometries. 

OUTPUT 

By W. V. Smith and S. Millman 

11*10. General Properties of Coaxial and Waveguide Outputs.—The 
function of the output of a magnetron is to couple the r-f energy generated 
in the tube to a useful load. To accomplish this end, the output must 
have the following properties: (1) As a circuit element, it must transform 
the load impedance to some desired level inside the tube. (2) As a 
physical element joining the evacuated tube to a transmission line, it 
must contain a vacuum seal. (3) As a section of transmission line, it 
must be capable of transmitting the high average and pulse powers 
generated by the magnetron. 

The circuit properties of the output are treated in Chap. 6. For 
magnetrons that do not differ radically from the examples shown in Chap. 
19, the analyses of Secs. 5-4, 5-5, 5*6, and 11-2 may be used to estimate the 
suitability of a given output design for the particular block geometry and 
loading requirements involved. The type of output is determined by 
requirements of mechanical strength, constructability, size, pulse or 
average power transmission, and frequency sensitivity. 

At 1 cm, waveguide outputs are the logical choice, because at this 
wavelength the construction of waveguide outputs is simpler and more 
reproducible than coaxial outputs, and coaxial lines will withstand only 
about 20 kw of 1-cm pulse power. At 3 cm, where the ultimate trans¬ 
mission line is also waveguide, waveguide outputs are generally used, 
although coaxial outputs embodying coax-to-waveguide transitions are 
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satisfactory for pulse powers under 50 kw. The ultimate transmission 
line for 10-cm radiation is generally coaxial for pulse powers less than 
200 kw and waveguide for pulse powers in excess of this amount; wave¬ 
guide is also used to transmit average powers greater than 400 watts. 
Consequently, 10-cm magnetrons that deliver less than 200-kw pulse 
or 400 watts average are equipped with coaxial outputs, while more 
powerful tubes are designed with either waveguide outputs or coax-to- 
waveguide transitions. The large size of waveguide equipment at 10-cm 
makes it uneconomical to use this type of construction for operation at 
low-power levels. 

For linear scaling to different wavelengths, the percentage frequency 
sensitivity is unchanged, whereas the change in size affects the break¬ 
down power which scales as the square of the wavelength Ju coaxial 
line, at a fixed wavelength, the breakdown power scales as the square 
of the diameter of the line, assuming that the characteristic impedance 
is maintained constant and the lead construction is similar. Both of 
these conclusions are dependent upon the assumption that at atmospheric 
pressure, breakdown will occur above a maximum field strength 
that is independent of wavelength. The breakdown voltage decreases 
as the duty ratio increases, and for c-w operation it is considerably below 
the pulsed values. 

11-11. Coaxial Outputs.—The observations in this section are con¬ 
cerned with outputs designed for wavelengths in the vicinity of 10 cm. 
However, the data specific to a given wavelength may be scaled at least 
qualitatively. Figures 11*13 to 11-15 illustrate coaxial leads designed 
for loop couplings. As shown in Chap. 5, other types of coupling may 
be used, however, depending on the external Q desired and the type of 
magnetron under consideration. Whenever possible, the coupling is 
designed to give the desired loading at a minimum shift in tube wave¬ 
length and with a minimum frequency sensitivity, the rest of the lead 
being kept as well matched as possible. This technique generally 
improves the breakdown properties and minimizes the complexity of 
construction. In special cases, however, it is possible to cancel one 
reflection with another and one frequency sensitivity with another by 
use of the method given in Sec. 11-12 for coaxial-to-waveguide 
transitions. 

Frequency Sensitivity.—A typical medium-power coaxial output for 
i-in. line is shown in Fig. 11-13. The lead consists of a section of line A 
of characteristic impedance Za, a taper B, a section of line C of charac¬ 
teristic impedance Zc, a glass seal D, a choke joint 2?, a section of line F 
of characteristic impedance Zf, a connecting “bullet” G of the same 
characteristic impedance Z0 as the final coaxial line, and a quarter-wave 
transformer H of characteristic impedance Zb> The lead is terminated 
by the final matched transmission line of characteristic impedance Z0. 
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A more simplified design is shown in Fig. 11-14 in which the elements 
A, Bf C, and D are essentially similar to those of Fig. 11-13 but in which 
the single series impedance J in the outer conductor replaces elements 
E, F, and G. The elimination of the transformer is made possible by 
setting the size and penetration of the loop to give the desired external 
Q. The design of Fig. 11-14 is mechanically sturdier than that of Fig. 

11-13 and is also less frequency sensitive, because it contains no large 
discontinuities of charact eristic impedance. 

The improvement in the dlir ign is primarily due to the use of the 
Kovar-to-glass sealing technique.1 The use of a Kovar cup rather than 
a small tungsten lead foi the inner conductor allows a construction that 
fits into a standard r-f coupling, and the short length of J eliminates the 
necessity for the choke joint. 

Fig. 11*14.—300-kw pulse-power coaxial output and coupling section without choke joint. 

A calculation of the series impedance introduced by section J shows 
that it is negligible. Thus, with J iV in. long, the outside diameter 
FI in., and the inside H in., the series impedance is given by 

Zj = 60 log* -j tan — = 8 ohms. 

As the line characteristic impedance is 48 ohms and the loop impedance 
usually of the same order of magnitude, Zj can be neglected. 

The glass seal approximately halves the characteristic impedance 
of the line in the region of the bead but leaves the impedance practically 
unaltered where the glass is thin and near the outer conductor. Assum- 

1 It should be noted, however, that the No. 704 glass which is used in making 

Kovar seals is more lossy than the No, 707 glass used in the tungsten seal of Fig. 11*13. 
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ing the bead length to vary up to a maximum length of i in. or A„/8 
(allowing for the short wavelength in glass), the resulting impedance 
transformation represents an effect comparable in magnitude to the loop 
impedance. As a rule no attempt is made to balance out these two 
impedances. 

A modification of Fig. 11*14 is illustrated in Fig. 11*15 which shows 
a drawing of a lead for a lf-in. line. The design of Fig. 11*15 differs 
qualitatively from that of Fig. 11*14 because, in the larger size, a longer 
length of Kovar is necessary for a satisfactory metal-to-glass seal and a 
half-wave choke must be included. From the dimensions shown it may 
be calculated that the frequency sensitivity of the choke joint is negligible. 
In conformity with standard choke-joint design, the frequency sensitivity 

of the choke joint is ruinimized 
b/ making section A of relatively 
high characi eristic impedance and 
section B of low characteristic 
impedance. Section B is thus 
terminated at its junction to A 
by a high impedance that, trans¬ 
formed down a quarter wave¬ 
length of lovr-impcdance line, 
becomes a very low impedance. 

The junction C between the output lead and the connecting section 
appears in series with the high impedance terminating B, and its nature 
is therefore not important. 

Occasionally leads exhibit sharp resonances that markedly affect 
the tube loading, the efficiency, and the lead-breakdown powder. These 
resonances result from weakly coupled resonant circuits such as that of a 
choke joint operating in a mode wdiere the circumference of the choke is 
equivalent to one guide wavelength. For large circumferences these 
modes occur near the principal coaxial mode, particularly if a section 
of the choke joint is capacitance loaded by the glass of the seal. Inside 
metal-to-glass seals eliminate this difficulty but are usually less rugged 
mechanically. 

Voltage Breakdown and Average Power Transmission.—For a given 
output power P into a matched line of inner and outer diameters a and b 

the mean squared electric field El at the center conductor is 

Fig. 11-16.—800-kw pulse-power coaxial 
output and coupling section with choke 

joint. 

El = 
60P 

a* log - 
a 

(14) 

The relative values of El, for b/a = 6.6 as in the design of Fig. 11*13, 
for b/a = 2.17 as in the design of Fig. 1114, and the optimum value of 
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b/a = 1.65 are 4.0, 1.2, and 1.0 respectively. A further increase in the 
diameter of the center conductor over that given in the design of Fig. 
11*14 would therefore have small Value. 

To minimize surface breakdown, the glass seal should present a long 
path to the electric field, and the component of the electric field parallel 
to the glass surface should be 
made as small as possible. Re¬ 
entrant glass surfaces with cre¬ 
vasses between the glass and the 
outer conductor should be avoided 
because localized high-frequency 
discharges take place in the cre¬ 
vasses and the glass is eventually 
ruptured. 

Safe pulsed ratings for all 
phases of a 1.5 SWVR are 2$» 
kwl for the design of Fig. 1Mb 
and 300 kw for the design of Fig. 
11*14; average pow^r ratings are 
250 and 450 watts respectively. 

On the basis of the scaling 
laws, the breakdown power of the 
high-power lead of Fig. 11*15 is 
computed to be 1000 kw. This 
design may be conservatively 
rated at 800 kw, although it will 
usually pass 1500 kw into a well- 
matched line. On average power 
transmission, it will safely pass 
1.5 to 2 kw and with forced-air 
cooling has transmitted 3 kw 
experimentally. 

11*12. Coaxial-to-waveguide 

Transitions.—Coaxial-line-to- Flo img.—io-cm, soo-kw pulse-power 

waveguide transition sections2 are “doorknob” transition for If-in. coaxial line 

illustrated by the “doorknob” t0 14~ by ***■ 
transition type of Fig. 11*16 and the “probe” type of Fig. 11-17. 

The breakdown characteristics of the doorknob transition are similar 
to those of a lead terminated in a coaxial line. The probe type, however, 

1 The breakdown data given in this section refer to pulsed operation at 1 /isec, 
1000 PRF, and remain valid as the pulse duration and repetition frequency are 
varied by a factor of 2. 

* See Vol. 9, Chap. 6, Radiation Laboratory Series, for a detailed treatment of 
this subject. 
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has been improved in this respect by the location of the glass seal in a 
region of low electric field. At 8.5 cm the probe transition is rated at 
800 kw as compared with 500 kw for tbfe doorknob type. The frequency 
sensitivity of the probe design is also superior to that of the doorknob. 
A set of data showing the frequency sensitivity of the probe transition 
of Fig. 11*17 is given in Fig. 11*18 in vhich the standing-wave ratio 
in the coaxial line is plotted as a function of wavelength, the waveguide 
being terminated in a matched load. To attain the low-frequency 
sensitivity shown in Fig. IT 18 it is necessary deliberately to mismatch 

waveguide. 

Fig. 11*17.—8-5-cm, 800-kw pulse-power “probe” transition foi coaxial line to 1 by 3-m 
waveguide. 

1.16 

| 1.12 
<0 

1.001-i_*_,_,_i 
7.5 8.0 8.5 9.0 9.5 10.0 

Wavelength in cm 

Fig. 11*18.—Frequency characteristics of a “probe” transition shown in Fig. 11*17. 

the junction of probe to waveguide and then to cancel out the resultant 
reflection by an inductive iris in the waveguide. This procedure sets 
up standing waves in the transition section and may reduce its break¬ 
down power, but the sacrifice is unavoidable if broadbanded transition 
is desired. The theory of this type of broadbanding is given 
in Vol. 9, Chap. 6. 

11*13. Waveguide Outputs.—The two important components of a 
direct waveguide output for magnetrons are the window and the trans¬ 
former. The window functions as a vacuum seal and an r-f connection 
between the internal and-external guides, and the transformer transforms 
the load impedance to a value proper for magnetron operation. The 
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design information presented in the following sections is restricted to 
component types that have been widely applied. The discussion of 
windows is limited to those of the circular cross sections, because* this 
type of window is easily manufactured in a reproducible way and has 
been used in almost all of the magnetrons with direct waveguide oulput. 
Similarly, most of the discussion on transformers is devoted to the 
quarter-wave type, a design for which considerable information is 
available. A description of the circular iris output, used with a half¬ 
wavelength stabilized cavity, is included in Secs. IT 14 and 11*15. 

The Window.—A good window should be almost lossless and almost 
reflectionless. A practical approach to a lossless window for 1.25-cm 
magnetrons is shown in Fig. 11T9. The design embodies a low-loss 
glass (Corning No. 707) scaled in the base of a Kovar cup. Electrical 

glass thickness t. 

contact between the window and the guide is effected on each side by 
means of standard r-f chokes, one of which is shown in the figure. 

The nonreflecting property of the glass window is achieved by the 
choice of the proper diameter and thickness for the glass. A nonreflecting 
window may be looked upon as a short circular waveguide of the same 
characteristic impedance as the rectangular guides between which the 
window is inserted. The characteristic impedance of circular guide 
increases with decreasing diameter, and a rectangular guide of high 
characteristic impedance therefore requires a window of small diameter. 
The comparison should not be used for quantitative calculations, however, 
because the window thickness is only a small fraction of a wavelength and 
also because the end effects play an important part in the matching of 
the window to the guide. This is verified by the fact that the proper 
window diameter for nonreflection is not independent of thickness. 
Figure 11*20 shows a plot of the observed window diameter required for 
match as a function of window thickness for one fixed set of guide dimen- 
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sions. A procedure that is commonly followed in designing a window is to 
choose the thickness on the basis of mechanical considerations and then 
to determine the diameter by testing for nonreflection. The thickness 

of windows in common use ranges 
from 0.02X to 0.04X, and the diam¬ 
eters from 0.4X to 0.8X. It is not 
difficult to make windows with 
reflection coefficients of 0.05 or less 
for guides transmitting r-f power 
at 1-cm or longer wavelengths. 

Although the breakdown 
strength of the window design in 
Fig. 11*19 is considerably better 
than that of a coaxial output, it is 
inadequate for high-power magne¬ 
trons. Arcing at the window 
may occur at about onc-quarter 
the power required to break down 
the guide itself because of the 
sharp physical discontinuities be¬ 
tween the circular window and the 
rectangular guide, particularly at 
the center of the guide where the 
electric field is strongest. Initial 
attempts at “ rounding the cor¬ 
ners” of the guides have led to a 
systematic and reproducible 
method of chamfering the guide 
to obtain a physical match be¬ 

tween the guide and the window (see Fig. 11*21). 
When the guide is chamfered at the window boundary, there is a 

twofold improvement of the breakdown strength. Not only are the 
sharp discontinuities removed, but also there is an increase in the diam¬ 
eter of the window required for match. This increase in diameter may 
be regarded as resulting from the fact that the chamfering has served to 
introduce shunt inductances on both sides of the window and that this 
is balanced by the equivalent shunt-capacitance effect of a large window. 
As the nonreflecting properties are achieved by a balance of shunt 
susceptances, the spacing between the window and the guide should 
be the same on both sides of the window. For the chamfer design 
shown in Fig. 11*21, the diameter of the window is about 35 per cent 
larger than for ordinary guide and the power-handling capacity of the 
guide is almost doubled. With this type of window geometry a pulsed 

- Kovar cup 
Fig. 11*21.—Waveguide window for cham¬ 

fered guide. 
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power of over 700 kw has been transmitted without arcing at atmospheric 
pressure for a 3-cm magnetron operating with a pulse duration of 0.5 /*sec 
and terminated with a matched guide. 

The available data on the broadband properties of the combina¬ 
tion of window and r-f chokes for the two types of window geometries 
discussed above do not permit a good evaluation of the advantage or 
disadvantage of chamfering the guide from the standpoint of frequency 
sensitivity. The range of wave¬ 
lengths for which a given window 
will introduce a reflection coefficient 1,2 ^ 
of 0.1 or less is of the order of 20 per ^ 
cent for either type and can probably ^ j j . \ s' 
be improved if the broadband prop- 
erty of the window is taken into , n 

, . . * -—_i_i_1__ 

account when the window geometrv is o.95 1.00 1.05 1.10 
designed. A typical plot of th$f i and- 
ing wave introduced by the window xo 

and chokes as a function of wave- rati^°ntrod uce^Wwh* dow Z choki! 

length is given in Fig. 11-22 for a as a function of wavelength, for a win- 

window design that includes cham- do^ de81gn that includes chamfered 
° guides. 

fered guides. The details in the curve 
are not always reproduced, but the general appearance of the curve is 
similar for windows of presumably identical construction. 

The low-loss No. 707 glass that is used in windows is adequate for 
ordinary magnetrons but is inadequate for outputs transmitting high 
average power. Thus with 3-cm radiation, 500 watts of average power 
is close to the upper limit that can be transmitted through the window 
without the use of special cooling devices. As the losses in glass increase 
with temperature, a “blow-in” of the window becomes a serious limita¬ 
tion in the high-power tubes. The substitution of mica for glass seems 
to offer a good solution to the high-power problem because the loss in 
mica is about 15 per cent of that in No. 707 glass. The technique of 
constructing mica windows for waveguide outputs is given in Sec. 17*4. 

The Transformer.—The transformer in a waveguide-output design 
serves as an impedance-matching device that reduces the high impedance 
of the waveguide used in power transmission to a value sufficiently low 
(about one-hundredth of the guide impedance) to effect the proper 
loading for the magnetron. A simple form of such a transformer is a 
quarter-wave section of waveguide of rectangular or other cross section 
which connects one of magnetron resonators to the short section of 
standard waveguide used in the output. At the transformer-resonator 
boundary the current is continuous, so that the axial current in the 
transformer is equal to the r-f current in the back of the resonator. 



490 THE RESONANT SYSTEM |Skc. 11*13 

The impedance required at the resonator depends on the block geometry 
and the desired stability of the magnetron; i.e., on the external Q. This 
quantity may be written in the form 

Qe - 

“ l 
Z*a* 1 

is;< 

(15) 

where h is the equivalent inductance of a resonator, h is the current 
amplitude in that resonator, 1 is the current amplitude at the transformer- 
resonator boundary, R is the real part of the impedance presented by the 
load at the resonator, and the summation extends over all the resonators. 

For a strapped anode block the values of h aie the same for all 
resonators. Furthermore, if the loading is assumed to be sufficiently 
light, the current amplitudes will be nearly the same in all resonators 
and the quantity Qe will assume the simpler form 

Qe 
ccNl 

R ' 
(lb) 

Thus when the effective inductance of a resonator of a strapped block 
is known, and when Qe is specified, the required load is determined. 

Equation (16) is not valid for open-resonator rising-sun blocks because 
the equivalent inductance of a small resonator is less than that of a large 
one and because the current amplitude in the back of a small resonator is 
greater than that in a large one. For this type of magnetron design, then, 
Eq. (15) will take the form 

where h and I\ refer to the small resonators, h and h refer to the large 
ones, and light loading is assumed as before. It follows from this expres¬ 
sion that the required load will depend on whether the output is taken 
from a large or from a small resonator. When the output is taken from a 
large resonator, as has been the case in all rising-sun systems, Eq. (17) 
becomes 

and as h is greater than Lh Qe is greater than a>N{h + l2)/(2R). When 
the output is taken from the small resonator, however, Qb is less than 
o)N(h + h)/(2R). It follows, therefore, that in the rising-sun system 
the required load is not uniquely determined by the block geometry 
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and the specified Qe. Thus when Qe is defined for a rising-sun magnetron 
in terms of an equivalent inductance of a simple series resonant circuit 
Qe = wL/R> it is implied that the equivalent value of L depends upon the 
resonator that is used for the output. This simply emphasizes the fact 
that the definition of an equivalent inductance for a resonator is, in 
general, not unique and depends on the current distribution in it. 

Closed-end rising-sun systems require a considerably greater load 
resistance for a given QE than do the open-resonator systems, because 
the closed-end resonators contain two different kinds of oscillating cur¬ 
rents. One is the usual radial-circumferential current which is associated 
with an axially oscillating magnetic field; the other current is transverse 
and is associated with radially oscillating fields. The transverse current 
does not couple to the transformer, because its amplitude vanishes near 
the output. However, a considerable amount of stored energy is asso¬ 
ciated with the transverse current, particularly when the block height 
is close to a half wavelength, t Uiis increase in the total stored energy 
of the block requires an increase in R to maintain the same QE. The 
actual value of R depends on the block height; for some closed-end 
designs a value six times as large as that needed for the open-resonator 
type has been found necessary. 

11*14. Waveguide Transformers. The Rectangular Transformer.—A 
simple type of quarter-wave transformer consists of a section of angular 
waveguide. With this type of transformer, neglecting end effects and 
assuming that the window docs not reflect and that the waveguide used 
for the power transmission is terminated with a matched load, the 
impedance presented to the output resonator of the magnetron will be 
real and given by the expression 

Z = 

where Z0 is the characteristic impedance of the guides on each side of 
the Window and Zf0 is that of the transformer guide. From the V2/w 
definition of impedance of a guide, the expression for Z0 and Z'0 in terms 
of the respective guide dimensions a, b and a', b' are, in units of 377 ohms, 

Substituting Eq. (20) in Eq. (19) the expression for Z becomes, in units 
of 377 ohms, 

- 26'2 a f / X VI"1 T AVI* 
z=ita^i1 ~(a?) L'-yyj • (2i) 

If a, a', and b are kept constant, as is usually the case when one is deter¬ 
mining the proper loading for a given magnetron, the impedance is 
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directly proportional to the square of the narrow dimension of the trans¬ 
former. Having measured Qe for a block with a given transformer 
geometry, it is simple to determine the proper value of b' for any desired 
loading. 

To ensure that the load presented to the magnetron resonator is 
one of pure resistance, it is necessary to take into consideration the end 
effects that were neglected in the preceding discussion. It is relatively 
simple to determine the equivalent shunt reactances associated with the 
physical discontinuities at the ends of the transformer and allow for 
them by a small departure of the transformer length from the value 
\g/4. An experimental procedure for determining the proper trans¬ 
former length has been described 1 

The broadband characteristics of the rectangular waveguide trans¬ 
former are satisfactory for ordinary magnetron operation. The variation 
of the magnetron load with frequency can be seen in the expression for 
the impedance presented at the transformer-resonator boundary for 
arbitrary lengths of the transformer; namely 

Zo . • , 0 l 
ifi ”f” 3 tan 2ir r— 

Zr/t ^0 ^0 
— ^0-7-r> 

1 + 3 t> tan 2v — 
^0 Ag 

where it is assumed that the impedance at the window end of the trans¬ 
former is Zo and that l is the effective length of the transformer, where 
end effects have already been taken into account. For values of l 
close to \g/4 one may write 

Z = R + jX = Z'0 esc2 Yq - cot (22) 

The broadband characteristics of the output will be determined by the 
dependence of the real part of Z on wavelength and by the effect on the 
r-f current in the output cavity produced by the imaginary part of Z. 

The dependence of R in Eq. (22) on wavelength is not very marked 
The factor ZJ/Z0 can be made independent of X by making a! — a, and 
for a well-chosen guide a change in wavelength of 10 per cent will effect 
Zq by only about 5 per cent and esc2 (2wl/\g) by less than that. The 
frequency dependence of R can be further improved by making a' some¬ 
what greater than a, as shown in Fig. 11*23, where R/R0 is plotted as a 
function of X/Xo for various values of a' and a, the large dimension of the 
transformer and output guide, respectively. The transformer dimen¬ 
sion V is chosen to give the desired R value (R0) at midband (X0). 

1S. Millm&n, “Waveguide Output for 1.25-cm Magnetrons,” NDRC 14-245, 
Feb. 1, 1944. 
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The effect of the imaginary part of Z, aside from the small change in 
the magnetron wavelength and the almost negligible distortion in the 
mode pattern, is to alter the r-f current in the output cavity. Assuming a 
fixed r-f voltage across the mouth of the output resonator, the change in 

current will be given 

L = VW2 + fll . 
h + w 4- /?2 

where h is the current amplitude at midband and L is the equivalent 
inductance associated with the output resonator. The effect of this 

Fig. 11*23.—Resistive component of magnetron load vs. wavelength for various combina¬ 
tions of the dimension a of the transformer guide and the external guide. 

current change on Qs is, according to the definition of Qe as given in 
Eq. (15), to multiply Qe by a factor that is to a first-order approximation 
[1 + (X/wL)]2, wherein the effect of X on the total stored energy of the 
magnetron has been neglected. This factor is easily evaluated from the 
definition of X as given in Eq. (22) when the value of L for the output 

resonator is known. 
The Transformer of H-shaped Cross Section.—For magnetrons with 

short block heights, the large size of the dimension af of the rectangular 
waveguide transformer may prove mechanically inconvenient. With 
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the H-type waveguide, however, an effectively large a' can be achieved 
with small physical sizes. A transformer of this guide shape has been 
used in the output design of the 4J50 magnetron described in Chap. 19. 
The relative dimensions of this //-type cross section and the output wave¬ 
guide are shown in a drawing of the transformer-guide boundary (Fig. 
11-24). 

The proper transformer length is obtained by determining \0 in 
this type of guide and by evaluating the end corrections at the boundaries. 

The value of X„ can be either measured experi¬ 
mentally or calculated as shown in Sec. 5*6. 
The end corrections can be determined in the 
same way as those for the rectangular guide 
transformer.1 

The required transformer width depends 
on the load to be presented to the magnetron 
at the output resonator. However, in this 
type of transformer the effective resistance at 
the output resonator depends not only on the 
characteristic impedance of the IT-section and 
of the output waveguide but also on the trans¬ 
former action at the boundary between the 
w aveguide and transformer. This is a result 
of the fact that the coupling between the 
transformer and waveguide extends over only 
a fraction of the total height of the guide. 
The calculations for this effect are given in 
Sec. 5*6. The effect of the difference in height 
between the transformer and waveguide is to 
require an increase in the transformer width. 
The dependence of the resistance on the 

Fig. ii*24. Relative sizes square of the transformer width holds for the 

output waveguide m the 4J50 H-section as w^ell as for the rectangular wave- 
output. guide type and can be used for correcting 

initial errors in the design. 
The frequency dependence of the H-section transformer is very similar 

to that of the rectangular waveguide type. When good broadband 
characteristics are required, the dimensions of the H-section should be 
chosen in such a way as to yield a cutoff wavelength in the transformer 
that is at least as long as that in the output waveguide. 

The Iris Transformer.*—A method has been developed for controlling 
the magnetron loading by means of an iris-type transformer in conjunc¬ 
tion with a stabilized cavity.2 The stabilizer is in the form of a half- 

»Ibid,, 
* A. Nordsieck, “New R-f Output Transformer for K-band Magnetron,” RL 

Coordination Minutes, 7, 45, Sept. 13, 1944. 



Sec. 11*14] WAVEGUIDE TRANSFORMERS 495 

wavelength section of rectangular waveguide inserted between the output 
guide and one of the magnetron resonators. The strong coupling required 
between the cavity and the resonator is achieved by means of a rec¬ 
tangular resonant iris, while the comparatively weak coupling between 
the cavity and the output guide is obtained with a circular iris in the 
thin wall separating the cavity from the output guide. The diameter 
of this iris determines the magnetron load. The stabilizing properties 
of the half-wavelength cavity will be further discussed in Chap. 16. 
The discussion in this section will be concerned with the proper cavity 
length for a pure resistive load, the 
dependence of QE on the diameter of 
the iris, and the frequency sensitivity of 
the iris-type transformer. 

The proper length for the stabilizing 
cavity is that length which does not 
change the resonant wavelength of the 
anode block. The departure V this 
length from \g/2 is due to end effects. 
At the resonator end of the cavity, a 
resonant iris gives maximum coupling 
between the cavity and the resonator 
and also eliminates any shunt suscept- 
ance at that junction. An experi¬ 
mental setup for determining the proper 
iris length is shown in Fig. 1T25. A 
rectangular iris of arbitrary width and 
thickness and of length h is soldered to 
a short section of waveguide having the 
same cross-sectional dimensions as the 
stabilizing cavity. The source of r-f 
power and the standing-wave detector are attached to the other end of 
the guide. Two sections of parallel-plate transmission line having the 
same cross-sectional dimensions as the back of the output resonator of 
the anode block are alternately butted up against the iris. The length L 
of one of these sections is Ao/4, and that of the other is A0/2. The experi¬ 
ment consists of varying the length of the iris h and recording for each 
value the minimum position of the standing wave Xm for each of the 
two parallel plate sections used. The criterion for resonance is that iris 
length which yields 

*.(*)-* 
This method of determining the length of the resonant iris avoids 

the need of making assumptions concerning the proper geometrical plane, 

Fig. 11*25/—Experimental setup 
for the determination of the proper 
length h of a resonant iris. 
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in an iris of finite thickness, that would represent the electrical location 
of the junction between the cavity and the resonator. 

At the guide end of the cavity a correction to the cavity length is 
required because of the equivalent shunt susceptance of the circular iris. 
In Vol. 10 is given the value of this susceptance for circular iris dia¬ 
phragms of infinitesimal thickness. It can also be deduced for an iris 
of finite thickness from the measurement of the external Q of a half-wave 
cavity coupled to waveguide by such an iris. However, because of the 
ambiguity in the electrical reference plane, the knowledge of the shunt 

susceptance is not quite sufficient, 
to determine the end correction. 
The proper cavity length can be 
obtained experimentally by attach¬ 
ing the whole coupling unit, includ¬ 
ing the res >nant iris, to an anode 
block of known resonant wave¬ 
length and observing the resonant 
wavelength of the entire combina¬ 
tion as a function of cavity length. 

The loading of the magnetron 
is controlled by the diameter of the 
circular iris, and the external Q is 
approximately proportional to the 
sixth power of the diameter. It is 
still easier to control the external Q 

with this type of coupling device, however, than it is with a quarter- 
wave transformer, particularly at short wavelengths. 

The major disadvantage of the iris-type transformer is its frequency 
sensitivity. The observed dependence* of Qh on the resonant wavelength 
of the combination of anode block and stabilizing cavity is shown in Fig. 
11*26 where the change in wavelength was obtained by changing the 
length of the cavity and keeping the anode-block resonance and dimen¬ 
sions of the two irises fixed. This curve indicates one reason why it is 
necessary to match the resonant frequency of the cavity to that of the 
block. The electronic efficiency of the magnetron is also affected by an 
appreciable mismatch of the resonant frequencies. This type of trans¬ 
former is therefore not suited for use in a magnetron in which a tuning 
range of more than a few per cent is required. Neither is it advisable 
to use this coupling device with experimental magnetrons, because it 
may aggravate the problem of mode competition from resonances having 
wavelengths appreciably different from that of the ir-mode. It should 
be introduced into a block design only after all disturbances to the proper 
magnetron operation due to other modes have been eliminated. 

\q 

bio. 11*26.—The observed dependence 
of the external Q on the lesonant wave¬ 
length of the combination of anode block 
and stabilizing resonator 
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11*16. Examples of Waveguide Output.—A brief description of the 
important features of waveguide-output design will be given in this 
section for three output types that have found wide application in short- 
wavelength magnetrons. 

Output Design for High-power 1 -cm Magnetrons.—Figure 11*27 shows 
a waveguide output that is essentially the one used for the 1.25-em 
3J31 magnetron and for other tubes in this wavelength region. The 

Fig. 11*27.—A typical waveguide output for 1.25-cm magnetrons. 

chamfering of the guides at the window permits the transmission of 
pulsed powers up to 130 kw at atmospheric pressure. The transformer 
dimensions shown in the figure give an external Q of about 400 for 
the 3J31 tube. The required transformer dimensions for open-resonator 
anode blocks having more than 18 resonators are not appreciably differ¬ 
ent. Scaled versions of this design have been used in the high-power 
3-cm rising-sun magnetron and in tubes of wavelengths less than 1.0 cm. 

Output with H-section Transformer.—This output, shown in Fig. 11*28, 
has been used in the 16-resonator, strapped, high-power 3-cm magnetron, 
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the 4J50. The dimensions given in the drawing are appropriate for an 
external Q of about 350. The window design is similar to that of Fig. 
11*27, except that the guides have not been chamfered. 

Stabilized Iris Output—Figure 11-29 shows the important dimensions 
of the half-wavelength stabilized cavity and the two irises for the stabi¬ 

lized iris output used in the 1.25-cm, 18- 
— vane, rising-sun 3J21 magnetron. The 

^ window end of the output guide is almost 
; \ identical with that of Fig. 11-27. The 
| ^ 0408 dimensions of the circular iris are appropri- 

0025—| ate to an external Q of about 550. As a 
w/Avz/y result of the stabilizing cavity the Q0 value 

J[_ ^ of this tube is about 1.0 as great as that of 
—VA. a magnetron having the same anode block 

but a simple rectang dar-guide transformer. 
11*16. End-space Geometry. Disturb¬ 

ances Produced by End-space Resonances.— 
In designing a magnetron anode block 

1125 attention may have to be given to the end 
regions surrounding the resonators. The 
dimensions of the end spaces have not been 

0380 taken into account in the design of the 
essential resonator dimensions, partly be¬ 
cause of the general difficulty of handling 
end effects and partly because in most cases 
the magnetron mode spectrum is not 
appreciably affected in a manner that \\ ould 
interfere with 7r-mode operation. The 
effects on the u avelength and on the mode 

Fig. 11-28.—The H-seetiou separation that are produced by changes in 
transformer used m the 3.2-cm the end spaces can usually be compen- 
4J50 magnetron. sated for by relatively small changes in 

some parameter of the resonant system. The end regions are frequently 
not “designed,” therefore, but simply assume a geometry that is dictated 
mainly by mechanical considerations after the requirements of the more 
essential tube parameters such as block height, pole gap, and output 
transformer have been satisfied. Such a procedure does not always 
lead to a good magnetron design. Tube resonances other than those 
associated with the normal magnetron modes may couple to the electrons 
in the interaction space at the same voltage and field values as the w-mode, 
thus offering considerable disturbance to the operation of the magnetron. 
For such oscillations, the end spaces store a considerable fraction of the 
r-f energy and therefore determine the wavelength of the disturbing 
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resonances and the conditions for maximum interference with normal 
magnetron behavior. 

Although the following discussion on the need of end-space design 
is based principally on the experience gained with rising-sun magnetrons, 
it is not to be inferred that magnetrons having strapped blocks are 
necessarily free from end-space disturbances. The difference in size 
between the large resonators of the rising-sun block and the small 

Fk;. 11-29.— The stabilized iris output of the 1.25-cm, 18-vane, rising-sun 3J31 magnetion. 

resonators associated with strapped blocks of the same wavelength makes 
it more probable that smaller end spaces will be found in strapped tubes. 
It is this circumstance, as well as the fact that the wavelengths of the 
competing end-space resonances are large, which makes end-space dis¬ 
turbance less likely for strapped tubes thpn for rising-sun magnetrons. 

A good example of the effect of end-space geometry on magnetron 
performance can be found by comparing the performance at a given 
magnetic field for two 18-vane open-resonator rising-sun magnetrons 
differing only in the geometry of the end-spaces. Longitudinal sections 
of the blocks and end regions of these tubes are shown in Fig. ll*30a 
and 6. Voltage-current plots at 7900 gauss are given for these tubes 
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in Fig. 11*31(7 and b; the operating efficiencies at the same field are 
plotted as a function of anode current. It is shown that the dynamic 
impedance dV/dl is much greater in the low-current region for the tube 

(a) (W 
Fig. 11-30'j.- Rising-sun magnetron with la~ge end spaces. 
Fig. 11-30'/. - Itising-sun magnetron with small end races. 

0 8 16 24 0 8 16 24 
Magnetron current in amp Magnetron current in amp 

(a) Q>) 
Fig. 11-31.—A comparison of the operating characteristics at 7900 gauss of the xnagne 

trons of Fig. 11-30a and b. (a) Voltage-current characteristics; (b) efficiency as a function 
of anode current. 

with the larger end spaces. Moreover, the operating efficiencies meas¬ 
ured at the output guide are practically zero for this tube up to 7 amp. 
This is in marked contrast to the performance of the tube with the smaller 
end-spaces. From a study1 of the long-wavelength resonances that are 

lA. Ashkin and S. Millman, “Dynamic Impedance of A-type Magnetrons,” 

NDKC 14-266, Mar. 1944, p. 1. 
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observed at low currents near the cathode leads and are accompanied 
by abnormal overheating of the cathode, it was conclusively established 
that these differences in performance were not due to leakage or emission 
from the cathode end shields but rather were consistent with the assump¬ 
tion that the end-space oscillations could be characterized by a pre¬ 
dominantly radial electric field in the interaction space and r-f currents 
in the end-space regions, as sketched in Fig. 11*32. The low-current 
disturbances to magnetron operation that arise from end-space resonances 
can be eliminated by decreasing the diameter of the end-space cylinder. 
No end-space disturbances are observed with open-resonator rising-sun 
blocks when the difference between the diameter of the shell and that 
of the large resonators is kept small (< 0.16A). For closed-end systems 
the end-space problem is automatically solved when an axial mount is 

Fig. 11*32.- -Possible charge and current distributions for end-space oscillations. 

used for the cathode and when the pole pieces are in contact with the 
block covers. 

Leakage of ir-mode Radiation at End Regions.—The end spaces may 
further affect magnetron operation adversely either by absorbing 7r-mode 
r-f power or by transmitting it to the exterior of the magnetron. Both 
of these effects are characterized by abnormally low Qo values for the 
anode block; and if the r-f power is transmitted to the exterior, a con¬ 
siderable amount of r-f power will be observed at the cathode supports. 
These energy “sinks’’ are objectionable not only because they decrease 
the output efficiency but also because the extraneous losses are likely 
to be variable, particularly for short-wavelength experimental tubes 
in which the end spaces are not always readily reproducible. 

The manner in which the r-f energy couples to the end spaces is 
different for strapped and rising-sun magnetrons. In the former case 
the coupling arises from the fact that the two inside straps are usually 
connected to alternate fins and are therefore oppositely charged. As 
the induced charges on the cathode produced by these straps are greater 
than those arising from the more distant outer straps, a net induced 
dipole on the cathode results. A radial electric field with a voltage node 
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in the central plane is then produced in the interaction space. The power 
that is radiated through the cathode in this manner will depend, of course, 
on other parts of the transmitting circuit, which may include the end 
spaces, and transmission by means of the lowest coaxial mode through 
the cathode leads is possible. In the rising-sun design there is no com¬ 
parable coupling action between anode block and cathode. When the 
cathode is accurately centered in the tube, the only coupling mechanism 
is by means of the zero component of a 772£0i-mode in which the electric 
field possesses only an Ee component, and large holes in the pole pieces 
or in the pipes surrounding the cathode supports would therefore be 
required to transmit the radiation. When the cathode is off center, 
the zero mode at the cathode may have an admixture of a 7T#n-mode, 
and the transmission of power in this mode requires considerably smaller 
holes in the pole pieces. The conditions under which r-f leakage has been 
observed at the cathode supports in rising-sun magnetrons corroborate 
this analysis; practically no r-f leakage is observed when the hole sizes 
are small enough to cut off all but the principal coaxial mode of 
transmission. 

When the cause of the r-f leakage has been determined, it is generally 
not difficult to eliminate the spurious losses. In general, it is preferable 
to decrease the volume of the end spaces. If the geometry of the end 
spaces provides a resonating chamber for the Tr-mode, a small change will 
shift their resonant wavelength to a harmless region. If the losses are a 
result of transmission through the cathode leads, however, the leakage 
may be greatly reduced by introducing an r-f choke in the coaxial line 
in which the inner conductor forms the cathode support. 



CHAPTER 12 

THE CATHODE 

By J. G. Buck a]sd A. M. Clogston 

EMISSION PHENOMENA OF MAGNETRON CATHODES 

By J. G. Buck 

12*1. Characteristics of Cathodes under Pulsed Conditions.—The 
electronics of the magnetron involves considerations not only of the space 
charge but also of the complex orbi+s of electrons moving under the 
influence of static and oscillating electric and magnetic fields. In the 
oscillating magnetron the cathcjd* w back-bombarded with a considerable 
number of high-energy electrons, and consequently secondary electrons 
are ejected from the cnthode into the interaction space. By such 
repeated interactions of electrons with the cathode surface it has been 
possible, in some cases, to obtain many times more total anode current 
from a cathode than could be supplied by the primary thermionic emis¬ 
sion alone. 

In the past, oxide cathodes operated normally at direct currents of 
approximately 0.1 amp/cm2. At present, however, for duty ratios 
up to several tenths of 1 per cent, cathodes of pulsed microwave magne¬ 
trons are required to supply pulse currents of magnitudes varying 
from about 10 amp/cm2 at 10-cm wavelengths to 100 amp-cm2 for 1-cm 
tubes. Cathodes that can fulfill these requirements might be classified 
as (1) efficient pulsed thermionic emitters, (2) inefficient thermionic 
emitters that can be run hot enough to give the required pulsed currents, 
or (3.) good secondary emitters that will give enough electrons to build up 
the required current density under back bombardment. The ideal 
cathode would be of Class 1 because it would impose fewrer restrictions 
on tube design and the associated electrical equipment; the cathodes 
that can now be made in production magnetrons are not ideal, however, 
and are workable only because they have desirable features from Classes 
2 and 3. For instance, investigations at the Bartol Research Foundation 
have shown that even a relatively inactive alkaline-earth oxide cathode 
will give at least five secondary electrons per primary electron at operating 
temperatures.1 

Prominent limitations that depend upon cathode emission properties 

1 M. A. Pomerantz and D. L. Goldwater, '‘Secondary Electron Emission from 
Oxide-coated Magnetron Cathodes,” NDRC-14310. 
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exist in magnetron performance even after the geometrical design 
problems on a tube have been finished. These limitations may be 
classified as two types of instabilities in performance: (1) frequency 
instabilities, such as mode changes and poor spectra, and (2) sparking. 
In some cases the limitations in magnetron performance, which under 
fixed testing conditions are manifested by high-current mode changes, 
current limits for a good spectra, or other types of frequency instability, 
are dependent upon the primary thermionic emission that is available 
from the cathode during the buildup of oscillations. The magnitude 
of this primary emission is essentially that value of current which is 
available from the cathode with zero electric-field gradient at its outer 
surface. For a given magnetron under fixed oscillation conditions, there 
is evidence that a minimum value of primaiy thermionic emission exists 
below which stable operation cannot be expected at the chosen operating 
point. For tube types having alkaline-earth oxide cathodes, this 
primary-emission minimum need be only a small traction of the pulse 
current required for operation. This may be shown by comparing the 
primary current available without magnetic field with the current 
available during oscillation. For example, in the low-voltage 10-cm 
2J39 magnetron the fraction may be as high as one-sixth at an operating 
point of 5 kv, 5 amp, at 0.1 per cent duty ratio and may be as low as 
one-hundredth in the medium-power 3-cm 725A magnetron at an 
operating point of 11 kv, 15 amp, at 0.1 per cent duty ratio. Presumably, 
this fraction is influenced by (1) the secondary-electron-emission proper¬ 
ties of the cathode, (2) the operating voltage, (3) the effective rate of 
rise of the voltage pulse, and (4) the details of the design and loading 
of the tube. 

Current instabilities in magnetrons, i.e., sparking, arcing, or flashing, 
have appeared as limitations in the performance of nearly every design 
of pulsed microwave magnetrons. Although considerable progress has 
been made in the elimination of these instabilities, they still remain a 
major problem in magnetrons operating at high power levels, long pulse 
durations, or continuous wave. Because most pulsed microwave 
magnetrons have used alkaline-earth oxide cathodes, the majority of the 
investigations on cathode sparking was devoted to this type of emitter. 
A detailed discussion of the fundamental sparking properties of alkaline- 
earth oxide cathodes is given in the next section. It is probable that 
sparking in high-vacuum tubes is caused by more than one abrupt 
breakdown mechanism; for although the role of the cathode in sparking 
was the first source of trouble to be located, attention has recently been 
directed to processes occurring at the anode and other parts of the tube.1 

1 W. E. Ramsey, “A General Survey of Sparking Phenomena in High Vacuum 
Thermionic Tubes,” NDRC 14-516. 



Sec. 12 2] TEST METHODS 505 

The choice of the type of electron emitter suitable for the conditions 
existing in a given magnetron depends on many factors besides the 
primary and secondary electron-emission of the cathode, but an apprecia¬ 
tion of these fundamental emission properties is essential. The following 
sections will describe some of the properties of alkaline-earth oxides, 
thorium oxide, and such secondary-emission surfaces as silver magnesium 
and Dowmetal. 

12-2. Alkaline-earth Oxide Cathodes. Test Methods.—From the 
standpoint of physical-chemical theory the oxide-cathode emitter is a 
very complex system, and it is, therefore, doubtful that the optimum 
preparation and processing have ever been achieved. However, a cathode 
that emits satisfactorily according to usual expectations may be obtained 
by many variations in preparation techniques. The oxide cathode is 
commonly prepared by coating a base-metal structure with a definite 
weight of alkaline-earth carbonates.1 The cathode is heated in vacuum 
to convert the carbonate coating \> oxide and then is activated by passing 
current through it. 

Several forms of the alkaline-earth oxide cathode have been used in 
pulsed magnetrons* plain uncombined oxide, uncombined screen, metal¬ 
lized, “overwround,” nickel ‘mesh,” and sintered nickel.2 Because the 
basic structure is the plain, uncombined oxide cathode, the discussion 
of fundamental properties will be restricted to this type. The procedure 
for testing the thermionic activity of cathodes in diode structures con¬ 
sists fundamentally in obtaining characteristics of plate current I vs. 
plate voltage V at a fixed temperature and interpreting these data by 
the use of the Langmuir-Child^ law which may be written in the form 

J# - KW; (1) 

this equation expresses the current / and voltage V relation in a diode 
when the current is limited by space charge. 

Pulse methods of testing cathodes have been developed. These 
tests are taken w*ith pulses of short duration and low recurrence frequency, 
in order to eliminate the rise in temperature that occurs when cathodes 
are pulsed at high-duty ratios and to reduce the chances of destroying 
the cathode surface by sparking. 

For the measurement of the (7,/)-curves of both simple cylindrical 
test diodes and magnetrons w ithout magnetic field, the voltage is applied 
to the anode as a series of negative pulses (see Fig. 12*1). The funda¬ 
mental emission tests are taken at 1 /xsec 60 PRF, but pulses of £- to 

1 In this chapter “double carbonates” will refer to a 50-50 molar solid solution 
of barium and strontium carbonates. 

2 E. A. Coomes, J. G. Buck, A. S. Eisenstein, and A Fineman, RL Report No. 933, 
June 1946. 
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10-jusec duration at pulse recurrence frequencies from 60 to 4000 have 
also been found useful. The voltage pulses are obtained from a hard- 
tube laboratory pulser that has been provided with a special 60-PRF 
trigger circuit.1 The pulse voltage is measured with a noninductive 
resistance divider or capacity divider and viewed on a synchroscope. 
The pulse current, also viewed on the synchroscope, is observed as the 
voltage drop across a noninductive resistance in series with the tube 
under measurement. The cathode 
is set at the desired temperature, 
and the pulse voltage across the 
tube is increased until the cathode 
just begins to “spark.” The term 
“sparking” refers to that cathode 
limitation which is characterized by 

Pulse voltage 

Fig. 12*1.—Arrangement of test equip- Fig. 12-2.—Diode curve of an oxide 
ment for the measurement of pulse current cathode showing the normal Schott ky 
and voltage. emission effect. 

the physical transfer of incandescent particles of oxide coating from the 
cathode sleeve to the anode. 

The most convenient manner to present pulse-emission data in 
diodes is by plotting of l¥i vs. V. A computation of K^ can be made from 
tube geometry, and a theoretical space-charge line drawn to satisfy 
the Langmuir-Child’s equation. A cathode can then be classified by 
the manner in which emission data follow or deviate from the theoretical 
space-charge line. 

The results of testing a considerable number of diodes in the manner 
outlined above indicate that the cathode-emission curves are charac¬ 
terized by several different types of behavior. Two of these may be 
considered prime types. 

1. The normal Schottky effect is shown in Fig. 12*2. The experi¬ 
mental points follow the theoretical Langmuir line up to a current 
value represented by /0 (corresponding to the maximum space- 

1 See Vol. 5 of the Radiation Laboratory Series for a discussion of pulse equipment 
and pulse test methods. 
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charge-limited emission). Experimental points from I0 up to 
the sparking point can be plotted to the form of the 
Schottky emission equation, but the slope is usually described as 
corresponding to a fictitious temperature considerably different 
from the true cathode temperature. 

2. The anomalous Schottky effect is shown in Fig. 12-3. This 
type of emission curve exhibits the same characteristics as Fig. 
12*2 at the beginning of the curve but has an inflection point- 
followed by a region in which the emission increases rapidly with 
voltage. From correlations 
between nonoscillating- 
and oscillating-magnetron 
characteristics it appears 
that the location of the 
inflection point and the 
slope of the anomalop> 
Schottky characteristic are 
of considerable importance 
in cathode sparking m 
microwave magnetrons. 
No completely satisfactory 
theory exists for fitting the 
curve in this region; how¬ 
ever, it is possible that the 
anomalous Schottky effect 
may be associated with 
properties of the interface 
between the oxide coating and the base metal. This type of 
behavior is generally to be expected at some time in the life of the 
double carbonate oxide cathode. 

Other types of deviations from the space-charge line have been 
observed and will be considered in connection with applications. Small 
amounts of gas are often evidenced by large and random fluctuations 
in experimental curves, and larger amounts generally produce system¬ 
atically increasing deviations above the space-charge line. Cathodes 
that have been poisoned during preparation have had, in a number of 
instances, emission curves that indicated that the current was not limited 
by space charge at any voltage but showed slight deviations below the 
theoretical space-charge line even down to zero voltage. Figure 12*4 
is an example of this phenomenon. 

The useful terms defined in Figs. 12*2 and 12*3 may be summarized 
as follows: 

Fig. 12-3.—Diode curve of an oxide 
cathode showing the anomalous Schottky 
emission effect. 
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1. The maximum space-charge-limited emission I0 which is taken as 
the point on the plot of IH vs. V at which the experimental points 
first deviate from the theoretical space-charge line. 

2. The type of behavior above I0 (the Schottky region) corresponding 
to one of two types: (a) the normal Schottky effect, in which 

the experimental points 
follow the form of the 
Schottky emission law, and 
(6) the anomalous Schottky 
effect in which the (P\V)- 

curve has an inflection point 
in the Schottky region. 

3. The sparking cm rent and 
voltage (L Ve) wiiich are 
the diode values at wdiich 
cathode emission is limited 
by sparking. 

12*3. Alkaline-earth Oxide 
Cathodes. Life Tests and Spark¬ 

ing Phenomena.—Diode life tests 
at 800°, 875°, and 950°C have 
shown that in this temperature 
region the expected life at fixed 
operating conditions is markedly 
dependent on temperature; the 
higher the temperature the lower 
the pulse life. The expected life 
of a double-carbonate coating on 
Grade A nickel under the test 
condition of 1 /isec, 400 PRF, and 
10 amp/cm2 is illustrated in Fig. 
12-5. 

Pulse voltage 
Kig. 12*4.—Diode curve of an oxide 

cathode showing gradual deviations of the 
pulsed emission from the space-charge line. 

In Fig. 12*6 the sparking current is plotted against life for electro¬ 
lytic-nickel base metal and compared with that for Grade A nickel base 
metal; standard double-carbonate coating was used in both cases. It is 
seen that the same general pattern is followed in both cases but that the 
pure nickel curve lies above that of the Grade A. 

It has been recognized previously1 that there are probably two types 
of sparking encountered when high pulse currents are demanded from 
oxide cathodes. Differentiation between these two types of sparking 
may be made in the following manner: 

1 O. H. Shade, Proc. IRE, 7, 341 (1943). 
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1. Space-charge-limited sparking, in which the sparking current 
has a value h = ho on the space-charge line. The value of ho 

Fj(j. 12*5.—The expected life, at three different temperatures, of a double-carbonate 
coating on Grade A nickel. Test conditions: 1 /xsec; 400 PRF; 10 amp/cm2. 

measured at 1 /xsec and 60 PRF is about 50 amp/cm2 at 800°C 
for double-carbonate coating on Grade A nickel and is about 100 
amp/cm2 for double carbon¬ 
ate on pure nickel. Sub¬ 
stitution of triple carbonate 
containing 4 or 11 per cent 

• of CaC03 does not appreci¬ 
ably change these values. 

2. Field-limited sparking that 
occurs late in the life of an 
oxide cathode, in which the 
sparking is limited by a 
critical value of field corre¬ 
sponding to V9 — Faf. The 
value of FSf has been found 
experimentally to depend in 
a fundamental manner 

Fig. 12*6.—Sparking currents under pulse 
conditions as functions of life for pure nickel 
and Grade A nickel cathodes. 

upon the nature of the oxide at the cathode surface. Its experi¬ 
mental value lies between 40 to 60 kv/cm for cathodes prepared 
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with SrCOs or BaSr(C08)2 and in the range 100 to 125 kv/cm for 
single BaC03 cathodes. 

The transition from Type 1 to Type 2, as life progresses, is shown in 
Fig. 12-7 for double-carbonate coating on Grade A nickel. 

Fig. 12*7.—Transition from space-charge- 
Iinuted sparking to field-limited sparking 
during the life of oxide-coated cathodes. 

0 100 200 300 
Hours of life at 875 °C 

Fig. 12*8.— Dependence of sparking 
current on the pulse length during the 
life of an oxide-coated cathode. 

Coating weight in Mg/cm2 
Fig. 12*9.—Sparking-current density under pulsed conditions as a function of coating 

weight on Grade A nickel at 875°C. 

The dependence of sparking current on pulse length, which is marked 
early in the life of a cathode before the field-limited state sets in, dis¬ 
appears when the cathode sparking becomes entirely field limited. This 
condition is shown by Fig. 12*8, which gives a comparison of the sparking 
current at 1 and at 10 jusec as a function of life. The cathodes consisted 
of double-carbonate coating on Grade A nickel. 



Sec. 12-3] EMISSION AND SPARKING PHENOMENA 511 

Emission Dependence on Cathode Coating.—Proper choice of coating 
weight and density is important in obtaining the optimum pulse emission 
to which an oxide cathode can be activated. Figure 12*9 shows the 
pulsed sparking current in amperes per square centimeter as a function 
of coating weight available for plain oxide cathodes of density about 
gm/cm8, prepared with double carbonates on Grade A nickel for fixed 
processing conditions. These curves display a range of optimum weights 
of approximately 9 to 13 mg/cm2. Experience has also indicated that 
cathodes prepared with higher-density coatings are better pulse emitters 
when processed to optimum. 

Published reports of correlations between carbonate particle size 
and emission1 have suggested the advisability of maintaining rigid 
controls of the particle-size distribution of the cathode coating. It has 
been shown by Eiscnstein,2 however, that no correlation exists between 
the size of the carbonate particle? and crystals and the size of the oxide 
crystals because * 

1. Both the crystal and particle sizes of the carbonates begin to 
increase at about 500°C and approach an equilibrium of values 
that depend primarily on the time and temperature of treatment. 

2. A similar crystal growth in the oxide occurs rapidly about 950°C, 
dependent primarily on the maximum temperature and bearing 
no relationship to the crystal or particle size of the carbonate from 
which it was formed. It therefore appears that the correlation 
between carbonate particle size and emission is not due to a direct 
interrelation of these two factors. The cathode-coating texture 
may be affected by the carbonate-particle-size distribution under 
a fixed set of spraying conditions. This resultant texture coupled 
with a fixed processing schedule could then influence the final 
emission obtainable from the cathode. 

Emission Dependence on Cathode Base Metal.—The following base 
metals were studied for pulse emission: 

1. The purest available nickel. 
2. Grade A nickel. 
3. Nickels alloyed with large amounts of the elements commonly 

found in Grade A nickel. 

Well-activated cathodes with base metals of the purest nickels, such as 
the electrolytic nickel obtainable from the International Nickel Company 

1 M. Benjamin, R. J. Huck, and R. 0. Jenkins, Proc. Phys. Soc.f 50, 345 (1938); 
R. C. Chirnside and H. P. Rooksby, General Electric Limited Report No. 8355, 
December 1943; A. S. Eisenstein, “A Study of Oxide Cathodes by X-ray Diffraction 
Methods, Part I,” Jour. Applied Phys., June 1946. 

2 Eisenstein, op. cit. 
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or Driver Harris No. 499, give sparking currents of 90 ± 10 amp/cm2 
for periods of several hundred hours when operated at 800°C. The 
corresponding figure for electronic Grade A nickel was 50 ± 10 amp/cm2. 
The emission efficiency in terms of pulse amperes per watt was 18 for 
the pure nickel cathodes as compared with about 10 for the Grade A 
nickel cathodes. 

Pulse current in amp 

Fiq. 12*10.—The variation of cathode temperature over the performance chart of a 10.7-cm 
magnetron operating at constant load. (Courtesy of C. S. Robinson, Jr.) 

Cathodes composed of double carbonates on nickel alloys containing 
5 per cent of Al, Si, Mn, or Ti had pulsed lives and sparking currents less 
than those obtained for Grade A nickel at an operating temperature of 
875°C. A 5 per cent Cr alloy, however, showed an improvement over 
Grade A nickel and produced results equal to the high values obtained 
from the pure nickels. 

Pulse Temperature Rise and Coating .Resistance.—When the tempera¬ 
ture of an oxide cathode is measured in a magnetron oscillating at 
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constant load over its (F,/^performance chart, it is found that the tem¬ 
perature may increase several hundred degrees above its value at zero cur- 

Fig. 12*11. —The effect of loading on the cathode temperature. The data were taken 
on a 9.1-ora strapped magnetron at 1000 PitF and l-jiso** pulse duration. {Courtesy of 
C. S. Robinson, Jr.) 

rent.1 Figure 12* 10 illustrates the order of magnitude of the effect. 
The cathode temperature is al& < 
netron load as shown in Fig. 12-11. 
Part of this temperature increase 
is caused by an increase in back 
I jombardment. However, the 
cathode temperature will increase 
with pulse current even if the 
magnetron is operated as a diode. 
The magnitude of this increase in 
temperature, the pulse tempera¬ 
ture rise (PTR), is a function of 
the pulse current, the duty ratio, 
the initial quiescent operating 
temperature, and the physical 
state of the cathode. The PTR 
varies with the cathode construc¬ 
tion and from cathode to cathode 
of the same type; it also varies 
throughout the life of a given 
cathode. The average PTR 
measured in diodes for a number 
of double-carbonate cathodes of 

Cathode life in hours 

Fig. 12-12.—Pulse temperature rise 
(PTR) as a function of cathode life. The 
PTR was measured at 10 amp/cm2, l-/xsec 
pulse duration, and 1000 PRF from a quies¬ 
cent temperature of 850°C. During life 
testing, the tube was operated at 10 amp/cm2, 
l-jusec pulse duration, and 400 PRF and 
875°C. 

the plain uncombined oxide, the uncombined screen, and the metallized, 
screen cathode types are given as a function of life in Fig. 12-12. 

The PTR of a cathode in a diode is apparently due to the PR dissipa- 
t ion within the cathode when the pulse current I flows through the oxide 

1 C. S. Robinson Jr., “Cathode Temperatures in Magnetrons,” RL Report No. 
II-5S, Mar. 31, 1942. 
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coating. Values for the total coating resistance R, measured either 
by a calorimetric method1 or by probes embedded in the cathode coating,2 
have been found to be a function of the pulse current and to have charac¬ 
teristics typical of a blocking-layer rectifier system. 

Screen Cathodes.—The need for cathodes of longer life in the strapped 
3-cm medium-power magnetrons resulted in the development of the 
screen cathode. This cathode is made by firmly bonding nickel mesh to a 
supporting nickel sleeve and impregnating the interstices of the mesh 
with the cathode coating. Experience has shown that in order to obtain 
a good cathode of high, primary emission with normal Schottky emission 
characteristics, it is necessary first to bond the nickel mesh to the under¬ 
lying metal at as many points of contact as possible. This contact is 
important for obtaining good thermal and electrical conducts tty and is 
accomplished either by welding the mesh at close interval? or by sintering 
in a hydrogen furnace. Second, it is important tnat the carbonate coat¬ 
ing make good contact with all the exposed area of the nickel mesh and 
the substrate nickel and that it be firmly packed to prevent all voids 
(see Sec. 17*7). In the 3-cm 725A and the 10-cm 4J32 and HP10V 
the screen cathode showed decided advantages over the plain oxide 
cathode in extending tube life, improving the stability of operation, and 
increasing output power. 

Early life test studies on screen cathodes in magnetrons were made 
with mesh sizes up to 60 by 60, and the longest lives were obtained with 
the finest mesh. Further life tests on screen cathodes with 150-by-150 
mesh showed that the normal Schottky emission characteristic extended 
to higher sparking voltages and that the sparking currents for 10-/*sec 
pulses were higher. The use of this fine-mesh cathode in low-voltage 
3-cm magnetrons resulted in increased mode stability, less sparking, 
and longer tube life. 

Direct-current Emission Values.—At a temperature of 800°C, cathodes 
made of double carbonates on Grade A nickel have operated at 1 amp/cm2 
direct current for over 1000 hr under space-charge-limited conditions. 
Preliminary tests have shown d-c emissions of 10 amp/cm2 under space- 
charge-limited conditions at 850°C for several hours. These results 
indicated that cathode poisoning by structures external to the cathode 
may be an important factor in limiting the d-c emission from oxide 
cathodes. 

It is difficult, if at all possible, to correlate the pulsed and d-c emission 
properties of oxide cathodes. About all that can be stated at the present 
time is that good pulsed cathodes are usually good d-c cathodes but that 
the reverse is by no means true. 

1 E. A. Coomes, Jour. Applied Phys., July 1946. 
* A. Fineman and A. S. Eisenstein, Jour. Applied Phys., July 1946. 
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12*4. Thorium Oxide Cathodes.—A type of thorium oxide cathode 
suitable for use in magnetrons has been developed by the Bartol Research 
Foundation.1 The cathode, which consists of a shell of sintered thorium 
oxide, is prepared by compressing thoria powder in a die and heating 
to a high temperature in a specially prepared furnace; a coil of fine heater 
wire is embedded in the thoria. 
Cathode shapes of any desired 
form may be made in this manner. 
The fundamental problems con¬ 
cerned with thorium oxide cath¬ 
odes are still incompletely solved, 
but this progress has excited con¬ 
siderable interest in the possibili¬ 
ties of applications in magnetrons 
for high-pulse powers, long-pulse 
durations, and higb-duty ratios.? 

Studies of thoria cathodes in 
test diodes have indicated that 
the elaborate activation schedules 
which are generally used v\ith 
alkaline-earth oxides can be dis¬ 
pensed with. Thoria cathodes of 
small area are simply raised to 
their emitting temperatures for a 
few minutes and then operated 
immediately. The activation of 
large-area cathodes (about 7 cm2) 
in high-power magnetrons may be 
somewhat more difficult to accom¬ 
plish (as is also the case with 
alkaline-earth oxide cathodes); 
there are, however, good indica¬ 
tions that the thorium oxide cath¬ 
ode is much less sensitive to those 

Pulse voltage in kv 

Fig. 12*13.—Pulsed thermionic emission 
of a sintered thorium oxide. Test conditions: 
1 /xsec and 1000 PRF. (Courtesy of M. A. 
Pomerantz.) 

conditions existing in a tube which ordinarily cause deactivation of 
emission surfaces. Cathode sparking of the type discussed in Sec. 12*2 
for alkaline-earth oxides appears to be completely absent in thoria 
cathodes.2 The thoria cathode would thus be of considerable impor¬ 
tance for magnetrons operated at high-pulse powers or long-pulse 
durations. 

1 M. A. Pomerantz, “Sintered Thoria Cathodes,” NDRC 14-517. 
2 W. E. Ramsey, “A General Survey of Sparking Phenomena in High Vacuum 

Thermionic Tubes,” NDRC 14-516. 
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Theoretical 

space-charge 
I line T 
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Typical diode (F,/)-curves obtained for thorium oxide are given in 
Fig. 12-13. The cathode temperatures given on the figure are brightness 
temperatures obtained by an optical pyrometer. The emission efficien¬ 

cies of thoria cathodes in terms 
of amperes per watt are about 0.4 
at 1580°C and 0.7 at 1740°C. 

The thermionic emission from 
sintered thorium oxide cathodes 
was observed with pulses varying 
from less than a microsecond to 
several milliseconds. At a cur¬ 
rent level of 30 amp/cm2 no decay 
in the pulse emission 'vas found 
during this inteival. Further¬ 
more, in the temperature range in 
which it w’as possible to measure 
both the pulsed and d-c emission, 
the diode (7,F)-characteristics ob¬ 
tained for pulse and d-c operation 
agreed quite closely. From these 
data it would appear that the 
emission in respect to time effects 
differs fundamentally from that 
observed in alkaline-earth oxide 
cathodes.1 

figure 12*14 illustrates the 
type of diode (7,F)-curves that 

w0 2 4 6 8 10 12 14 16 18 20 ^ave ^een obtained with sintered 
Pulse voltage in kilovolts thorium oxide cathodes at differ- 

Fig. 12-14,—Puised-therrmomc emibhion ent intervals of life. It is seen 
of a sintered thorium oxide cathode at differ- ^ i * or\n l 4.u 
ent intervals of life. (Courtesy of M A. that at the end of 800 hr> th<' 

Pomerantz.) maximum space-charge-limited 
Test conditions Life test conditions emission has decreased to approxi- 

1000 prf 400 prf mately a third of its initial value 
1800°C 1660°C but that the total emission has 

15 amp/cm* decreased only slightly. 

Cathodes have also been operated at 1.5 and 2 amp/cm2 direct 
current for periods of 400 hr. Emission densities exceeding 5 amp/cm2 
direct current were obtained for short intervals of time and in the experi¬ 
ments performed were limited by factors involving the allowable anode 
dissipation rather than the emission capabilities of the cathode. 

1E. A. Coomes, Jour. Applied PhyeJuly 1946; R. L. Sproull, Phys. Rev., 67, 166, 
(1945). 

Test conditions 
1 /*sec 
1000 PRF 
1800°C 

Life test conditions 
0 9 Msec 
400 PRF 

1650°C 
15 amp/cm* 
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12-5. Secondary Electron-emission Properties of Magnetron Cath¬ 
odes,—A magnetron will operate stably in certain regions of the per¬ 
formance diagram even when only a small primary thermionic current 
is available from the cathode. The remainder of the pulse current 
required by the tube is supplied by secondary electron emission. The 
nature of the back-bombarding electrons has been investigated both 
experimentally and theoretically, but theory and experimental data can 
at present give little aid to the designer of new types of magnetron. 
Nevertheless, the possibility of using metallic cathodes having suitable 
secondary electron-emission characteristics to furnish the pulse currents 
required and capable of dissipating large powers and operating at long 
pulse durations has instigated considerable interest. Several working 
models have been developed.1 

An example of this type of cathode design is the c-w 30-cm 10-kv 
split-anode tube, the VC-303W. The cathode of this tube is made from 
Dowmetal J1 alloy (93 per cent Ug, 6 per cent Al, 1 per cent Mn) and 
has an average life of only about 20u hr, probably because of the removal 
of the Dowmetal surface during operation. 

Pulsed multicavity magnetrons using silver magnesium alloys have 
been operated at 1-, 3-, and LO-em wavelengths for short periods of time. 
At 1-cm, densities of about 100 amp/cm2 were obtained. At 10-cm, 
several cathodes were run with a maximum life of about 400 hr, at an 
initial operating point of 14 kv and 30 amp and a duty ratio of 0.2 per 
cent. The output power of these tubes fell off rapidly by about 25 per 
cent within a few hours and then remained almost constant. 

A study of the secondary emission properties of cathodes in mag¬ 
netrons has been made by McNall2 by incorporating an electron gun 
in one of the cavities of a multioscillator magnetron. A magnetron 
with a given cathode is run over its performance chart at a constant 
load in order to determine the range of stable operation for a given set 
of operating conditions. The secondary emission characteristics are 
then determined. By suitable treatment the secondary emission proper¬ 
ties of the cathode surface are changed and the region of stable operation 
of the magnetron is again determined. Figure 12T5 shows the secondary 
yield 8 as a function of primary energy for a Ag-Mg cathode in several 
states of activation. From these data it has been possible to draw 
contours of the minimum value of the secondary electron-emission yield 
that is required for a given magnetron tested under fixed operating 
conditions. Such a performance chart is given in Fig. 12T6 for an Ag-Mg 
cathode in a 2J30 anode block. It is possible to operate stably at all 

1 J. W. McNall, H. L. Steele, and C. L. Shackelford, Westinghouse Electric Co. 
Research Report No. BL-lt-929-76-1. 
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Fig. 12*15.—Secondary-electron-emission yield 5 of an Ag-Mg cathode nurture under four 
different states of activation. (Courtesy of J. W. McNall.) 

Fxa. 12*16.—Estimated correlation of magnetron current with the secondary-emission 
yield of an Ag-Mg cathode in a 2J30 anode block. (Courtesy of J. W. McNall.) 
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values of voltage and current to the left of the contour corresponding 
to the chosen value of 8. 

Many secondary emission surfaces have been tried in pulsed and c-w 
magnetrons with varied success. These attempts have included silver- 
magnesium alloys, Dowmetal- 
metal alloys, beryllium, alumi¬ 
num, nickel, a nickel-barium 
alloy, thorium, a beryllium-copper 
alloy, beryllium-plated copper, 
and evaporated magnesium on 
copper. Silver magnesium, Dow- 
metal-metal alloys, and possibly 
beryllium appear to be the most 
promising of the surfaces studied. 
Almost invariably the alloys are 
oxidized before assembly or A 
some time during the processing 
in order to obtain surfaces vith 
high secondary yields. Many of 
these surfaces studied have not 
been satisfactory under the con¬ 
ditions chosen for operation in the 
magnetron or have been unstable 
in varying degrees during pro¬ 
longed testing. Deactivation 
caused by arcing, gas, or other con¬ 
taminations has been encountered in most of the studies made; there 
have been encouraging signs, however, that satisfactory solutions can 
be obtained for particular tube applications. 

It was pointed out in Sec. 12T that most magnetrons using alkaline- 
earth* oxide cathodes have operated satisfactorily only because the 
secondary electron-emission properties are capable of compensating for 
the thermionic emission deficiencies. The secondary electron-emission 
yields of alkaline-eartli oxide cathodes are high,1*2 and they have been 
reported to increase rapidly with temperature over a considerable range 
of operation. Figure 1217 shows the secondary yield 8 for an oxide 
cathode as a function of primary energy and of temperature. 

HEAT BALANCE IN THE CATHODE 

By A. M. Clogston 

The next three sections of this chapter discuss the problem of heat 
balance in a magnetron cathode. The amount of back-bombardment 

1 M. A. Pomerantz and D. L. Goldwater, “Secondary Electron Emission from 
Oxide-coated Magnetron Cathodes,” NDRC 14-310. 

2 J. B. Johnson, “Enhanced Thermionic Emission,” Phys. Rev., 66, 362 (1944). 

1 io. 12*17.—Secondai y-electi on-emifehion 
yield 5 of an alkaline-earth oxide cathode as 
a function of primary energy and of tempei- 
atuie. (Courtesy of M. A Pomerantz.) 
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power delivered to the cathode of an operating magnetron will be dis¬ 
cussed in Sec, 12-7, while Sec. 12-8 will consider how a cathode may be 
designed to dissipate this power. 

12*6. Thermal Behavior of a Pulsed Cathode.—Because the best data 
available on back-bombardment power have been measured on pulsed 
magnetrons, and because applications of these sections may be made to 
pulsed tubes, consideration must be given to the differences in behavior 
between a cathode receiving pulses of back-bombardment power and one 
receiving the same average power continuously. 

To study this question, the following simplified problem will be 
solved and used as a basis for qualitative con¬ 
clusions about the behavior of real cathodes. 
Consider an outer cylindrical layer of .>. cathode 
unwrapped to form a rectangular sheet as in 
Fig. 12-18. Suppose thai a beck-bombardment 
power of PB watts is delivered uniformly over 

Fia. 12-18.—Cathode surface Fig. 12-19.--Cathode surface and 
developed into a plane. coordinate system. 

this surface during a pulse of duration r repeated at a frequency / times 
per second. 

The developed area of the surface will be A cm2, and it will have a 
depth of l cm. Let it be supposed, tentatively, that it has been possible 
to choose this depth so that the back surface can be considered to remain 
at a fixed temperature T0. 

Suppose that the cathode surface is arranged relative to a coordinate 
system (x) as indicated in Fig. 12T9. The temperature distribution 
within the layer will then be indicated by T(x,t). It will be supposed 
that the area A is large enough that transverse variations of the tempera¬ 
ture are unimportant. Furthermore, suppose the origin of time is 
chosen so that a pulse of power is applied to the cathode from t « 0 to 
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During the pulse, a power of Pb/A watts/cm2 or 0.239 Pb/A 
cal/sec/cm2 is fed to the surface at x = /. Therefore, if 

« = (i) (0-239) Pc 
where K is the thermal conductivity of the material in calories per 
centimeter per second per degrees centigrade, one has at the surface 
x = l 

VA 
i q 

and 
C 

(: 

for 0 g t < t, 

f) = 9 dx 

(2) 

for t < i < 
f 

The partial differential equation governing nonstcady-statc heat flow 
in one dimension may be writ tot 

d*T 
dx* 

1 dT 

a1 dt' 
(3) 

where a2 = K/cp. The thermal capacity per unit mass is indicated by c, 
and the density by p. A table of values of a2 may be found in Strong.1 
The solution of Eq. (3) appropriate to the present problem may be 
written2 

x 

T(x,l) = ^ Ane-"‘>"‘ in + TV (4) 

n «* — * 

If the constants ,1. are now arranged so as to satisfy the boundary 
conditions set by Eqs. (2), Eq. (4) becomes 

T(x,t) 

. in2vfr 
. . I.n2irf 

en2rft + T[u (5) 

The quantity that will be of interest is the difference in temperature 
of the front face of the layer just before a pulse starts and just after it 
ends. This fluctuation in temperature will be called AT and is defined by 

AT = T(l,r) - T(l,0). (6) 

1 J. Strong, Procediues m Experimental Physics, Prentice-flail, New York, 1945, 

p. 494. 
2 H. Bateman, Partial Differential Equations of Mathematical Physics, Dover, New 

York, 1944, p. 214. 
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From Eq. (5) 

OO 

n * l 

sin2 mt/t sinh2V?/-sin 2 4$1 
(7) 

(8) 

Equation (8) is the solution to the problem. An Interesting observation 
can now be made about Eq. (8). If Z2 > a2//, then 2L y/nirf/a2 > y/Avn. 
Because n is never smaller than unity, 2Z y/mrf/a? > 3.54. Under this 
condition the second fraction in the series is very nearly unity for all n 
and may be disregarded. Therefore, A77 does not depend upon 1. This 
result can mean only that the fluctuations in temperature experienced 
by the front face of the layer become insensible at a depth a/y/f behind 
the front face. In the most unfavorable case that will be considered, a 
will have the value 0.5 cm/sec^ for nickel, whereas if pulsing rates no 
slower than / = 400 are considered, a/y/j can at most be 0.025 cm or 
approximately 0.010 in. This example provides the justification for 
assuming that the problem which has been solved will represent the 
behavior of real cathodes. It is consistent to assume that a cathode 
receiving periodic bursts of energy will fluctuate in temperature only in a 
very thin outer layer and that there will be a cylindrical surface at some 
depth greater than a/y/f which may be considered to remain at constant 
temperature. 

Assuming from now on that l > a/y/f, Eq. (8) may be written 

A77 = 
2qa 

oo Xsin2 7i7T 
n^ 

n= 1 

mrfr 
(9) 

By the use of Poisson's summation formula,1 the series may be written 

OO 00 

Vsin2nir/T f" sin2 t/tx , „V f" sin2 t/tx „ , 
2/“S"-7. —F-dX + 2l,Jo C08 2M.xdx. (10) 

1 Courant and Hilbert, Meihoden der Mathematic Physik, Vol. I, Springer, Berlin, 
1924, p. 59. 
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The integrals in Eq. (10) can be evaluated with the result 

523 

oo 

2 
1 

sin2 nrfr 

n* V*ifT + -\IX (V1 + » + V1 “ n - 2) 
n*»l 

(H) 
provided that fr < 2, which is always true. If now fr « 1, Kq. (11) 
becomes approximately 

2) = W*/r - 2.012 ~ (fr)'. (12) 

By neglecting even the term in (/r)2, Eq. (9) becomes 

A 7’ = 2qa 4 
with the two conditions of validity 

and 

(13) 

(14) 

The magnitude of the fluctuations in temperature of a cathode caused 
by periodic pulses of back-bombardment power will now be calculated. 
In data presented1 in Sec. 12-7 one has 7 = 10“6 sec and / = 500 per 
second. The surface layer of the cathode is a mixture of barium and 
strontium oxides. Approximate values for the constants of this oxide 
mixture at 900°C are K = 0.013 and a = 0.11. With these values, the 
condition of validity noted in Eq. (14) requires that 

l > 0.005 cm = 0.002 in., 

which is certainly true. Furthermore, fr = 0.5 X 10”3, which is much 
less than unity. Suppose now that 10 kw of power is delivered to the 
cathode while the tube is operating. The surface area of the cathode 
under consideration is 3.8 cm2. It is easily found that q = 49,000°C/cm. 
A fluctuation of 17°C is obtained by substitution in Eq. (13). 

If the cathode surface presented to the back-bombardment energy 
were nickel instead of an oxide mixture, the constants would be K = 0.22 
and a = 0.50. With the same back-bombardment power, 

q = 3000°C/cm 

and AT = 5°C for nickel. 

1 W. E. Danforth, C. D. Prater, and D. L. Goldwater, “Back Bombardment of 
Magnetron Cathodes,“ Bartol Research Foundation, NDRC 14-309, Aug. 25, 1944. 
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It is thus observed that if the assumptions made in these calculations 
are allowed, the fluctuations of cathode temperature caused by periodic 
pulses of back-bombardment power are rather small. 

It must now be mentioned that the problem just solved does not 
contemplate cooling by radiation of the cathode surface drawn in Fig. 
12*18. Suppose that the surface shown in Fig. 12*18 were radiating 
between pulses from its front surface. Suppose also that it is con¬ 
sidered to be so thin that no temperature differences exist inside the 
material, and suppose that it is thermally isolated from its surroundings. 
These last two assumptions are artificial but will permit a calculation of 
the importance of the radiation effect. If the emissivity of the surface 
is taken as unity, the energy lost in time dt from the surface is A<rTA dt 
watt-seconds, vhere a is Boltzman’s constant. If c is the her* t capacity 
per unit mass and p the density, one must have for the temperature change 
in time dT 

AaT1 dt = -cpAldT (15) 

If 7\ is the temperature at time t = 0, Eq (15) can be integrated to give 

J_ 1 
rr 7 1 + cpt 

(16) 

for the temperature at time i. If the material being considered is 
nickel, c = 0.59 joule/gm per °C and p = 8.4 gm/cml The value of a 
is 5.74 X 10~12 watt/cm2 per °C. Let t = 0.002 sec be the time between 
pulses at a 500 cps repetition rate, and let l be 0.02 cm, or approximately 
the depth indicated by Eq. (14). With these values it is found that 

Suppose now that Ti = 1200°A. From Eq. (17) it is found that T is 
less than Ti by only 0.02 per cent. 

On the basis of this example, it is concluded that radiation has a 
negligible effect upon the fluctuations in temperature of a pulsed cathode. 
Consequently, fluctuations in cathode temperature due to periodic 
back bombardment may be disregarded under the conditions assumed in 
this section. 

A source of periodic cathode heating during pulsing not considered 
here is the ohmic loss in the cathode coating due to passage of electrons. 
In the Bartol data that will be considered, this effect has been taken 
into account by operating the magnetron under consideration as a diode 
and measuring the temperature rise due solely to to ohmic loss. In 
applications of the results of these sections, the two effects should be 
considered separately. 
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12*7. Measurements of Back-bombardment Power.—It is generally 
understood that a certain fraction of the electrons which leave the 
cathode of an operating magnetron return to the cathode with an 
increased energy gained at the expense of the oscillating fields. This 
increment of energy is expended in heating the cathode structure 
Experience has led to general acceptance of the fact that about 3 to 10 
per cent of the input power of a magnetron will appear as back-bombard- 

Current in amps 
Fig. 12 20 -Contours of equal baok-bombaidment power. Ql ** 56* 

ment power at its cathode. Very few serious attempts have been made, 
however, to measure back-bombardment power accurately. 

The best data on this subject have been measured on a 2J32 mag¬ 
netron at the Bartol Research Foundation.1 Under a variety of operat¬ 
ing conditions, these investigators measured the rise in temperature 
of the cathode of this tube above that maintained by the heating element 
during nonoscillating conditions. Furthermore, similar increments of 

1 W. E. Danforth, C. D. Prater, and D. L. Goldwater, 4‘Back Bombardment of 
Magnetron Cathodes,” Bartol Research Foundation, NDRC 14-309, Aug. 25, 1944 
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temperature were achieved by increasing the heater power. In their 
case, the distribution of these two sources of heat can be considered 
equivalent, and it has just been shown in Sec. 12-6 that effects due to 
periodic back bombardment can be neglected. The temperature rise 
during oscillation can be correlated with an average back-bombardment 
power and, knowing the duty ratio, with a pulse back-bombardment power. 

6 8 10 12 14 16 18 20 22 
Current in amp 

I'io. 12*21.—-Back-bombardment power in percentage of input power for the 2J32 magne¬ 
tron. Ql — 56. 

In Fig. 12-20 a chart is shown of contours of equal back-bombardment 
power in the (F,7)-plane for a 2J32 magnetron operated at a loaded Q 
of 56. The magnetic field lines are also shown. This chart is typical 
of a number of such plots given in the Bartol report. In Fig. 12-21, 
the same data are presented in terms of percentage of input power. 
It will be observed on this chart that from 2 to 5 per cent of the input 
power appears at the cathode at this loaded Q. 

Furthermore, it will be observed that a very definite maximum in 
the percentage of input power returned to the cathode occurs in the 
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neighborhood of 1400 gauss. Mention of this fact has already been made 
in Sec. 10-8. It was stated there that this field value was empirically 
predicted by the formula 

= (18) 

Until more information is available, it will be impossible to say whether 
or not a maximum in the percentage of input power returned to the 
cathode can generally be expected in the neighborhood of the field 

predicted by Eq. (18). 
In Fig. 12*22 a plot is shown of the back-bombardment power of the 

same 2J32 as a function of total slot conductance (7, for a field of 1200 
gauss and a current of 12 amp. A curve of power P8 delivered by the 
electrons to the resonant system is included for comparison purposes. 
It will be seen that the back-bombardment power nearly doubles as the 
load is decreased, while over the k me range, the output power is decreas¬ 

ing by nearly a factor of 2. 

Conductance in mhos Conductance in mhos 

Fro. 12-22.—The dependence on load of (a) output power and (b) back-bombardment 
power for B — 1200 gauss, I =12 amp, and Gl — 0.11/Ql. 

The data presented in Figs. 12-21 and 12-22 indicate that the back- 
bombardment power delivered to the cathode of a 2J32 magnetron may 
vary from 2 to 10 per cent of the input power over the known ranges of 

operation. 
Consideration can now be given to the usefulness of the Bartol 

Research Foundation data in predicting the behavior of other mag¬ 
netrons. If the 2J32 magnetron satisfies the requirements for exact 
scaling expressed in Sec. 10-6, the data can certainly be used to predict 
the back-bombardment power of other tubes in this family. Further¬ 

more, in this case, the data should scale to magnetrons of different N 
at least as well as the output power. Consideration of the structure of 
the 2J32 indicates that it should scale properly, and performance charts 
for the tube given in Chap. 10 do, indeed, fit into the general scaling 
scheme. It has been shown in Chap. 10, however, that a rising-sun 
magnetron does not really satisfy the requirements for exact scaling. 
The coincidence that Eq. (18) predicts the critical field for a rising-sun 
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tube and also the field of maximum back-bombardment shown in Fig. 
12*21 raises a possible suspicion that the 2J32 magnetron used here 
possesses in a slight degree some of the properties of a rising-sun mag¬ 
netron. If this is true, the back-bombardment power might be very 
strongly affected while the output power and other properties of the tube 
are only negligibly influenced. The possibility exists, therefore, that 
the data presented may not be scalable to other magnetrons. 

Other data have been taken, less extensive and reliable than that 
presented in the Bartol report. C. S. Robinson, Jr.1 has taken data on an 
early model of the 2J32 that substantially confirms the Bartol data. 
In Fig. 12*23, cathode-temperature characteristics are given for a 2J42 
low-voltage, 3-cm magnetron. Curves are given showing cathode 
temperature as a function of heater power for various average input 
powers. The data always refer to the same operating point because the 
average input power has been changed by varying the duty ratio. By 
reading across at a constant temperature of 900°C, the following table 
can be constructed. At this operating point, therefore, about 8 per 
cent of the input power to a 2J42 magnetron is delivered to the cathode. 

Table 121.—Computational Table 

Input power, 

watts 

Heater power, 

watts 

Power supplied by 
back bombardment, 

watts 

1 

Ratio at 

bark-bombardment 

power to input 

power, c/( 

53 2 0.93 4.22 , 7.9 
27.2 2.91 2.24 1 8.3 

13.6 4.05 1 10 8 1 

0.0 5.15 0.00 

12*8. Thermal Considerations in Cathode Design.—A cathode with a 
length and diameter of active surface fixed by other considerations must 
be constructed to fulfill the following conditions: 

1. Under stand-by conditions with the magnetron in a nonoscillatory 
state, a certain rated heater power must maintain the cathode 
above a minimum temperature that will permit oscillations to be 
initiated when plate voltage is applied at the required rate and 
without damage to the active surface. The temperature must 
furthermore be kept below a maximum value set by considerations 
of life. 

1 C. S. Robinson, Jr., “ Cathode Temperatures in Magnetrons,” RL Report No. 90, 
Mar. 31, 1942. 
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2. With the magnetron oscillating and the cathode receiving a 
certain back-bombardment power and with the rated heater power 
reduced by a prescribed amount, the cathode temperature must 
be maintained in a range ensuring proper operation of the tube 
and an adequate life. 

3. The rated heater power must not be greater than some limit set 
by operational requirements. 

4. For barium-strontium oxide cathodes it must be possible to 
dissipate sufficient power in the heating element to bring the 
cathode to breakdown temperature. 

The design problem presented by these requirements is so complex 
and so different for each case that no attempt will be made to describe 
specific methods of procedure. Certain general features of the problem 
will be considered, but there will be no close discussion of questions of 
heat flow and radiation. Variojp legrees of calculation and experiment 
will be appropriate in each case arrive at a satisfactory design. To 
summarize the existing art of cathode design and to serve as a point of 
departure in designing newr cathodes data will be presented on the 
construction and thermal properties of a number of cathodes that have 
already been built to meet a variety of operating conditions. 

An increased understanding of the problem of cathode design can 
be gained by considering a class of cathodes for which certain general 
relations can be derived. This class includes cathodes answering the 
fol 1 owing description: 

1. Their heater construction is such that the heater power and back- 
bombardment power may be considered thermally equivalent. 

2. Heat is lost from the cathode almost entirely by radiation. 
3. The whole cathode structure is at a nearly uniform temperature. 

Radial-mounted cathodes that lose only a small proportion of heat 
through their supporting leads roughly satisfy this description. 

Suppose that PH is the rated heater power corresponding to a mini¬ 
mum tolerable temperature Ti for starting and that 0PH is the power 
corresponding to a maximum tolerable temperature T2 during operation. 
It has already been showm in Chap. 10 that Ph must satisfy the equation 

Pa « 
Pb 

0 - X 
(19) 

where x is the fractional reduction in Ph during operation. For the 
cathodes under consideration, 

Pa - C(Tl - TJ), (20) 
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and 
PPh = C(T\ - T\), (21) 

where C is some constant depending on the cathode shape and To is 
the temperature of the surroundings of the cathode and is assumed to 
remain constant. From Eqs. (20) and (21) 

rm _ 774 

fi = (22) 

Suppose, for example, that safe temperature limits for a barium strontium 
oxide cathode are 750° and 950°. If To is considered negligible com¬ 
pared with T1, Eq. (22) yields, for this case, p = 2.1. 

With Ph determined from Eqs. (19) and (22) the design problem 
for this class of cathodes is reduced to arranging that the cat bode struc¬ 
ture maintain a temperature T1 when Ph watts are dissipated in the 
heater. For a radial-mounted cathode with fixed length and diameter 
of active surface, this essentially involves proper design of the end 
shields. 

If the heater power required by Eqs. (19) and (22) is more than a 
radial-mounted cathode with an active surface of the specified dimensions 
can be designed to dissipate at the temperature 7\, the use of an end- 
mounted cathode is indicated. On the other hand, Eqs. (19) and (22) 
may specify a heater power so small that the dissipation of the cathode 
structure cannot be sufficiently reduced to enable the temperature 
T\ to be attained at Ph watts in the heater. In this case, it is clear that 
the temperature range T\ to T2 may be decreased with a consequent 
decrease in P and increase in PH. 

The cathode data to be presented will include several examples of 
radial-mounted structures. It will not be possible, however, to correlate 
these data with Eqs. (19) and (22) because insufficient information 
exists on the temperatures T\ and T2 that have been considered 
practicable. 

The cooling of an end-mounted cathode or of a radial-mounted cathode 
with heavy supporting leads is a mixture of radiative and conductive 
heat loss. The construction of end-mounted cathodes, furthermore, 
is often such that the distribution of heater power and back-bombard¬ 
ment power are far from equivalent. Consequently, general relations 
such as Eqs. (19) and (22) cannot be established for end-mounted 
cathodes, and the design problem is more complicated. 

A considerable simplification is made in the problem if the heater 
power can be decreased to zero during operation (x - 0). Then the 
cathode structure can first be designed to dissipate the back-bombard¬ 
ment power PB at the temperature T2y and PH can be separately arranged 
so as to maintain a cathode temperature T\ in the nonoperating tube. 
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Table 12-2 

Tube 
Cathode 

type 

Active 
area of 

cathode, 
cm2 

Stand-by 
heater rating 

Maximum 
average power 

input, 
watts volts amp watts 

Radial mounts: 
2J32 Plain 3.77 6.3 1.5 9.6 600 

4J70 
oxide 

Metallized 7.36 16 3.1 50.0 1200 

4J70 
screen 

Thorium 7.36 12.6 25.5 320.0 1500 

HP10V 

oxide 
Oxide 18.84 13.0 8.5 110.0 3000 

725A 
screen 

Metallized 0.52 6.3 1 .0 6.3 180 

End mounts: 
2J42 

screen 

Oxide' 

! 

0.36 * 

i 

e.3 3.0 3.0 83 

BM50 
screen 

Oxide 0.12 

1 

6.3 0.30 1.9 0.19 

QK61 
screen 

Oxide 1.12 6.3 3.5 22.0 350 

4J50 
screen 

Oxide 1 .07 12.6 

■ 

2.2 28.0 700 

3J21 
matrix 

Oxide 12.6 1.6 
' 

20.0 110 

A-131 

matrix 
Tantalum 0.11 3.0 50.0 150.0 

i 

500 

Fig. 12*23.—Cathode temperature vs. heater power characteristics of the 2J42 for 
various values of average input power to the magnetron. The curves were obtained by 
varying the duty ratio at a constant operating point of 5.5 kv, 4.5 amp, pulling figure of 
12 Mo/sec, and loaded Q of 240. 
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A structure arrived at in this way can furthermore serve as a starting 
point in designing a cathode for which x is not to be equal to zero. If 
the radiative or conductive heat loss of this first approximation is suc¬ 
cessively increased, both PH and xPh must also increase. The increments 

i 
Fjq. 12-25.—Metallized screen cathode of the 4J70. (2 X.) 

in xPb will be greater than those in PH) however, because T2 > TV 
Therefore, by sufficiently increasing the heat loss, x can be brought to 
the desired value. 

Figures 12*24 through 12*34 are 11 enlarged-scale cross-section views 
of cathodes that have been used in various production and experimental 



Sec. 12-8] THERMAL CONSIDERATIONS IN CATHODE DESIGN 533 

magnetrons. Five of these cathodes are radial- and six are end-mounted 
designs. These tubes are listed in Table 12-2 with data on the type of 
emitting surface, the emitting area, the stand-by heater ratings, and the 

Fig. 12-2C.—Thorium oxide cathode of the 4J70. (2 X.) 

Nickel end shield ^ j /Tungsten lead 1 Lv>- V/, ^ rWiii■ 
■ 

bS ip 
mM 

^Lavite insulator / 

-Nickel sleeve \ 
and screen J 

) gp - Molybdenum j 
heater / / - Molybdenum \ 

p, support rod ] rti ( [£l ■ ii 
■ vS5 - Lavite insulator 

Nickel end shield ■■■■■ 
Fig. 12*27.—Oxide screen cathode of the HP10V. (Actual sise.) 

maximum average input power that the tube is rated to accept at any 
operating point. Except for the 2332, which is discussed in Sec. 12-7, 
there is insufficient information to translate this input power into terms 
of back-bombardment power. Consequently these figures can be taken 
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only as a rough indication of the power-handling capabilities of the various 
cathodes. For three of the tubes, the average power entered in the table 
is underlined to indicate that the tube has accepted that power success¬ 
fully but that it has not been determined to be a maximum value. 

The characteristics of most of the tubes listed in Table 12*2 are 
discussed in Chap. 19. One exception is the A-131, a 3-cm c-w magnetron 
developed at RCA.1 This tube has operated with an input power of 

Fig. 12-28. -Metallized screen cathode of the 725A. (4 X.) 

nickel sleeve 

Fig. 12*29.—Oxide screen cathode of the 2J42. (2$ X.) 

500 watts at an efficiency of 40 per cent. Under these conditions the 
cathode was maintained at 2600°K by reducing the heater power to 
80 watts. 

Two cathode structures are shown for the 4J70 magnetron. One 
of these is the conventional oxide cathode used in production tubes; 
the second is an experimental thorium oxide cathode developed at the 
Bartol Research Foundation.2 This cathode was developed to permit 
the use of higher input powers and longer pulse durations with the 4J70 
and represents an experimental stage of development. 

1 NDRC 15-RP430C, 1946. 
* M. A. Pomerantz, “Sintered Thoria Cathodes,” Bartol Research Foundation of 

the Franklin Institute, NDRC 14-617, Oct. 31, 1946. 
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Fia. 12*30.—Oxide screen cathode of the Fig. 12*81.—Oxide screen cathode of the 
BM50. (6X.) CM16B. (2X.) 
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Nickel matrix cathode 
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Rather complete data are available on the characteristics of the 2J42 
cathode. These data are presented in Fig. 12*23 as an example of the 
thermal behavior of an end-mounted cathode. 

ESTABLISHMENT OF AN AXIAL BOUNDARY TO THE SPACE CHARGE 

By A. M. Clocjston 

12*9. Cathode End Shields.— Cathode end shields are short sections 
of enlarged diameter at the ends of a magnetron cathode. Numerous 
examples of these structures may be seen by referring to Figs. 12*24 
through 12*34. The end shields may be relatively close to or far from 
the top of the anode block. The diameter of the shields may vary from 
only slightly greater than the cathode diameter to even larger than the 
anode diameter. The temperature of the end shields may be equal to 
the cathode temperature or may be sometimes so constructed as to 
maintain a temperature several hundred degrees cooler than the cathode. 
Mechanically, the shields may t1 **n integral part of the cathode sleeve 
or may sometimes be separately mounted from the cathode supports. 
The potential of the end shields, however, is always kept the same as 
that of the cathode. 

End shields are a necessary part of a magnetron cathode, required 
to prevent electron leakage from the interaction space. If the end 
shields are omitted from the cathode, the volt-ampere characteristic 
at a fixed field will be as shown by the 
solid curve in Fig. 12*35, whereas the 
characteristic of a normal tube is as 
showrn by the dashed curve. It has 
been demonstrated that this current 
flowing to the anode in the absence of 
end shields is collected almost entirely 
on the end plates of the magnetron as 
long* as the applied voltage is belowr 
cutoff. For example, currents up to 60 
or 70 amp may thus flow out of the 
interaction space of a 4J70 magnetron built without end shields. Under 
these conditions a magnetron cannot oscillate. 

There are two possible explanations of these large leakage currents 
that are not encountered in ordinary electron tubes, and both are con¬ 
nected with the presence of the magnetic field. (1) A magnetron is 
usually operated at a voltage several times greater than would normally 
be applied to a similar nonmagnetic diode. Consequently, the space- 
charge densities necessary to give a zero gradient of electric field at 
the cathode are also several times larger. The repulsive force exerted 
on electrons near the ends of the interaction space by this large space 

Fig. 12-35.- (v,i) = characteristic of a 
magnetron without end shields. 
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charge may therefore account in part for the large leakage currents. 
(2) If the magnetic field near the ends of the cathode decreases in a direc¬ 
tion away from the center plane of the anode block, the electrons in this 
region will feel an additional force directing them out of the interaction 
space. This effect can sometimes be counteracted by constructing the 
end shields of magnetic material in such a way that the fields increase 
away from the center plane. The 4J50 cathode illustrated in Fig. 12*31 
has Permendur end shields for this purpose. A discussion of this effect 
will be found in Chap. 13. 

Cathode end shields prevent electron leakage from the interaction 
space by distorting the equipotential lines near the ends of the inter¬ 
action space in such a way as to inflict an inwardly directed component 
of force upon the electrons. This component of force, being essentially 
parallel to the magnetic field, simply urges the electrons toward the center 
plane of the anode block. 

The presence of the end shields, unfortunately, is not always felt 
solely through their electrostatic effects. Under certain conditions, the 
shields may emit electrons that, originating closer to the anode than do 
those emitted from the cathode surface, respond differently to the electric 
fields. Such electrons may contribute to an observed leakage current, 
and they may sometimes act to increase or decrease the mode stability 
of a pulsed magnetron. A further discussion of this matter is to be found 
in Chap. 8 and in a report by P. Forsberg.1 

Under various circumstances, the electrons emitted by an end shield 
may be either primary or secondary. Primary emission is promoted by a 
high end-shield temperature and by the accumulation of active material 
on the shield by evaporation or surface diffusion. Secondary emission 
apparently can arise from bombardment of the shields by the longitudinal 
movement of electrons in the interaction space as already discussed. 
Evidence for this effect will be found in the report by Forsberg. 

For all practical purposes, the design of end shields is completely 
empirical. A good procedure for a new case would be to start with a 
design that resembles mechanically and electrostatically one of the 
examples in Sec. 12*8. If behavior of the magnetron is then satisfactory, 
the end-shield design can be considered adequate. On the other hand, 
the tube may present large leakage currents or poor mode behavior. 
In order to determine whether or not these effects are a matter of end- 
shield design, tests should be made to discover (1) if current is escaping 
from the interaction space and (2) if electrons are being emitted from the 
end shields. Point 1 may be tested directly by inserting insulated end 
plates or pole pieces in the tube and measuring the current collected upon 

1P. Forsberg, “Some Relations between End Effects and Mode Stability in the 
4J31-35 Magnetrons/1 RL Group Report No. 52, Nov. 2, 1945. 
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them. The point may also be studied by redesigning the end shields 

to decrease electron leakage from the interaction space and then observing 
the change in tube behavior. This redesign should increase the diameter 
of the shields or bring them closer to the top of the anode block. 

Point 2 is difficult to test directly and can be best studied by making 
changes in design that tend to decrease any end emission present. The 
most effective course is to redesign the shields so that they operate at a 

lower temperature. The end-shield temperature can be directly observed 
if a window is incorporated into the tube. In making this redesign, it 
must be remembered that the shields may receive energy from electron 
bombardment as well as by conduction and radiation from the cathode. 
If improvement in the tube characteristics results from a decrease in 
the end-shield temperature, indicating that emission from the shields is 
present and important, further improvement in behavior may possibly 
be obtained as follows: (I) by designing a trap to prevent surface diffusion 
of active material to the shields^ l\ by constructing the shields from or 
coating them with a very poor emitter, and (3) by decreasing the diam¬ 
eter of the shields so that any electrons which are emitted will have a 
less deleterious effect upon the operation of the tube. 



CHAPTER 13 

THE MAGNETIC CIRCUIT 

By J. R. Feldmeier 

The essential features of the magnetic circuit for microwave mag¬ 
netrons are (1) minimum weight, particularly for airborne radar; (2) 
constant magnetic field under operating conditions; and (3) a proper 
field shape for efficient magnetron operation. The most convenient 
source of magnetic flux satisfying (1) and (2) is a permanent magnet, 
for an electromagnet requires a constant-current power supply. Electro¬ 
magnet' are, however, more convenient than permanent magnets for 
testing ;xperimental tub£s, as it is usually necessary to cover a con- 
siderab } portion of the performance chart by varying the magnetic field. 
Thus t th electromagnet and permanent-magnet designs are of concern. 
The p ciples of electromagnet design are generally understood and 
covers m most texts on electricity and magnetism; the principles of 
design^,; j permanent magnets are less well known and so will be reviewed 
here with special emphasis on those features which are important in the 
design of lightweight permanent magnets for microwave magnetrons.1 

13-1. Design of Permanent Magnets.—The general type of magnetic 
circuit used with microwave magnetrons is shown in Fig. 13*1. The 
following symbols are used to define the geometry of the magnet and 
air gap: 

l0 = length of air gap, 
dg = diameter of air gap, 

Aff = area of air gap, 
Un = length of magnet, 

Am = area of magnet (neutral section). 

To arrive at a relationship of these geometrical variables with the flux 
densities and field strengths associated with the magnet and the air gap, 
one applies the equations of continuity and conservation of energy to the 
magnetic circuit; 

J B dA — const., for any cross section of the circuit, (1) 

1 See R. L. Sanford, “Permanent Magnets/' Bur. Standards Circ. C448, for a more 
general discussion and for a bibliography of the subject. 

540 
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and 

J Rdl = 0, for any closed path around the circuit, (2) 

where B is the flux density and H is field intensity or magnetizing force. 
Equations (1) and (2) are diffi¬ 

cult to integrate because of the flux 
leakage along the circuit and the 
uncertainty of the path of a given 
line of force. For this reason it is 
customary among magnet designers 
to define Bni and II m as average values 
in the neutral section of the magnet 
and Bg and II„ as average values 
within the geometrical gap area 
Approximations to the integral equa¬ 
tions are then obtained by the Hr <' of 
leakage factors defined as 

BmAm   BgAgI , (3) 

TIJm = Hglgf. (4) 

Combining Eqs. (3) and (4) gives Amlm = (Ff/BmHm)BgHgAglg. Using 
p as the density of the magnet material, one obtains an equa, UfOr 
magnet weight. 

Weight of magnet = B2gAgl0) (5) 
l*mtl m 

where IIg and Bg are considered numerically equal in the gap. 

Fig. 13-1.— General type of aagnetic 

Fig. 13*2.— Typical hysteresis cycle of magnetic material. 

This equation shows that the magnet weight is proportional to the 
leakage factors and to the volume of the air gap. The weight is also 
least for the maximum value of the product BmHmj which is known as the 
“energy product” because it is proportional to the energy per unit 
volume of magnetic material available for maintaining a magnetic field 
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in a gap. Questions such as how to maximize the energy product and 
what values can be expected can be answered by studying the hysteresis 
cycle of the magnetic material. A typical hysteresis cycle is shown in 
Fig. 13-2. The solid line in the first quadrant is the path followed by the 
magnet material when the magnet is charged by applying the indicated 
peak magnetizing force and then reducing the magnetizing force to zero. 
For the present consideration the second quadrant of the cycle, resulting 
from a demagnetizing force due to the introduction of an air gap, is the 
important one because it is the region occupied by a working magnet. 
This second quadrant contains the so-called “demagnetization curve.” 

Fig. 13-3.—Demagnetization and energy product curves of Alnico alloys. CFrom the 
Arnold Engineering Co. Bulletin, “Permanent Magnets for Industry" and from the Indiana 
Steel Products Co., Permanent Magnets Manual No. 3.) 

Such curves for several magnet materials are shown separately in Fig. 
13*3, along with their corresponding (BmHm)-curves. The advantage of 
Alnico V from the point of view of weight conservation is patent, for its 
energy product is three times greater than the next best magnet material, 
Alnico II. In order to realize the maximum BmHm value of Alnico V of 
4.5 X 10°, the magnet must be operated at the point on the demagnetiza¬ 
tion curve of 9500 gauss flux density and 475 oersteds field strength. 
The point on the demagnetization curve at which a magnetic circuit will 
come to equilibrium upon the introduction of a gap may be expressed in 
terms of the angle a shown in Fig. 13-3, which resultsfrom Eqs. (3) and (4). 

= tan~x 
flgHgAm 
FlmBgAg 

a (6) 
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Thus for a magnetic circuit with an air gap (m = 1) of given dimensions 
and for fixed leakage factors, the ratio of the area to the length of the 
magnet material should be adjusted for maximum BmHm. Figure 13-3 
and Eq. (6) indicate that if the operating value of magnetic flux density 
is below 9500 gauss, the magnet must be decreased in cross-sectional area 
and increased in length (for the same magnet weight) in order to increase 
the magnet efficiency. Roughly, this adjustment is an increase in the 
magnetomotive force at constant reluctance with a corresponding increase 

0 5 10 15 20 25x10* 
Gap flux density in gauss squared 

Fig. 13*4.—Variation of weight with the square of the gap flux density for a gap length 
of 0.312 in. For magnet 1 :Bm = 7730 gauss; Hm ** 525 oersteds; BmNm = 4.1 X 106; 
F - 2$; and / - 1.8. 

in flux density. This balancing of magnetic reluctance and magneto¬ 
motive force is analogous to the case of a battery working into a resistance 
that is a nonlinear function of the current.1 

Although Eq. (5) is only an approximate solution to the exact integral 
equations and the factors F, /, BmHm, and lg are not independent, the 
equation does afford a convenient means of scaling from one set of condi¬ 
tions to another, particularly for small scaling factors. The equation 
predicts that the Qiagnet weight should vary as B\ when the other quan¬ 
tities are assumed Constant. This relationship is supported by experi- 

1 For a detailed discussion of the analogy between electric and magnetic cir¬ 
cuits, see E. E. Staff of Massachusetts Institute of Technology, Magnetic Circuits and 
Transformers, Wiley, New York, 1944. 
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ence. The variation of Bg with the gap length lg for a given form of 
magnet material as predicted by Eq. (5) is not obtained in actual practice 
because F, /, and BmHm are strongly dependent on la. The data plotted 

1000 2 000 5 000 10,000 
logBa 

Fig. 13-5/—Log plot of gap length 
against flux density for three magnet 
designs. 

in Figs. 13-4 and 13*5 exemplify 
these two cases; these data were 
taken using the iron pole tips 
described by Fig. 13-6. These 
curves are numbered to correspond 
to (1) the 27-oz 2J42 magnet, (2) 
the 12-oz 2J39 magnet, and (3) a 
7.5-oz magnet bimilar in contour to 
the 2J39 magnet. The relation¬ 
ship between l0 and Bg is deter¬ 
mined by the log plot ot Fig. 13-5. 
The slopes of the lines for all three 
magnets are nearly the same and 
have a value of 1.06 rather than 2, 
the value predicted by Eq. (5). 
The plot of weight against B\ in 

Fig. 13*4 is in much better agreement with Eq. (5). 
The usefulness of Eq. (5) is limited by the difficulty of calculating the 

leakage factors F and /. Methods for estimating these factors1 have 

J L-nnfiV' 

Fig. 13*6.—The 2J42 pole tip. 

been devised, but none of them claim any great accuracy; hence greater 
reliance should be placed on experience obtained from similar circuits. 

1E. M. Underhill, “Permanent Magnet Design,” Electronics, 16, 126 (1943); 
Sanford, op. cit., p. 31; Staff, op. cit.,, p. 105. 
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Flux leakage can be reduced if the following rules are followed: 

1. The permanent magnet material should be located as near the gap 
as possible. Magnets 1 through 8 of Fig. 13-7 demonstrate this 
rule; the magnetic material is next to the air gap, and the iron yoke 

serves as a base. 
2. The magnet material at all points should be worked at the optimum 

flux density BmHm. This is accomplished usually by increasing the 

• Fig. 13-7.—Magnetron magnets varying in weight from 250 lb to 1 lb. 

cross section of the magnetic material as the distance from the air 

gap is increased. 
3 In arrangements similar to that shown in Fig. 13*1 (except for 

the ends nearest the gap) the magnetic material should be kept 
separated as much as possible to prevent leakage across the 

enclosed region. 
4. The angle of taper on iron pole tips should be the maximum that is 

consistent with saturation of the iron. 

The latter is explained by reference to Fig. 13-8. For cylindrical pole tips 
as shown in Fig. 13-8o there will be less flux leakage across the space from 
one cylindrical surface to the other than in the case of the tapered tips 
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(truncated cones) shown in Fig. 13*86. The flux leakage results in an 
increase of total flux in the iron with distance from the gap. Under the 
condition of constant cross-sectional area the flux density away from the 
gap will increase and the permeability decrease,1 resulting in an increase 
in the reluctance of the iron. By tapering the iron to increase the cross- 
sectional area with distance from the gap, the reluctance can be main¬ 
tained constant so that the iron will saturate uniformly along its length. 
This is done at the cost of increasing the flux leakage. If, in addition, 
the reluctance of the iron is maintained negligible compared with the 
reluctance of the gap, then the maximum magnetomotive force will 
appear across the gap. 

(a) (6) 

Fio. 13*8.—Plots of magnetic field. 

If the field uniformity in the gap is to be determined by methods (see 
Sec. 13*5) where the contour of the iron is taken to be an equipotential 
surface, no parts of the iron in the neighborhood of the gap should be 
allowed to saturate below the working gap flux density. For this reason 
it is necessary to round off all comers to prevent saturation. Figure 13*6 
shows the result of applying these principles to a pole-tip design. For a 
0.312-in. separation of such tips no saturation occurs below 6000 gauss 
gap flux density. In cases where it is not important to know the exact 
field shape, the comers on the tips need not be removed. 

Rules 1 to 4 are not always mutually consistent, and a compromise is 
usually necessary; the nature of the compromise depends on the particular 
application. 

1 See Staff, op. cit.f p. 23, for the magnetic properties of iron. 
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Figure 13*7 shows a variety of magnets that may serve as a basis for 
new designs; Table 13*1 gives the weight, field, and gap dimensions of 
these magnets. 

Table 13*1.—Pertinent Data on the Magnets Shown in Fig. 13-7 

Magnet 
No.* 

Weight, 
lb. 

Approximate 
Bg, gauss 
(stabilized 

5%) 

Gap 
length 
Igj in. 

Gap 
diam. 
dg, in. 

Remarks 

1 250 3000 2.70 2.50 Iron base 
2 100 2400 2.75 2.00 Iron base 
3 42 3400 1.50 1.62 Iron base 
4 14« 2500 1.40 1.62 Iron base 

5 13M 2500 1.30 1 62 Iron base 
6 I 1350 1.50 1.62 Iron base 
7 mi 4800 o.eo 0.7t Alnico “C's” bolted together 

with iron spacer 
8 8 4850 0.63 0.75 Alnico “C’s” bolted together 

by aluminum base (no iron) 
9 m 5000 0.28 1 Using iron pole pieces (5 oz) 

10 ?4 3800 | 0.28/ described in Fig. 13-6. 

* Additional data on magnet weight and flux density are given in Chap. 19. 

Physical Properties of Alnico V.—One of the most important physical 
properties of Alnico V for magnet design is the directional property of 
flux conductivity. This property is a result of the heat-treatment process 
to which Alnico V is subjected during manufacture. In the heat treat¬ 
ment the magnet material is cooled in the presence of a magnetic field, 
the direction of which is the same as the field to be generated by the 
working magnet. The shape of the Alnico V should conform as closely 
as possible to the magnetic field in which it is processed, and the difficulty 
of producing a processing field of any desired shape places a limitation 
on the possible shapes of the magnetic material. The bar magnet is the 
easiest to heat-treat because the necessary field can be produced between 
flat poles of an electromagnet. A C-shaped magnet like that of the 2J39 
is not much more difficult to heat-treat because it can be treated in the 
fringing field of flat pole pieces. If one must deviate from these simple 
shapes, care should be taken to arrive at a shape consistent with the field 
shapes that can be obtained for heat treatment. Nevertheless, magnets 
of unusual shapes have been successfully made by locating ferromagnetic 
material in such a way as to distort a normally uniform field or a fringing 
field into the desired form. 

In addition to the alignment of the magnetic field during heat treat¬ 
ment, a rapid quench is important. For this reason the volume of a 
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single piece of Alnico V must not be too great. To obtain a rapid quench 
for very large magnets it may be advantageous to make the magnet in 
several sections which finally are combined and held together with iron 
yokes to form a completed circuit. 

Alnico V must be cast, and in this form it is coarse-grained, brittle, 
extremely hard, and nonforgeable. Because holes cannot be drilled 
economically, mounting holes are cored in the casting. Soft-iron inserts 
are cast into the magnet during the pouring process and later drilled and 
tapped; but because of the large shrinkage during cooling (2.6 per cent), 
this is successful only when the dimensions of the Alnico are large com¬ 
pared with the hole. 

Flat surfaces can be ground to close tolerances, but cast tolerances are 
usually set by the magnet manufacturers at not less than *:0.015 in. 
Arc welding of Alnico with stainless steel or phosphor bronze rods is only 
partially successful; soft soldering can be done ii the surfaces are care¬ 
fully prepared with an acid. The magnetic properties of Alnico A" are 
impaired if it is raised to a temperature over 1100°F after the heat 
treatment. 

Table 13*2 gives some additional properties1 of Alnico V useful for 
design purposes. 

Table 13-2.—Properties of Alnico V* 

Specific gravity. 7.3 

Electrical resistance at 25°C. 47 X 10“6 flcin/cm* 

Tensile strength. 5450 lb /in.2 

Transverse modulus of rupture. 10,200 lb/in.2 

Hardness, “ Rockwell C”. 45-55 

Coefficient of thermal expansion.11.3 X 10“fl/°C 

* Courtesy of E. M. Underhill. 

13*2. Magnet Charging.—The magnet material is magnetized by 
taking it through the first quadrant of its hysteresis cycle as discussed 
in Sec. 13T. In order to reach the maximum value of magnetic flux 
density, every part of the Alnico V must be magnetized to the point of 
practical saturation, and for this a magnetizing field of about 3000 
oersteds applied to the Alnico in the direction of the working field is 
necessary. If the magnetic material is properly heat-treated and the 
above value of field strength is applied to the Alnico V, a rcmanence 
value of magnetic flux density of 12,600 gauss should be realized as shown 
in Fig. 13*3. 

An electromagnet that can supply the required field provides a con¬ 
venient means of charging bar magnets, as they require only straight 
fields. Magnetron magnets, however, are usually of such contour that 

1 E. M. Underhill, “Mechanical Problems of Permanent Magnet Design,” Elec¬ 
tronics, 17, 126 (1944). 
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it is simpler to charge them by surrounding the material with one or more 
solenoids. In this arrangement soft-iron bars are placed across the ends 
of the magnetic material so that a closed magnetic circuit results. The 
solenoid may be excited by connecting it across a d-c source with high 
current capacity, but a better method is to employ a high-current 
impulse. Condenser discharge and half-cycle1 impulse chargers have 
been employed. A typical circuit for the condenser discharge method is 
shown in Fig. 13*9. The storage condenser consists of a bank of 100 
40-juf dry electrolytic condensers connected in parallel by heavy leads. 
The condensers, which have a rating of 500 working volts, are charged 
to 400 volts by a small 200-ma d-c power supply and discharged through 

Fia. 13*9.—Circuit of condenser-discharge method for charging magnets. 

an ignitron (GL415) in series with the magnetizing coils. Peak currents 
of 1000 amp can be obtained in this way. Care must be exercised when a 
condenser discharge is used for charging to prevent oscillations in the 
circuit and the resulting reversed magnetic fields. In this circuit the 
ignitron serves this purpose. 

The magnetizing coil must be constructed so that for the pulse current 
obtainable a field of 3000 oersteds in air is produced. If the length of the 
coil is short compared with the magnet length, the coil should be moved 
along the magnet to apply the maximum magnetizing field to each por¬ 
tion of the Alnico V. Care should be taken not to cross-magnetize the 
magnetic material. 

If the magnetron is the “packaged type,” that is, with the magnet 
permanently attached to the tube, the magnet can be charged separately, 
stored with an iron “keeper,” and then slid onto the magnetron so that 

1 See H. W. Lord, “A Half-cycle Magnetizer with Thyraton Control,” Gen. Elec. 
Rev., 40, 418 (1937). 
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the magnet is never made to operate into a gap greater than the working 
gap. 

13*8. Magnetic Stabilization.—Inspection of a performance chart 
shows that the characteristics of a magnetron are such that constancy of 
magnetic field is extremely important if constant power input, power 
output, and magnetron frequency are to be maintained. This section 
will discuss qualitatively the phenomena of magnet stability and give 
some quantitative information on the effect of various demagnetizing 
forces. 

Stability against Change in Air Gap or against Stray Demagnetizing 
Fields.—Figure 13*3 is useful in obtaining a qualitative understanding of 

magnet stability. It is preferable 
for this purpose, howev* rt to plot 
the flux density in the air gap Bg 
along the vertical axis instead of 
the flux density in the magnet Bm, 
because Bg is the variable of direct 
concern. According to Eq. (3), 
this amounts to multiplying the 
vertical axis of Fig. 13*3 by the 
factor Am/AgF. Referring now to 
Fig. 13*10, a is the point at which 
a gapless magnetic circuit will 
come to equilibrium after the 
charging field is applied and then 
reduced to zero. If the keeper is 

Fig. 13-I0.-Variation Of gap flux density removed, introducing an air gap 
with demagnetizing force. 7 . . 

of length lg, the circuit will be in 
equilibrium at point 5, where b is defined according to Eq. (4), and may 
be expressed in terms of the angle p thus: 

tan e - £ ■ (7) 

The flux density Bo corresponding to the point b has become known as the 
“saturation value” of flux density. If a further demagnetizing force 
Hi — Ho is applied and then removed, the circuit will first follow the 
major hysteresis curve b to c and then the minor hysteresis loop c to d. 
The result of the demagnetizing force is a decrease in magnetic flux 
density of Bo — Bi. If the same demagnetizing force is applied and 
removed a second time, the magnet will follow very closely the same 
minor hysteresis loop and return to the point d with a negligibly small 
change in B. Hence Bi has become known as the “stabilized value” of 
flux density, stabilized for a demagnetizing force smaller than Hi — Hi. 
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The previous discussion is valid for demagnetization effects due to the 
introduction of air gaps into the magnetic circuit or to the presence of 
neighboring a-c or d-c magnetic fields. Quantitatively the resistance of 
magnetic materials to these demagnetizing forces is a function of the 
coercive force of the material. As seen in Fig. 13*3, Alnico IV is better 
than Alnico V in this respect. [A 
recently reported new Alnico, Alnico 
IX, has an even higher coercive force 
(approximately 950 oersteds), but 
like Alnico IV its energy product is 
low—1.8 X 106.] Figure 13T1 shows 
the effect of stray demagnetizing 
fields on Alnico V compared with 
tungsten- and cobalt-alloy steels! 
The coercive forces for the tungsten 
and cobalt steels are 65 and oersteds, respectively. It has been 
arbitrarily established that for magnetron magnets, the operating flux 
density Bi (see Fig. 13*10) is set from 3 to 5 per cent below the saturation 
value Bo. This controlled demagnetization is most conveniently accom¬ 
plished by subjecting the Alnico to an a-c magnetic field. For magnetron 
magnets separate from the tubes, this can be done by alternately apply¬ 
ing an a-c field and measuring the resultant flux density (see Sec. 10*5). 
It is also customary to “keeper stabilize” the magnet. This is done by 
inserting and removing the magnet keeper three or four times. On the 
BH curve of Fig. 13*10 this amounts to running up and down the minor 
hysteresis loop c-d, reducing the effects of the actual nonlinearity and 
nonreversibility of the path c-d. 

Temperature Stability.—The effect of temperature changes on the 
magnetic properties of Alnico V is of a 
different nature from the effects dis¬ 
cussed previously. This effect from 
— 180° to +500°C is reversible, so that 
any temperature cycle between these 
values results in no permanent change 
in field strength. A typical value for 
this change is —0.25 per cent in field per 
degree centigrade. This change in mag¬ 
netic field with temperature produces a 
change in magnetron current that de¬ 
pends on the dynamic impedance and 

rate of change of voltage with magnetic field of the particular magnetron. 
Figure 13*12 shows the behavior of Alnico over a wide range of temper¬ 
ature, along with a comparison of Alnico with some alloy steels. 

Fig. 13*12.—Resistance of mag¬ 
netic materials to temperature 
changes. (From the Arnold En¬ 
gineering Co. Bulletin “Permanent 
Magnets for Industry.”) 

1 Alternating field (amp turns per inch) 

Fig. 13*11.—Resistance of magnetic 
materials to stray demagnetizing fields. 
(From the Arnold Engineering Co. 
Bulletin “Permanent Magnets for 
Industry.") 
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-S°t*iU36%) steel 
[Tungsten steel 

Effects of Neighboring Ferromagnetic Material.—Neighboring ferro¬ 
magnetic material has two effects on a magnetic circuit. The first is 
shunting of magnetic flux by the material, which has the same effect on 
the flux density in the magnet as a decrease of gap length; and hence, if 
the magnet has been stabilized to a great enough degree, no residual 
change in field strength remains after the material is removed. The 
second effect is a rearrangement of the magnetic dipoles in the magnetic 
material. This does leave a permanent effect unless the magnet is 
recharged. The magnitude of degaussing, produced by the proximity 
of ferromagnetic material, depends upon many factors, such as the size 
of the magnet and ferromagnetic object and the location of the point at 
which contact is made. An idea of the order of magnitude of this effect 
can be had from the fact that magnet 5 in Fig. 13*7 is degaussed by 5 per 
cent from the saturation value if an iron bar £ in. in diameter and 6 in. in 

g lop - length is touched directly on the 
sl"8 AlmC0 Alnico V near a magnet pole. This 
? ■§! 90 \^bSit(3e%) steel degaussing effect drops off rapidly 
* |*2 —| Tungsten steel with distance of approach of the iron 

0 500 1000 bar, so that the degaussing is only 
Number of impacts 0.8 per cent if the bar is brought 

Fig 13* 13. -Resistance of magnetic within * in. of the Same Spot as 
materials to vibiation effects. CFrom * * 
the Arnold Engineering Co. Bulletin, “Per- above. X or this reason magnetron 
manent Magnets for industry.") magnets are always covered with a 

protecting material to prevent direct contact with magnetic material, 
particularly in the neighborhood of the magnet poles. 

Vibration Effects.—Even though the effect of vibration on Alnico V 
does not appear important for any practical conditions associated with 
magnetron magnets, data are presented in Fig. 13-13 showing the resist¬ 
ance of Alnico and some alloy steels to vibration. 

13*4. Field Uniformity.—The efficiency of a magnetron depends upon 
the magnetic-field uniformity within the interaction space. Except at 
the very ends of the interaction space (see Sec. 12-11), a uniform field is 
desirable. 

The need for uniformity arises from the large changes in current that 
result from small changes in magnetic fields. The performance chart of a 
typical magnetron is shown in Fig. 19*44, and from this it may be seen 
that a change in field from 5100 to 5330 gauss results in a 2 to 1 change in 
current. Thus, a variation of this amount in magnetic field along the 
height of the anode will result in operation over the low-field regions at 
twice the current density of the high-field regions. Damage to the 
cathode at these low-field high-current points has frequently been 
observed. Axial uniformity to better than 5 per cent is a safe rule to 
follow. 

0 500 1000 
Number of impacts 

Fig. 13-13.—Resistance of magnetic 
materials to vibiation effects. (Prom 
the Arnold Engineering Co. Bulletin, “Per¬ 
manent Magnets for Industry.") 
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For magnetrons having separate magnets with flat pole pieces, this 
condition is satisfied if the gap length is equal to or less than the gap 
diameter, provided the anode diameter of the magnetron is less than half 
the gap diameter. When tubes have attached magnets, often the polo 
tips have holes in them to admit the cathode structure. Up to a certain 
ratio of hole diameter to anode diameter, the holes tend to increase the 
field uniformity in the center of the region between the tips. Very large 
holes must be drilled in magnetrons with a large number of resonators, as 
the ratio of cathode to anode diameters becomes large, and undesirable 
field configurations are likely to occur. With 16 or more resonators it 
has been found that this hole becomes so large and the magnetic field so 
distorted that very low efficiencies result. To correct this, magnetic 
material is attached to the cathode structure, thereby effecting a concen¬ 
tration of flux toward the axis of the magnetron near the ends of the 
anode, and approximating the desired form as discussed in Sec. 12*11. 
The material attached to the catfc xle structure must not saturate below 
the working flux density, and, furthermore, the Curie point of the mate¬ 
rial must be above the cathode temperature. The magnetic material 
Permendur (50 per cent Fe, 50 per cent Co) meets these requirements 
satisfactorily. This material was used in the 4J52 (see Chap. 19), where 
it replaces the usual nickel electrostatic shields to prevent electron leakage 
at the anode ends. In addition to producing the desired field shape, it 
also reduces the effective gap between the poles. 

13*5. Testing and Measurements.—The testing of permanent magnet 
materials to determine the shape of the hysteresis cycle1 as well as 
methods for determining flux density2*3 in the gap or neutral section of a 
finished magnet are well standardized and will not be discussed here. 
It should be emphasized, however, that the fields in the gaps of magnetron 
magnets are rarely uniform, and hence the measurement of the average 
flux density in one of these gaps depends largely upon the size and shape 
of the test coil employed. For this reason the Signal Corps and Bureau 
of Ships have established a set of standard test coils for measuring the 
average flux density over a volume corresponding to that of the inter¬ 
action space.4 The expression “flux density” as used in this chapter 
means the average flux density over the area occupied by the appropriate 
test coil. 

^K. L. Sanford, “Magnetic Testing,” Bur. Standards Circ. C415, 1937. 
8 F. A. Laws, Electrical Measurements, McGraw-Hill, New York, 1938. 
3 Attention is drawn to a novel fluxmeter developed by the Marion Electrical 

Instrument Co., Manchester, N.H., which is extremely useful for making quick 
checks on flux density. Rev. Set. Instruments, 17, 41 (1946). 

4 The details of the standard “200” coil suitable for gaps and magnetic fields 
encountered in 3-cm magnetrons may be obtained by writing to the U.S. Bureau of 
Standards. 
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Field Shape.—The shape of the magnetic field in the interaction space 
is of considerable importance, and it is often necessary to determine the 
field shape for a new tube design. If the volume of the air gap is large 
compared with the volume of the field-measuring device, the field pattern 
can be obtained by direct measurement of the field intensity at several 
points over the gap. For the air gaps associated with magnetrons at 

5-cm wavelengths or longer, field plots can 
be made with a magnetometer developed by 
the General Electric Research Laboratories 
having a sensitive element only i in. long 
and in. in diameter. 

Equipotential plots of the electrostatic 
fields between model pole tips immersed in 
water give the shape of the magnetic field 
directly if three dimensions 1 models are used.1 

A geometrical method of obtaining flux 
plots satisfying Laplace’s equation has been 

developed by Crout.2 This method is useful in a wide variety of applica¬ 
tions and will be considered in detail. 

For simplicity the method will be described by considering the case 
of a static two-dimensional magnetic field. Suppose a number of lines 
of force and equipotentials be drawn as in Fig. 13T4 and the tubes of flux 
and the strips between adjacent equipotentials be numbered according 
to the following definitions: 

u = potential at any point, 
o = flux between a reference line of force and that point, 

A Mi, A u2, • • • = potential difference across the various strips formed 
by the equipotential lines, 

Jij| = curvilinear rectangle comprising the region com¬ 
mon to the ith strip and jth tube of flux, 

Avi, Av2, • * = fluxes in the flux tubes of unit depths seen as 
\tj\ from above, 

Rn = reluctance of the volume of unit depth seen as 
\i,j\ from above, 

En = energy in the volume of unit depth seen as [Q\ 

from above, 
fi = permeability of the medium containing the field 

(assumed constant throughout the field). 

1 V. K. Zworkin and G. A. Morton, Television, Wiley, New York, 1940, p. 73; 
L. M. Myers, Electron Optics, Van Nostrand, New York, 1939, p. 129; A. Kolin, 
“ Mercury Jet Magnetometer,” Rev. Sci. Instruments, 16, 209 (1945). 

* Prescott D. Crout, “The Determination of Fields Satisfying Laplace's, Poisson's, 
and Associated Equations by Flux Plotting,” RL Report No. 1047, Jan. 23, 1946. 
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Accordingly, 

and 

R _ A ut _ Ljj 
13 Avj ~ nwi/ 

v AutAvj 

Eii = 8tt”‘ 

(8) 

(0) 

Now if the AUi& are all equal and if the Av/s are all equal, the curvilinear 
rectangles will all be similar and have the same reluctance and contain 
the same field energy. Furthermore, the 
field will consist of curvilinear squares if 
the spacings of the lines are such that 
li(Au/Av) = 1. Therefore, a map of the 
field can be obtained by sketching in a 
network of curvilinear squares by trial and 
error. The accuracy of the plpt may be 
improved in any region by fmhl*er sub¬ 
dividing the initial squares. When the field 
is known to have definite symmetry, this 
fact should be used to reduce the size of the required map. 

To prove that the “square” flux plot is a possible field, one resorts to 
the definition of a gradient to obtain 

Fig. 13*15.—Relation between 
gradients and partial derivatives 
of u and V. 

.and to Eq. (8) to show that 

A u 
I Au J   lij 
| At; | AVj 

wt] 

|Vm| 

|V»i 
const, for all points. 

(10) 

HI) 

Hence the gradients and the partial derivatives of u and v are related as 
in Fig. 13*15, from which it follows that 

and 

du r r- dv 
— = /v — 
dx dy 

dll _ rr dv 
dy dx 

(12) 

(13) 

By differentiating Eq. (12) with respect to x and Eq. (13) with respect 
to y and adding, one obtains Laplace’s equation: 
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and similarly, 
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dh) dh> 
dx2 dy2 

= 0. (15) 

By similar arguments one can arrive at the conditions for the case 

of an axially-symmetrical three-dimensional field, which is the case 

usually met in magnetron-magnet design. Using the same notation as 

before but rotating [zj>| through an angular depth of 1 radian to form the 

element of volume rather than taking a linear depth of 1 cm, one can say 

j> lii iCij — ~— « - 
AVj txrnWij 

(16) 

En «= 

and 
AujAvj 
~&T’ 

(17) 
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where r», is the radius of the center of [ijj. Rather than a network of 

curvilinear squares, the plot must be constructed to meet the condition 

\\ here 

K = ■== const. (18) 
At;,- 

Figure 13*16 shows the result of the application of this method to the 

problem of magnetron pole-tip design. 

In addition to being a quick method for obtaining a plot of any 

desired accuracy, this has the advantages of being applicable to peculiar 

boundary conditions, of giving a complete picture of the field, and of 

conveying an idea of the relative importance of the various factors that 

determine the field.1 

a 

1 For application of the method to several additional cases, see the original report 

by Crout. 





PART IV 

TUNING AND STABILIZATION 

One of the most inconvenient features of microwave magnetrons is the 

difficulty of making them tunable. Because the resonant circuits are 

within the vacuum envelope, they are rather inaccessible, and changing 

either their capacitance or inductance presents a mechanical problem of 

some intricacy. The problem is complicated further by the general limi¬ 

tations on space and the requirement that the tuning mechanism leave the 

normal resonances relatively undiA irbed. 

Considerable effort was expended m making magnetrons tunable, as 

this feature adds greatly to theii usefulness. Not only does tunability 

permit a single magnetron to operate on a number of frequencies, but 

also it is essential if operation at a precise frequency is required. 

Two distinct kinds of tuning exist. In one, the variation in frequency 

is accomplished by mechanical means. Here the rate at which tuning 

can be accomplished is slow', but the range of tuning is large. This topic 

is the subject of Chap. 14. The second kind is the so-called “ electronic 

tuning,” in wrhich the frequency is varied by injecting a beam of electrons 

into a region containing r-f fields. Electronic tuning (Chap. 15) provides 

only a small tuning range, but the rate of tuning can be very rapid. It 

is thus well suited to applications requiring frequency modulation. 

Stabilization of frequency is closely relative to the problem of tuning, 

and for this reason it is included in this part of the book. Both tuning 

and stabilization are aspects of the problem of control of frequency and 

must be considered together because high stabilization and large tuning 

range are incompatible. The question of stabilization also arises in 

other chapters. It appears in Chap. 6, ‘‘Interactions of the Electrons 

and the Electromagnetic Fields,” because the frequency of oscillation is 

affected by space-charge conditions; it appears in Chap. 8, “Transient 

Behavior,” because stabilization affects mode changing; and it appears 

in Chap. 10 “Design,” because the design of a magnetron is influenced 

by the degree of stabilization required. 





CHAPTER 14 

MECHANICAL TUNING 

By W. V. Smith 

14*1. General Considerations.—A mechanically tunable magnetron 

is one whose resonant frequency is changed by moving some element in 

the resonant circuit associated with the magnetron. In general, the 

motion must take place in vacuum, although in low-power magnetrons 

the moving parts may be in air, separated by a dielectric vacuum seal 

(usually glass) from the high-vacuum portion of the tube. A tuning 

method is classed as “mechanicaF v* henever the frequency change is the 

result of a motion—whether the primary driving force is mechanical, 

thermal, magnetic, or any other. The term ‘'electronic tuning” (Chap. 

15) is reserved for frequency changes resulting from the injection of elec¬ 

trons into the resonant system. 

From a consideration of circuits, two classes of tuning may be dis¬ 

tinguished: symmetrical and unsymmetrical. In symmetrical tuning, 

the circuit elements are changed in a manner that preserves the angular 

symmetry of the operating mode which, unless otherwise specified, will 

be taken as the 7r-mode. In unsymmetrical tuning, this angular sym¬ 

metry is not preserved; as a rule, only one side resonator is tuned, gen¬ 

erally by means of a coupled circuit. The lack of symmetry results in 

alteration of the r-f mode patterns over the tuning range (Sec. 4*5) with 

consequent lowering of electronic efficiency at wavelengths removed 

from the unperturbed tube wavelength. Symmetrical tuning avoids 

this difficulty, often, however, by the loss of other advantages. 

The three main subdivisions of symmetrical tuning are inductive 
tuning, capacitive tuning, and tuning by a coupled circuit. In inductive 
tuning, the inductance of the resonant circuit is varied by changing the 
surface-to-volume ratio in a high-current region of the oscillator (see 
Element A in Fig. 14-1). The unloaded Q is also changed—an important 
consideration at short wavelengths. In capacitive tuning, the capaci¬ 
tance of a gap is changed. Because this capacitance (see Element B in 
Fig. 14*1) is connected across adjacent, oppositely charged vanes, the 
voltage across the gap remains constant whereas the breakdown voltage 
varies with the gap width. This consideration is important at high- 
voltage levels. Some conduction current flows in the capacitive regions 
of short-wavelength tubes where only displacement current would exist 

561 
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at long wavelengths. This conduction current results in skin losses that 

will somewhat lower the unloaded Q of the tube because of the small 

surface-to-volume ratio of these capacitive regions. The principles of 

coupled-circuit tuning are more involved and will be discussed later. 

From the standpoint of operation, the extent of the tuning range is 

determined by mechanical limitations, by sparking across high-field 

regions in the tuner, by the falling off of efficiency, by mode-shifting, 

and, in special cases, by variation of some other of the many magnetron 

properties that can alter over the 

tuning range. Most of these prop¬ 

erties are independent of whether 

the tube operation is pulsed or c-w. 

Two properties, however, are not 

independent; in a pulsed tube a spark 

is extingui hed between pulses, 

whereas in a c-w tube a spark, once 

initiated, is maintained If the 

spark is an r-f spark (becoming an 

arc) in the timing mechanism, it may 

persist without destroying the tube, 

but it will alter the tube wavelength, 

often drastically. The nature of the 

mode-shifting also differs between 

pulsed and c-w magnetrons. If the 

tuning range of a pulsed tube is ex¬ 
tended to a point where mode-shift¬ 

ing occurs, the percentage of pulses 

firing in the wrong mode increases, 

finally becoming intolerably high. 

When the tube operation is c-w, 

however, the tube may be tuned to this range and sometimes considerably 

beyond without jumping modes. If the tube is turned off and restarted 

in this region, however, it will start in the wrong mode. Thus there is 

a “hysteresis” effect present in c-w tunable tubes that is not present in 

pulsed tubes. 

One property of magnetrons that is common to all tunable tubes is the 

variation in the scale point (see Chap. 10) with a fixed operating point 

caused by the fact that the normalized parameters are functions of X. 

By using the scaling laws developed in Sec. 10-6, this variation may bo 

evaluated for a magnetron operating at constant B and I but with vary¬ 

ing X. The physical dimensions of the cathode-anode region are assumed 

constant. If h, Bh and Vi are defined as the operating parameters 

at Xi; Ji/0i, J5i/(Bi, and Vi/Vi as th§ normalized parameters at Xi; and 

Fig. 141.- Cross section of a hole- 
and-slot side resonator in a magnetron 
tuned by the inductive element A and 
the capacitive element B. Q is the r-f 
magnetic field directed into the page; —* 
is the r-f electric field; and-> — is the 
r-f current. 
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h, Bi, /2/S2, B2/(82, and V2/V2 as the corresponding quantities at 
X2; then, from the conditions that 

(») /. = h 

and from the sealing law s 

and B, = 

lx Bx 

II V
P

 

and 
(», , 

Jt \X2// Bi 
A 2 &,] 

and from Eq. (10-32), where it is shown that 

X, 

X*’ 

V 
V 

= 2- - 

(R 
1 + (l-'Ti 

///\ * t' 

w 

(2. 

(») 

the value of (Fi/eOi)/ (V>/ *1)2) may « iound Its wavelength dependence 
is complicated. For low-scale currents and high-scale magnetic fields, 
however, V/V is proportional to X Hence, because 

(from Sec. 10-0), 

Because the qualifying conditions on Eq. (4) hold in the operating region 
of most tubes, it is necessary to vary the tube voltage approximately 
inversely with the wavelength in order to maintain constant current at a 
constant magnetic field. 

The above variations in scale point and voltage will result in a varia¬ 
tion in efficiency, in output power, and in the current at which the tube 
changes modes. In viewr of the wide range of scale points at which tubes 
have been operated successfully, however (see Sec. 10*9), these variations 
do not, in general, limit the tuning range. It is to be noted that the 
optimum loading of a magnetron also varies over the tuning range and 
that for tuning ranges with ratios of the extreme wavelengths from 1 to 
1.5, a deliberate variation in the loading can partly compensate for the 
change in scale point.1 The loading is made lightest at the long-wave- 
length limit where the high-scale currents approach the region where 
mode changes occur. 

1 An intentional variation of load over the tuning range has been incorporated 
in some General Electric designs of wide tuning range. 
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Attainable tuning ranges for multiresonator magnetrons vary widely 
with resonant-system designs. The widest ranges (extreme-wavelength 
ratios of 1 to 1.5) have been obtained with symmetrical tuning on 
resonant systems having wide mode separation and dimensions small 
compared with a wavelength. These resonant-system properties are con¬ 
sistent with c-w designs at the longer wavelengths of from 20 to 50 cm or 
longer, that is, short, low-voltage (1 to 5 kv) resonant systems with a 
small number of side resonators (6 to 12). The difficulties of shorter 
wavelengths and higher voltages are reflected in the 10 per cent tuning 
range attainable at 3-cm radiation for a 12-kv resonant system with 12 
resonators (the 2J51 magnetron of Chap. 20). 

INDUCTIVE AND CAPACITIVE TUNING 

In practice, inductive- and capacitive-tuning methods are generally 
symmetric. A case of unsymmetric tuning oi this type is mentioned 
in Sec. 14*5. 

Fig. 14*2.—The sprocket-tunable magnetron 2J51 developed at Columbia University 
and Bell Telephone Laboratories, (a) Pitch diameter of the pins; (b) the pitch diameter 
of the resonator holes. 
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14*2. Symmetric Inductive Tuning.—The name “sprocket tuning” 
has been applied to a form of symmetric inductive tuning illustrated by 
the 2J51 magnetron shown in Fig. 14-2. This tube was developed at the 
Columbia and Bell Telephone Laboratories; 
its resonant system is a symmetric, strapped, 
12-oscillator anode block of the hole-and- 
slot type. A round pin is inserted through 
the pole piece into each hole of the anode 
block; the pins are moved by means 
of a diaphragm or bellows. The effect of 
the pins is to decrease the inductance of 
each side resonator and hence to lower the 
resonant wavelength of the tube. The 
complete theory of the mode spectrum >f this type of tube as a function 
of pin penetration, etc., is given in See. 4-6 The features of this theory 
that are useful for design purpo&r will be summarized briefly. 

Fig. 14*3.—Cross section of 
the pm-to-hole region of one side* 
resonatoi in a sprocket-tunable* 
magnetron 

3.0 3.1 3.2 3.3 3.4 3.5 
Wavelength X in cm 

Fig. 14*4.—Observed and computed tuning curves for the sprocket-tunable magnetron. 
The dimensions given in Table 14-1 were used for the experimental tubes and the calcu- 
Jatiorj^. 

The wavelength separations of the conventional modes do not vary 
greatly over the tuning range, and the wavelength of the main mode is 
given by the following simple formula:1 

1 P. Kusch and A. Nordsieck, “The Tuning Properties of Tunable Magnetrons 

in the 3-cm Band ” NDRC 14-234, p. 2, Jan. 11, 1944. 
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r = 0 +6 Al Vi+ M? 

- di) 
(6) 

The dimensions entering Eq. (5) are shown in Fig. 14*3; X0 is the wave¬ 
length at zero pin penetration; Xi is the wavelength at penetration hi 

(measured from the top of the anode block); h0 is the anode length; do 

the hole diameter; d\ the pin diameter; and a + h = 1. It is seen that 
for a = 0 and h =» 1, Eq. (5) may be derived from the simplest lumped- 
constant analogy in which the inductance is assumed localized in the 
holes, proportional to the area, and inversely proportional to the length 
of the hole. The current flow in this lumped-constant picture is circum¬ 
ferential around the pins, as shown in Fig. 14T. Thu«; because there is 
no longitudinal current flow, the nature of the contacts made by the pins 
with the pole piece is unimportant. 

For the 725 anode1 block, a = 0.4 and b = 0 0 when 

0.6 < ^ < 0.75. 
(I o 

Typical tuning data are shown in Fig. 14-4. The check with the semi- 

empirical Eq. (5) is seen to be excellent except in the fringing-field region 

of small pin penetrations. 

Table 141.—Tube Dimensions* for the Sprocket-tlnable Magnetrons of 

Fig. 14-4 

Experimental 
tube type 

d« di 

Pitch 

(limn, of 
resonator 

holes t 

Pitch 
di.'jin. of 

pins f 

Pin-to¬ 
st raj) 

clearance 

Pin-to- 

back-wall 
clearance 

1 

2 

0.082 

0.085 

0.0515 

0 0590 

0 394 

0 405 

0.4040 

0.4135 

0 015 

0.016 

0.010 

0 009 

♦Dimensions are in inches. 
tSec Fig. 14‘2. The pitch diameter i.s defined as the diametei of the locus of hole centers oi ; in 

centers. 

The problems of mechanical design with 0.010- to 0.015-in. clearance s 
between the pins and the oscillator walls have not proved to be serious; 
the limitations on tuning range have been set by other considerations. 
The most troublesome problem is the elimination of extra resonances 
introduced by the tuning mechanism. Typical of these resonances is 
that in which the lumped capacitance between the pin and the hole wall 
of Fig. 14-3 resonates with the lumped inductance of the end cavity. In 
this mode, current circulates up the back wall, through the lid, and down 
the pins. The effect of these extra resonances is both to distort the 
tuning curve and to introduce loss. The loss is most pronounced when 
the r-f contacts generally present in the current path are poor; but loss 
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may also be troublesome even if the contacts are good, because excessive 
currents may flow near resonance. These extra resonances are moRt 
troublesome for long anodes and large end spaces (that is, wherever 
dimensions become large compared with a wavelength). They are most 
easily removed by reducing the size of the end space. 

There is a fundamental limit to the use of tuning of this type in the 
shorter wavelengths because the unloaded Q decreases with X and sprocket 
tuning further decreases Qu. A rough estimate of the magnitude of this 
effect may be made by assuming that all the circulating current in the 
resonator is located in the region of the holes, yielding the approximate 
formula1 

, i = 2 / IP tlr _ 2 VaB\ f VnBl 

"x \ J B'2 (b x + s»Hl’ 

♦ 
(ft) 

where B = magnetic flux density 

integral over volume of resonator, 

integral over surface area of resonator, 

hiw(do + d\)j 

(ho — hairdo H— 

VA-h^idl-d*), 

Vu = (ho -h 0 J dl 

5 = skin depth, proportional to %/\ 

and 

Ba 
Bb d\- d\ 

Equation (0) yields the unloaded Q of the resonator proper. This 
must be combined with the strap unloaded Q, that is, Qs, as follows: 

JL = A l£r. _1_ C* 
Qv CrVCr 2Q« Ct (11.10) 

where Cr — resonator capacitance, 
C8 = strap capacitance, 
CT = Cr + C" 

1 E. T. Condon, Rev. Mod. Phys.> 14, 364 (1942). The factor of 2 given in Eq. (6) 
comes from the approximate uniformity of B over the cross section. 
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Using the values of Q», Cr, and Ct listed in Table 11.2 for the 725 anode 
block, the theoretical Qu curve of Fig. 14-5 is obtained for the constants 
there listed. The theoretical and observed unloaded Q values are in fair 
agreement except for the region of greatest pin penetration, where the 
particularly low observed Qu (= 144) is believed to be caused by a pin- 
to-end-space resonance. 

It is desirable to maintain an external Q of about 400 with the 2J51 
magnetron because low circuit efficiencies (less than 50 per cent) result 

0 0.02 0.04 0.06 0.08 0.10 
Pin penetration hx in inches 

Fig. 14-5.— Cold-resonance data for 
the sprocket-tunable magnetron, ho = 
0.250 in.; do = 0 086 in.; d, = 0.0623 in.; 
5/X * 2.i X 10_& for copper at 3.2 cm; 
Qo was computed from Eq. (11*10). 

m those regions of the tuning curve 
where the unloaded Q is less than 
400. 

Typical performance data on 
the 2J51 magnetron ar^ shown in 
Fig. 14-6 and in Sec. 20.12. The 
pulling-figb re variations shown in 
Fig. 14-6 indicate both the necessity 
for and the difficulty of adequately 
broad-banding the output circuit 
(Secs. 1111 to 11*13). The aver¬ 
age efficiency of 32 per cent at 14 
amp and 15 kv may be compared 
with 35 to 40 per cent for the non- 
tunable version. The sacrifice in 
efficiency is to be ascribed primarily 
to the low unloaded Q of the 
tunable tubes. 

Sprocket tuning has been tried 
on other magnetrons. An 18-vane 

1.25-cm rising-sun magnetron (the 3J31 discussed in Sec. 20*17) has been 
tuned 3 per cent by inserting relatively small pins in the large oscillators 
only, thus maintaining a fairly high unloaded Q and resonable ease of 
construction. 

In applying sprocket tuning to rising-sun magnetrons, it should be 
noted that tuning only the large side resonators results in a change of the 
ratio of resonant wavelengths of the large to the small resonators and 
therefore a change in the mode spectrum and in the amount of zero-mode 
contamination of the main mode (Sec. 3*4). Because satisfactory 
operation of rising-sun tubes depends in part on the proper choice of 
resonator-to-wavelength ratio, it may be desirable to tune all resonators 
so that this ratio is maintained constant. This illustration of zero-mode 
variation is essentially a change in the r-f pattern resulting from imperfect 
symmetry in the tuning method. 
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14 amp. 

Fig. 14*7.—Cross section of the QK59, a cookie-cutter-tunable magnetron. 
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14-3. Symmetric Capacitive Tuning. The Cookie Cutter.—The term 
“cookie cutter” is applied to the capacitative method of tuning illus¬ 
trated by the QK59 magnetron in Fig. 14-7. In this method a 
metal cylinder is inserted between the two rings of a double-ring-strapped 
magnetron, so that the strap capacitance and hence the wavelength are 
increased. Since the general theory of cookie-cutter tuning has been 
presented in Sec. 4-6, only the salient features will be repeated here. The 
main-mode wavelength may be calculated by assuming that the increased 
strap capacitance is in parallel with the tube capacitance. The mode 
separation from the next lower longitudinally symmetric mode increases 
as the main-mode wavelength is increased, whereao the longitudinally 
antisymmetric 7r-mode approaches the 7r-mode most closely at that point 
in the tuning range where the capacitances at each end are equaL For 
long, heavily strapped tubes this mode may cause some difficulty, but the 
main difficulties are with end-space resonances as in the sprocket-tunable 
magnetron; that is, a resonant circuit exists that is composed of the 
tuner-to-strap capacitance and the end-space inductance. It is usually 
possible to displace the resonance from the desired tuning region by 
varying the end-space geometry. 

The anode block for the cookie-cutter-tunable magnetron (QK59) is 
described in Sec. 20*3. The unstrapped capacitance of the QK59 is 
taken as NCr = 6 mm/ (see Chap. 11). The strapping consists of a 
cylindrical condenser 0.100 in. high, with 0.348 in. ID and 0.588 in. OD. 
Ignoring fringing fields, its capacitance is CA = 0.3 wf. The strap-to- 
vane capacitance may be estimated as approximately 0.55 piii. 

When the plunger is inserted between the straps, the sum of the gaps 
between straps is 0.020 in. instead of 0.120 in. and the interstrap capacity 
is multiplied six times. When the total capacitance Ci of the untuned 
tube is compared with that (C2) for the tuned tube, and when the fact that 
only one of the two strap cylinders is tuned is taken into consideration, 

Ci 

Co 

and 

Xi 

Because the added capacity is linear with plunger penetration, the change 
in wavelength is also linear for a small tuning range. The effects of the 
fringing fields will be to extend the tuning somewhat beyond the 0.100-in. 
tuner motion. They should also increase the over-all tuning, but, to a 
first approximation, this correction is canceled by the fact that the straps 
are not connected to the highest-voltage points of the vanes (the tips) but 
are of necessity located some distance back along the vanes. The 

0 + 0.85 + 0.85 _ 7.7 \ 
"" 0 + 0.85 + 0.55 + 6 X 0.30 9.2 ) 

f (7) 
- $ - °'915- ) 
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observed timing curve is plotted in Fig. 14*8. In view of the approxi¬ 
mations made in the computations, the 30 per cent discrepancy between 
the computed tuning range given 
by Eq. (7) and the experimental 
data is reasonable. 

Operating data for a slightly 
modified version of Fig. 14-8, in 
which clearances are reduced to 
about 0.007 in. and the strapping 
is removed from the untuned end 
of the tube, are shown in Fig. 
14-9. Theoretical u n 1 o a d e d-Q 
values for the extremes of the tun¬ 
ing range are 2370 and 866. The 
agreement with observations is 
good only at the long wavelengtfy 
end of the tuning curve. 

In comparing cookie-cutter 
tuning with sprocket tuning, it 
may be noted that because cookie- 
cutter tuning requires smaller clearances and smaller motions at a given 

Avavelength, it is more appropriate for the longer wavelengths. The 

Displacement of tuning plunger in inches 

Fig. 14-8.—Tuning characteristics of the 
cookio-cuttor-tunable magnetron. At A the 
plunger is flush with the bottom of the straps; 
at B it is flush with the top of the straps. 
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Fig. 14*9.—Data for cookie-cutter-tunable magnetron operating at 125-ma plate current. 
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high voltage appearing across the tuner-to-strap gap restricts the applica¬ 
tion of cookie-cutter tuning to relatively low-voltage tubes, particularly 
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at the shorter wavelengths where small clearances increase the possibility 
of voltage breakdown. 

144. Other Symmetric Inductive and Capacitive Methods of Tuning. 
The preceding examples of sprocket and cookie-cutter tuning illustrate 
the general limitations involved in inductive and capacitive tuning, 
namely, the high voltages appearing across the tuning element and the 
consequent danger of voltage breakdown for capacitive tuning, and varia¬ 
tion in the unloaded Q for both capacitive and inductive tuning. Other 
examples of these types of tuning will be briefly discussed to illustrate 
the kinds of modification that may be required by specific tube problems. 

For some purposes, particularly at the longer wavelengths, the 
motion required in sprocket tuning may be excessive. Examination of 
Eqs. (5) and (6) shows that this motion, corresponding to the plunger 
penetration hi, can be decreased for the same percentage tuning by 
increasing d\ (at the expense, however, of a decrease in unloaded Q). 
Because the increase in X5 makes the unloaded-Q problem less serious at 
the longer wavelengths, a relative shortening of hi becomes feasible. 
The pins, instead of penetrating the pole piece as in Fig. 14-2, may be 
suspended above the resonator holes from an annular metallic ring 
(dotted lines R in Fig. 14*3) which moves with the pins. Then provided 
the clearance t between the ring and the top of the vanes is large com¬ 
pared with that between the pin and the hole wall, there is no change in 
the tuning curves because the current flow in the pins is circumferential 
(Fig. 14*1). When t is small, however, radial currents are induced in the 
ring by the magnetic field in the end spaces, and the ring contributes to 
the tuning. All degrees of compromise between complete sprocket 
tuning and pure ring tuning (hi — 0) are possible. Motions are smallest 
in pure ring tuning because in the 7r-mode the magnetic flux is strongly 
concentrated very near the vane tops, and consequently the ring is 
effective only when t is small. As t is decreased, the mode separation is 
increased because the magnetic flux for the lower modes fringes farther 
out into the end spaces and is ipore effectively tuned by the ring. 

Similar gradual variations in capacitive tuning methods are possible 
starting from the cookie-cutter tuner. Instead of varying the strap 
capacitance, the tube capacitance may be varied in the manner shown 
in Fig. 14-1, and any combination of tube and strap capacitances can be 
varied. Because increasing the tube capacitance decreases the ratio 
of the strap capacitance to the tube’ capacitance, the mode separation of 
the untuned resonant system is decreased by this method of tuning, and 
the modes may even cross each other (Sec. 4-6). Although this decrease 
in mode separation is an objection to varying the tube capacitance, it is 
sometimes possible to incorporate larger clearances in a design by varying 
tube capacitance rather than strap capacitance and hence to obtain 
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higher r-f voltages without breakdown. The capacitive-tuning element 
operating between the vanes (Fig. 14*1) can be supported from an 
annular ring similar to the modification of sprocket tuning previously 
mentioned. Also, this ring alone can be used for capacitive tuning over 
the vane tops, just as a ring alone over the resonator holes can be used 

Fia. 14*10.—Cutaway view of the ZP639. This tube is tuned by the inductive tuning 
ring L with inserts P and by the capacitive tuning ring C with segments 5. (Courtesy of 
General Electric Co.) 

for inductive tuning. One of the most difficult engineering problems of 
this tuning method, as of sprocket tuning and cookie-cutter tuning, is the 
elimination of extra end-space resonances. 

The widest tuning range attained on a multioscillator magnetron has 
been obtained by an ingenious design incorporating in a single tube 
several of the tuning methods mentioned above. This type of tuning 
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is illustrated in Fig. 14-10, which shows a portion of the 12-oscillator 
ZP639. A capacitive ring C with tuning segments S is connected by 
pins extending through the oscillator cavities to an inductive ring L 

Fig. 14*11.—Tuning curve of inductive-capacitive-tunable magnetron ZP039. The input 
power is 1.0 kw at 5.0 kv. (Courtesy of General Electric Co.) 

that supports a set of inductive tuning inserts P. Vertical motion of 
this two-ring combination simultaneously increases or decreases both 
inductance and capacitance together. Operating data for this tube are 
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shown in Mg. 14*11. For an input power ot 1 kw at 0.200 amp, the 
efficiency remains above 50 per cent over a range of 1 to 1.5 in resonant 
wavelength. 

In two examples that were given of inductive and capacitive tuning — 
the sprocket-tunable and the cookie-cutter-tunable magnetrons—then1 
is very little tendency for the normal tube modes to cross each other, 
even over an extended tuning range and even if the initial mode separation 
is small. Nevertheless it seems significant that the widest tuning range 
(about 50 per cent) was observed on a tube with wide mode separation 
(40 per cent), that this tube had its anode length and radius small com¬ 
pared with a wavelength, and that the wavelength in question was long 
(15 cm). It is therefore important to summarize the factors independent 
of the r-f output power and other than normal mode crossing that limit 
the tuning range. These are 

1. Extra resonances, associated uth th< end space or the tuning ele¬ 
ment or both. These reft< nances are favored by having tube 
dimensions large compared with a wavelength, a condition that 
also produces small normal mode separation. 

2. Mode selection. Considerations of Chap. 8 show that it is difficult 

to establish general rules indicating what mode spectrum is most 

favorable to 7r-mode operation; in specific cases, however, varia¬ 

tions in the mode spectrum over the tuning range may cause 

unfavorable mode selections 

3. Unloaded Q. This is a function of wavelength and tuning range, 
not of mode separation. Tn general, Qu decreases as the wave¬ 
length is decreased and as the tuning range is increased. For a 
10 per cent tuning range at 3 cm, Qu, becomes about 500, a barely 
acceptable figure. 

it is empirically observed that the operating tuning range seldom 
exceeds the mode separation of the original untuned anode. 

14«5. Unsymmetric Inductive Tuning.—For the purpose of fixing a 
magnetron frequency within the normal scatter band of untuned magne¬ 
trons it is sometimes desirable to incorporate in the tube a small and 
simple tuning element capable of a restricted tuning range of about 1 per 
cent. Such a device usually is limited to tuning one resonator, for 
example, by means of a screw inserted in the side of the resonator hole. 
For mode separations greater than 5 per cent, deterioration of the r-f 
pattern from this unsymmetrical tuning is negligible (Sec. 4*5). The 
problem therefore is purely an engineering one of obtaining an adequately 
compact diaphragm and control mechanism, of eliminating extra reso¬ 
nances in the vacuum envelope associated with the diaphragm and 
tuning screw, and of maintaining adequate clearance between the screw 
and the oscillator walls to keep the unloaded Q high. 
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COUFLED-CIRCUIT TUNING t 

In coupled-circuit tuning, the coupling is usually introduced through 
one resonator and therefore produces asymmetrical r-f patterns. 

14*6. General Theory.—Tuning methods based on varying the 
magnetron frequency indirectly by a second resonant circuit coupled to 
the magnetron are free from some of the geometrical limitations imposed 
by anode-block dimensions. Furthermore, these coupled-circuit-tunable 
magnetrons can often, but not always, be made with higher unloaded Q’s 
than the inductive and capacitive tunable magnetrons discussed in 
Secs. 14*2 and 14*3. In some cases the mechanical motion of the tuning 
element may take place outside the vacuum envelope, but to date such 
magnetrons have generally proved less satisfactory than inductive or 
capacitive tunable magnetrons. 

There are two general properties of coupled-circuit-tunable magne¬ 
trons. (1) The added resonant circuits increase the stabilization of the 
magnetron by storing r-f energy; (2) they introduce new modes to the 
spectrum. The added modes are often harmless, but they are never an 
advantage, and the increased stabilization usually increases the tendency 
of the magnetron to operate in undesired modes. When this tendency 
can be overcome, however, the added stabilization represents an advan¬ 
tage, as shown in Chap. 1G. Most coupled-circuit-tunable magne¬ 
trons are unsymmctric; hence distortion of the r-f pattern occurs over 
the tuning range. The resulting decrease in electronic efficiency and the 
increased tendency to shift modes at wavelengths removed from the 
untuned resonant frequency (Chap. 8) generally limit the useful tuning 
range of a coupled-circuit-tunable tube to from one-third to one-half of the 
mode separation of the untuned tube. As a corollary of this pattern dis¬ 
tortion, the coupling to the output circuit, hence the external Q, may 
change over the tuning range. This effect is distinct from the variation 
in external Q caused by change in stabilization over the tuning range, 
although it is not distinguishable by Q-measurements alone. 

14-7. Double-output Tuning.—The term “double-output” tuning is 
applied to the coupled-circuit type of tuning illustrated in Fig. 14T2. 
A magnetron is provided with two output terminals; the first is actually 
used as a power-output terminal, while the second is used to couple into 
the resonant system a reactance that changes the resonant frequency of 
the magnetron. The variable reactance is provided by a short-circuited 
transmission line of variable length l These circuits may be described 
with the aid of the equivalent circuits shown in Fig. 14-13. In these 
circuits 

L = the resonant-system inductance, 
C = the resonant-system capacitance, 
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a = \/(C/L)/Qui, where Q„i = the unloaded Q of the resonant 

system, 
l = the distance to the short-circuiting plunger, 

Y2 = the characteristic admittance of the coaxial line of the tuner, 

G2/Y2 = the VSWR in the tuner line, 
Y1 = the characteristic admittance of the coaxial line of the power 

output as seen across the slots (that is, transformed through 

the power-output coupling). 

Radiator' 
Fig. 1442.—An example of double-output tuning. 

The part of the equivalent circuit shown in Fig. 14* 13a for the coupled 
reactance corresponds to the low external Q pin-to-strap type of coupling 
discussed in Sec. 5-2. It will be proved later that this low'Q (here, Qsi) is 
a prerequisite for a wide mode-free tuning range; for example, Qsi = 10 
corresponds to a 10 per cent tuning range. In the circuit of Fig. 14-13a 
the magnetron is connected directly across the tuner line at Terminals 2, 
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and the small junction effects are neglected. The power-output circuit 
is represented by the admittance Y\ = \Z(C/Tj)/Qfa at Terminals 1, 
where Qli is the external Q of the power-output circuit (with the tuning 
reactance removed). The frequency pulling by the power-output circuit 
is assumed negligible compared with the tuning introduced by the short- 
circuited tuner line. 

It may be deduced from the analysis of Chap. 5 that a low external 
Q is possible, without the introduction of extra resonant elements into 
the circuit, only for coaxial-line outputs. Consequently, the analysis 
of Fig. 14T3a is here restricted to a tuner consisting of a coaxial stub. 

Although it is possible to devise double-om put-tuning methods 
incorporating an evacuated tuning line, the primary purpose of the 
method of tuning shown in Fig. 14*12 is to allow the mechanval motion 
to take place outside the vacuum envelope. This type ot tuning is thus 
applicable only to magnetrons with low pulse-power outputs because' 

<cr> <b) 
In* 14 13 — Equivalent cncuits foi clou hi e-out put tuning 

breakdown wrould be encountered in the tuner line or across the tuner 
vacuum seal at high pulse powers. The nature of the tuner vacuum 
seal also limits the average output power of the magnetron because the 
high r-f fields that generally exist in the glass for at least a portion of the 
tuning range may heat the glass to its melting point. Coaxial-line 
tuners, having center diameters of f in. and inside diameters of their 
outer conductors equal to It in., have been attached to double-output 
magnetrons. These tubes, writh seals of No. 704 glass, have been tested 
at pulse powers up to 10 kw and average powers up to 200 watts. A final 
limitation on this method of tuning is the circuitwefficiency, which may be 
appreciably lowered from that of an untuned tube even if the plunger 
in the tuning line sets up a standing-wave ratio of 40 db or more. 

As a result of these limitations, double-output tuning has not proved 
to be very successful. However, the low-Q coupling devices developed 
for this type of tuning have been useful as means of coupling elec¬ 
tronically controlled reactances into a magnetron and thus are an impor¬ 
tant part of some of the methods of frequency modulation discussed in 
Chap. 15. For this reason and also to illustrate the type of analysis 
that may be useful in other related problems, the various circuit properties 
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of double-output tuning will be derived from the equivalent circuits 
(Fig. 14*13) and compared with experiments. 

The parameters t6 be evaluated in terms of this circuit are the tuning 
curves, the variation of stabilization, the circuit efficiency, and the total 
resistive loading over the tuning range for different values of the variables 
in Fig. 14* 13a. The large mode separation in the untuned tube (the 
QK44, see Table 1T3) minimizes pattern distortion, which is therefore 
neglected in the computations. 

By evaluating the admittance seen looking to the right at Terminals 
2 of Fig. 14* 13a, the simpler equivalent circuit Fig. 14*135 is justified 
for (G2/Y2 tan 2irl/\)2 1 (for a perfect short circuit, G2 =<*>). In this 
figure 

(8) 

Letting B1 be the admittance seen looking to the right at Terminals 1 
of Fig. 14*135 and defining Q#* - (\/(C/Lw y2> the tuning curve is 
given by 

2 7T 

cot-1Q (») 

where X0 is the resonant w avelength of the anode block. The stabilization 
S is then given by 

dB1 

S = 
do) 

dB1 
J Terminals 2 
UOJ open-o»rouited 

. , rl 1 2 2ttI 
1 + a; C8U y 

(10) 

If the magnetron, tuned to some wavelength X, is force-oscillated through 
the power output, it will yield a Q-curve similar to that for a nontunable 
magnetron, and the resulting parameters (unloaded Q = Qv and external 
Q = Qe) have the usual relation to the operating behavior of the mag¬ 
netron! These quantities are given by the relations 

1 

Qu 
l x 
S\ 0 

J_+ 1 
Qu 1 Qe2 

Qe = S^Qm, 

whence the circuit efficiency t\c is 

Ve = 
Ql 
Qe 

(£)} 

1 = 1 + 1. 
Ql Qv Qe 

(11) 

and (12) 
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The total resistive loading GWr appearing across Terminals 1 or 2 may 

be expressed as 

Gtot _ 1 

7r^' 
(13) 

The r-f voltage in the tuner is also rtadily derivable. When the value 
t^2 at Terminals 2 is evaluated, the entire pattern in the tuner is easily 
deduced. 

where Po = output power. 
As a check on the validity of these derivations, a comparison of the 

theoretical Eqs. (9), (11), and (12) with experimental data is shown in 
Figs. 14T4 and 14T5. The experimental tube used in these measure¬ 
ments was a variant of the CM16B described in Sec. 20*3. 

These two figures contain the calculated curves of X, Qe, Qu, and ijCJ 
which are fitted to correspond to the observed points by theoretical 
calculations based on the above equations and the five arbitrary con¬ 
stants Qe2, Qei, Qui, G2/Y2i and the branch m of the tuning curve, that 
is, the number of voltage nodes in the tuner line, counting the plunger 
position as one node. Thus the trial values Qe2 = 30 and m = 4 give 
good agreement with the data of Fig. 14T4, and the additional trial values 
of Qu 1 = 950, Qei = 110, and G2/Y2 = 42 db give good agreement with 
the data of Fig. 14T5. Independent measurements determine three of 
these constants as Qtti = 1200, ± 30 per cent, G2/Y2 — 40 to 45 db, 
and m = 3, in good agreement with the trial values except for the value 
of m. It is reasonable, however, to expect the best fit of Eq. (9) to 
occur for a larger value of m (for example, 4) than that given by the 
physical length of the lead (namely, m = 3) because the frequency 
sensitivity of the lead (the taper, the glass seal, and the series inductance 
in the outer conductor) is equivalent to an extra length added to the 
tuner line. 

The most noticeable feature of the curves in Fig. 14-14 is the multiple¬ 
valued dependence of wavelength on tuner position. Thus, for a 70-mm 
plunger position, two resonant wavelengths, 9.7 and 10.48 cm, are possible 
because of the multiple-valued properties of the cotangent in Eq. (9). 
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i-1_i_i_i_i_i-1 

10 20 30 40 50 60 70 80 
Plunger position in mm (Arbitrary reference point) 

Fig. 1414.—Observed arid theoretical tuning curves for double-output tuning. The 
theoretical curves from Eq. (9) (with Qe2 = 30) are fitted in position and slope to the 
experimental curve at \q =9.9 cm. (a), (6), and (c)% represent different branches of 
the tuning curve. 

Fig. 14*16.—Theoretical curves and experimental points of Qe, Qu, and rje for double¬ 
output tuning. The Qe curve was calculated with m = 4, Qea = 30, and Qei *“ 110. 
The Qu curve was calculated for m « 4, Qea * 30, Gt/Ys ** 126 (42 db), and Qui» 960, 
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The separation in wavelength of the tuning branches a, b, and c is also 
seen from Eq. (9) to be greatest for low QK2 and for low m. 

The important feature of the curves in Fig. 14-15 is the frequency 
sensitivity of ijc and Qe (which is proportional to the stabilization S). 
Consideration of Eqs. (10) to (12) shows that the frequency sensitivity of 
r)c is diminished by low Qe2 and that of Qe is diminished by low QE2 

and by small m (that is, short l). A lower limit, however, is placed on 
Qe2 at the center of the tuning range by the circuit efficiency, which 
varies inversely to Qk2> and by stabilization, which varies directly with 
Qez• Chapter 8 shows that both rjc and S decrease the current at which 
operation in the 7r-mode is stable by their effect on a/C/Ltot (here, 
S y/C/L) and G (here, Gtot). Furthermore, for QE2 *0, the equivalent 
circuit (Fig. 14-13a) breaks down because the frequency sensitivity of 
the lead becomes appreciable. Even in the example chosen, ior QE2 = 30, 
this frequency sensitivity required an increase in the effective branch 
of the tuning curve. Less frequency-sensitive leads than the one used 
for the data in Figs. 14-14 and 14-15 are available, leads furthermore 
that are physically shorter and allow operation on the (m = 2)-branch 
of the tuning curve. Such a tuner lead is illustiated in Fig. 14-12. 
Although the performance of this type of tunable magnetron has been 

poor, tuning ranges of 10 to 20 per 
cent have been obtained at c-w 
output powers of 30 to 00 watts 
with an input power of 150 watts. 

14-8. Symmetric Double-out- 
put Timing.—A method1 of cou¬ 
pling a coaxial line to a magnetron 
so that the main-mode symmetry 
is preserved is illustrated in Fig. 
14-10. The resulting tuning 
curves are shown in Fig. 14-17, 
where the position of the tuning 
plunger is plotted as abscissa and 
the wavelength as ordinate. For 
the main mode, the equivalent 
circuits of Fig. 14-13 are applica¬ 
ble. The validity of these circuits 

is shown by the fair agreement between the magnetron characteristic 
impedance computed by Slater from the observed tuning curves (7.25 
ohms) and that computed by James from the tube dimensions (10 ohms).2 

1J. B. Fisk and P. L. Hartman, "The Development of Tunable Magnetrons," 
BTL-141, June 26, 1942. 

* Both Slater's and James' computations can be found in J. C. Slater, "Input 
Impedance and Tuning of Magnetron Cavities," RL Report No. 43-18, Feb. 3, 1943. 

Fig. 14*16.—Schematic drawing of symmetric 
double-output-tunable magnetron. 
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The resulting close coupling of the magnetron to the line is shown by the 
large slope of the tuning curves at the unperturbed main-mode resonant 
wavelength of 10 cm. By con¬ 
trast, the extremely small slope of 
the tuning curves at the lower 
modes shows that these are very 
loosely coupled to the line, as is to 
be expected from the symmetry of 
the coupling method. This small 
slope of the lower modes results in 
wider mode separation than would 
be found in an unsymmetric 
method of coupling. The com¬ 
bination of relatively wide mode 
separation and lack of pattern 
distortion thus favors the posslh 
bility of a wide tuning range if 
one starts with an anode of ini¬ 
tially small mode separation. Be¬ 
cause this tuning method was tried 
before the techniques of testing 
magnetrons were well developed, 
it is not possible to judge from the 
available data whether or not the 
anticipated advantages in symmetric tuning are actually realizable. 

14*9. Cavity Tuning. Iris-coupled Tuning.—Figure 14T8 illustrates 
a method of coupling a magnetron (I) by means of an iris (II) to a cavity 
(III). The resonant frequency of the combined system—I, II, and 
III—is changed when the frequency of the cavity is changed by some 
mechanical motion. All three elements are frequency-sensitive and 
may be represented by simple series- or parallel-resonant circuits that 
are resonant at or near the resonant wavelength X0 of the untuned anode 
block. It will be shown that the net result of these three resonant 
circuits is to introduce two new modes into the mode spectrum of the 
magnetron, one above and one below Xo. The stabilization of all three 
modes is a function of the circuit parameters and varies over the tuning 
range. As a result, careful analysis is necessary to determine in which 
mode the magnetron will operate. Successful application of this analy¬ 
sis, however, leads to a design capable to a 5 to 10 per cent tuning range 
and capable of withstanding the highest r-f voltages generated in high- 
power magnetrons. This design simultaneously increases the unloaded 
Q of the magnetron as a result of the energy stored in the cavity, although 
the total skin losses are also increased. If the external Q is adjusted to 
be equal to that of the nontunable version of the magnetron (no cavity), 

Fig. 14-17.—Tuning curves for symmetric 
double-output magnetron. The asymptotes 
for the different branching of the tuning 
curves are shown by dashed lines. 
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a gain in circuit efficiency results in the tunable tube. The attendant 
disadvantages are characteristic of unsymmetric tuning—variation over 

Fig. 14-18.—Iris-coupled cavity-tunable magnetron type 4J75. 

the tuning range in the r-f patterns and in the electronic efficiency. Of 
designs giving equal mode separa¬ 
tions, consideration of unloaded Q and 
methods of construction favor use of 
the cavity tuning illustrated by Fig. 
14*18 for the shorter wavelengths. 

Figure 14*19 shows the equivalent 
Fig. 14-19.—Equivalent circuit for 

iris-coupled cavity-tunable magnetron 

type 4J75. Zn - V(LJCn). 

circuit of the 4J75 magnetron shown in 
Fig. 14-18. The magnetron I, opened 
at the back of one of the oscillators, 

is represented as a series-resonant circuit LXC\. The resonant-iris 
coupling device II is represented as a parallel-resonant circuit LtCt, 
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and the cavity III as a series-resonant circuit L$C9 because it, like the 
magnetron, is opened at a high-current point. 

If the mode separation in the 
untuned tube is large compared with 13 
that of the two extra modes intro¬ 
duced by the cavity and coupling, 12 

these extra modes may be considered 
as multiplcts of the ir-mode (see Fig. « 
14-20). Empirical observations and ^ 11 
qualitative analysis of more com- fj, 
plicated circuits show that when this -g 10 

condition does not hold, there is J 
only a minor effect on the central 
T-mode and the long-wavelength 
7r-mode but the short-wavelength 
ir-mode cannot cross the next non^l- 8^ 10Q — 

mode wavelength. Solution of Kirch- Diaphragm motion in mills 
hoff’s laws for the three networks of fio. 14-20.—Tuning curves of 4J75 
Fig. 14*19 is straightfonvard when magnetron. 

(n = 5)-mode 

coi — co 2 — co 3 = coo- 

Denoting 2x times the resonant frequency of the combined system as 
co and letting 

y = a-} 
a 

KirchhofPs laws for the two networks (I + II and II + III) are, for 
the condition of Eq. (15), 

Lh + u(z„-f) = 0. 

Hence, for resonance, 

= 1 or i[s+&+,wd+i+2)’-4} <i8» 
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The energy storage in the three circuits can be computed from 

+ ;)' 
2o)En = (Ti — J2)2 -^f ^ot + — 

and 

;) 

The stabilization for the three modes of Eq. (18) can be computed 
from Eq. (19) and from the additional relation 

IlZs 

Equation (18) shows that the separation between the unperturbed 
or [(7 = 0), (a2 = l)]-mode and the extraneous modes introduced by 
the coupled circuits is greatest when Z2 is greatest. Thus, it is desirable 
to make the iris of high characteristic impedance; that is, the inductive 
areas of the iris should be as large as possible. 

Equation (22) shows that when the stabilization of the unperturbed 
x-mode exceeds 3, the extra x-modes are less highly stabilized than the 
central mode. The analysis of mode selection in Chap. 8 and the 
analysis of stabilization in Chap. 16 show that for competition among 
several x-modes, the tube will usually oscillate in the mode of lowest 
stabilization unless special precautions are taken to ensure operation in 
the high-stabilization mode. Because these precautions increase the 
complexity of design and decrease the output power, cavity-tunable 
magnetrons are designed with lower stabilization of the desired operating 
mode than of the undesired modes unless high stabilization is also 
required in the design. The attainable tuning for high stabilizations 
will be discussed in Chap. 16. 
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Several considerations combine to favor the selection of the central 
mode as the operating mode. If this mode is stabilized less than 3, 
both competing modes will be stabilized greater than 3 and the magnetron 
will run in the central mode. Furthermore, the distortion of the r-f 
pattern is least in this mode. Finally, an analysis for w3 ^ coo shows that 
the tuning range for a given change in co3 is largest for the central mode. 
Criteria for satisfactory cavity-tunable design, therefore, are that the 
operating mode be the center mode and that its stabilization be kept less 
than 3. For design purposes, it is satisfactory to assume that S = 1.7 
is an optimum value. 

The rate of tuning near co3 = co() is obtained from a modification of 
Kq. (10), which becomes 

Aco = 8 - 1 
Aw3 S 

(23) 

For S = 2, Aw/Acos — i, whereas the maximum possible value is 1 
when S = « . > 

Wavelength X in cm 
Fig. 14*21.—Operating data of typical 4J75 magnetron. Magnetic field — 2700 

gauss; pulse plate current = 73.5 amp; pulse plate voltage = 28.1 to 29.1 kv; heater 
voltage ** 8 volts. 

Although it is possible to estimate Zi, Z2, and Z3 from the magnetron 
dimensions, it is more useful to regard the ratios of the impedances 
Zi, Zt, and Z3 as determined by appropriate measurements of tuning 
curves and stabilizations. A qualitative analysis of the variation of 
the impedances with physical dimensions then suggests appropriate 
changes to obtain more desirable tuning curves and stabilizations. 
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Figure 14*20 shows the observed mode spectrum for the Westinghouse 
cavity-tuned 4J75 magnetron. It is seen that the wavelength of the 
short-wavelength ir-mode is as low as possible, because it cannot be lower 
than the (n = 5)-mode. Over the tuning range shown, the unloaded 
Q of the tunable magnetron is 2000, compared with 1500 for the untuned 
tube. 

Operating data1 for the 4J75 tube are shown in Fig. 14*21 where it 
is seen that the efficiency variation is small over the tuning range where 
no mode changes occur. 

Brief mention should be made of the fact that because the diaphragm 
is part of the resonant circuit of the 4J75 tube and because it is stretched 

Fio. 14*22.—Schematic drawing of the coaxial-line-coupled cavity-tunable magnetron. 

Li h 

Fi Q. 14*23.—Equivalent circuit of coaxial-line-coupled cavity-tunable magnetron. 

Yn - V(Cn/Ln); Yi = QeiYo; Yi = (im/ir)Fo; and F, - QezYo. 

beyond its elastic limit, there is a hysteresis of a few megacycles per 
second in the tuning curve, and the resonant frequency for a given setting 
of the tuning mechanism depends on the direction of the tuner motion. 
This is not a fundamental property of cavity-tunable magnetrons. 

Coaxial-line-coupled Tuning.—Figure 14*22 illustrates a method of 
tuning that is electrically similar to iris-coupled cavity tuning. A coaxial 
line replaces the iris shown in Fig. 14*18, and the equivalent circuit of 
Fig. 14*23 replaces that of Fig. 14*19. In Fig. 14*23 the magnetron is a 
parallel-resonant circuit; the cavity, as seen through its coupling con¬ 
nection, may be taken as a parallel-resonant circuit by suitable choice of 
terminals along the coupling line, and the length of line h between the 
magnetron and the cavity (necessarily m\/2 long, with each end a 

1 A. G. Smith, “The 4J70-77 Series of Tunable Magnetrons/' RL Report No. 1006, 
Feb. 4, 1946. 
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voltage maximum) may be taken as a series-resonant circuit over a 
small-wavelength range. The preceding analysis for iris coupling will 
then also hold for coaxial-line coupling if Zn = \ZLn/Cn is replaced by 
Yn * VCn/Ln throughout. If the resulting mode separation is so great 
that the connecting coaxial line is not adequately represented by a 
series-resonant circuit over the wavelength range involved, the circuit 
of Fig 14*23 becomes inadequate and an analysis similar to that for 
double-output tunable magnetrons is necessary. Then, for example, 
the tuning curves are given by 

h = tcot_1 Qht (y ~£) + kcot_1 Qe* Or*" £)' (24) 
by analogy with Eq. (9) The resulting mode separations will always 
be less than those predicted by the circuit in Fig. 14*23 

Fig 14 24 — A magnetron coupled to a variable tuning stub 

14*10. Single-stub Tuning.—For applications requiring small tumng, 
of 1 per cent or less, at pulse-power outputs of a few kilowatts, it is 
possible to convert an ordinary fixed-frequency magnetron into a tunable 
one by a single tuning stub correctly positioned on the output line. 
Such an arrangement1 is shown in Fig. 14-24. An equivalent circuit for 
Fig. 14-24 can be drawn by analogy with the equivalent circuit of Fig. 
14-23 for coaxial-coupled cavity tuning by representing the tuning stub 

1F. F. “Adjustment of Magnetron Frequency by an External Tuner,” 

RL Report No. 412, Sept. 6, 1943. 
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as a parallel-resonant circuit, at the center of the tuning range. Because 
it is desirable to keep the maximum voltage in the tuning stub low to 
avoid voltage breakdown, the useful tuning range is generally limited to 
that obtained by moving the plunger +0.175X0 about the central length, 
l = (mXo/2) + (X0/4). Over this tuning range, the frequency sensitivity 
of a short length h between the magnetron and the stub is unimportant, 
the only necessary criterion being that it be electrically raXo/2 long. 
Under the above condition then, the equivalent circuit of Fig. 14*13 
for double-output tuning is appropriate if the length l in Fig. 14*13 is 

Fig. 14-25.—Rieke diagram of a magnetron tuned by a single-stub tuner. The heavy 
circle is the locus of the tuning curve 

identified with the plunger length. Equation (9) is then valid if Qei 
is now understood to mean normal magnetron external Q; for the extreme 
values of l = X0/4 ± O.175X0, the useful tuning range is 

AX _ 2 

X Qe2 
(25) 

A useful alternate way of describing single-stub tuning is, shown in 
the typical Rieke diagram1 of Fig. 14*25. The tuning stub is connected 
at that point (± raX/2) along the output line toward which the frequency 
contours converge, this condition being equivalent to making h elec¬ 
trically raX/2 long. The impedance presented to the magnetron by the 

1Ibid. 
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variable stub and the matched line are represented by points on the heavy 
circle in this diagram. Location of the frequency sink within rather 
than at the edge of the circle is the effect of the finite length h. Restrict¬ 
ing the useful tuning range to l = X0/4 ± 0.175X0 corresponds to operat¬ 
ing on that semicircle of the heavy circle centered at the match point 
of the diagram. 



CHAPTER 15 

ELECTRONIC TUNING 

By W. V. Smith 

The development of microwave magnetrons has until recently been 
concerned only with on-off pulse modulation as a means of transmitting 
intelligence. Because the magnetron is a self-excited oscillator, not an 
amplifier, it is impossible to modulate at low power level* and then 
amplify to the desired output as in conventional amplitude- and fre¬ 
quency-modulation systems; it is necessary instead for the impressed 
signal to modulate the full output of the tube in one stage. As a conse¬ 
quence, the power consumption in the modulator must increase as the 
output power is increased. Although this qualitative observation applies 
to both amplitude modulation and frequency modulation, the modulating 
power requirements for amplitude modulation may be deduced in a 
straightforward fashion from the static characteristics of magnetrons and 
will not be discussed further. It will be seen from the same static 
characteristics that a frequency modulation of several megacycles per 
second accompanies any straightforward amplitude modulation of 
microwave magnetrons. Although it would seem from Chap. 16, 
“ Stabilization of Frequency,77 that there may be ways to overcome this 
difficulty, neither the theory nor the experiments with amplitude modula¬ 
tion of frequency-stabilized magnetrons have been pursued far enough 
to demonstrate completely the practicality of amplitude modulation 
Frequency modulation, which is the subject of this chapter, has been 
demonstrated to be practical and rests on a sound theoretical basis. 
Present f-m magnetron designs are of two classes: electron-beam tuning 
and magnetron-diode tuning. Both are dependent on variation of the 
space charge to produce the frequency modulation, but they differ in 
the means employed to control the space charge. 

ELECTRON-BEAM TUNING 

15*1. General Considerations.—The physical sizes involved in micro- 
wave resonant-cavity oscillators suggest a direct method of electronically 
varying the cavity frequency that is not feasible for longer wavelength 
oscillators. This method consists of injecting an electron beam of 
variable intensity into a region of high r-f electric fields in the cavity. 
These r-f fields induce r-f components of electron motion, that is, r-f 

592 
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currents that for simple cases may be considered to be analogous to the 
displacement currents in a dielectric. In this simplified picture, the 
variable intensity of the electron stream is analogous to a variable dielec¬ 
tric constant in the cavity, hence a variable resonant frequency of the 
cavity oscillator. As a numerical example, the frequency of a 4000-Mc/ 
sec c-w magnetron with an output power of 25 watts can be modulated 
±5 Mc/sec by a ± 10-ma modulation of a 100-volt, 10-ma electron beam 
The incident amplitude modulation in this illustration is negligible 
Typical examples of magnetrons that are tuned by electron beams are 
shown in Fig. 15-la and 5. 

In Fig. 15-la the electron beam is shot through a portion of the slot 
of a hole-and-slot magnetron, whereas in Fig. 15-15 the beam is shot 
through the capacitive region of a cavity coupled to the magnetron 
(see Chap. 14 for a general discussion of cavity-tuned magnetrons). 
The same nomenclature and derivations will b applicable to both Fig. 
15-la and b if in Fig. 15-15 the term “cavity” is understood to apply to 
the combination of the magnetron and the reactance tube. In Fig 
15-la the electron beam traverses a region of high r-f electric field which 
is perpendicular to the d-c motion of the electrons. The electron beam 
is accelerated by the screen-grid potential F& and passes between the 
segments of the anode block, which is at screen-grid potential. A 
magnetic field H, parallel to the axis of the tube, keeps the beam focused 
The beam intensity is varied by the control grid G, and in the simplest 
case the beam is collected by the collector R — C, which may or may not 
be at the copper-block potential F&. 

16*2. Fundamental Equations of Beam Tuning. General Case.—The 
important circuit parameters of a resonant cavity are its unloaded 
Q = Qu and its resonant frequency v0. If this cavity is traversed by an 
electron beam, it may be shown by perturbation methods that, providing 
the r-f energy stored in the electron stream is small compared with that 
in the cavity and providing the cavity resonances are spaced far apart 
compared with the frequency shift induced by the electrons, the only 
effects of the electron stream are to change the Q of the cavity from 
Qu to Ql and to change its resonant frequency from v0 to v. The deriva¬ 
tion of Ql and Av follows.1 

If there is no electron beam, Maxwell's equations for the fields in the 
cavity are 

V X So == IWo/AoSq (la) 
and 

V X So ~ —lO)o€oSot (lb) 

1 A. Bafios, Jr , and D S Saxon, “An Electronic Modulator for C-w Magnetrons/’ 
RL Report No. 748, June 26, 1945. 
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where Eo and Bo represent the complex vector amplitudes of the er 
components of electric and magnetic fields, which are denoted by the 
subscript 0 when no electrons are present. The electric field satisfies 
the boundary condition that its tangential component vanish on the 
metallic walls of the cavity. Thus, on these walls that are assumed to 
be perfectly conducting 

n X Bo = 0,1 (2) 

where n is a unit vector normal to the surface. 
When electrons are present, Maxwell’s equations are 

V X E = iccfioB • (3a) 
and 

V X B = —io)€oE + J, (35) 

where J is the complex vector amplitude of the e~iu>t component of the 
current density. In this case o> m. . be a complex number (see Chap. 7) 
the real part of which represents irequency and the imaginary part, a 
damping term contributed by the electrons. The boundary conditions 
are unchanged by the presence of electrons, and again 

n X E = 0 (4) 
on the walls of the cavity. 

In order to find the shift in resonant frequency produced by the elec¬ 
trons, the scalar product of E times the conjugate of Eq. (15) is subtracted 
from the scalar product of B times the conjugate of Eq. (la), yielding 

B v x£t - E v xBt = -M(hoB • B* + *oE * E*). (5) 

Similarly, the difference of the scalar products of J?* times Eq. (3a) 
and Et times Eq. (35) yields 

fl*‘Vxl^o'Vx5 = Mho B • at + 60 E - £$) - J - Et (6) 

By adding Eqs. (5) and (6) and integrating the result over the entire 
volume V of the cavity, 

V • (Et X 5 + E x Si) dV = i(w - con) jr (mos ■ St 

+ toS ■ St) dV - frJS* dV. (7) 

In writing the left-hand side of Eq. (7), use has been made of the vector 

identity 

V(A X B) = B ■ (V X A) — A ■ (V X B). 

By the divergence theorem, the left side of Eq. (7) can be rewritten as a 
surface integral over the bounding surface of the cavity. If n is the 
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outward normal, 

V ■ (SS X B + E X ffS) dV 

= Js » ■ (St x B + E x Bt) dS = o (8; 

because the tangential components of both £0 and £ vanish on the metal¬ 
lic boundary of the cavity. Hence Eq. (7) reduces to 

i(o) — o>o) = fr*-** 
dV 

jy {^B ■ B* + ej £*) dV 
(9) 

Thus far the calculation has been rigorous, but Eq. (9) can l>e simplified 
if analysis is restricted to the condition where £ md fit differ only slightly 
from £0 and J?0. Then 

COo = -: 4iW Jv 
7 ■ E* dV, (10) 

where W is the average energy stored in the unperturbed cavity and is 
equal to 

W = i jv (mo!#o|2 + eo|£o|2) dV. 

The electronic damping is best shown by rewriting Eq. (10) in the form 

— “ iorr “ 5-^w f J ‘dV> (n) vo 2Qei StivoW Jv 

where Av is the frequency shift and Qei is the electronic Q, which equals 
2ir times the energy stored divided by the energy lost per cycle to the 
electrons. If the cavity walls are not perfectly conducting, Qa can be 
combined with Qu of the cavity in the usual manner, that is, 

J- + i_ = JL. 
Qel Qu Ql 

The plausibility of Eq. (11) may be seen by realizing that Jv J • £* dV 

is the analogue of V* • 1 in ordinary circuit theory. Therefore, the real 

part of Jv J • £* dV is twice the work done per second on the electrons 

by the cavity fields, and, by definition, division by 8irv0W yields 1/2Qeh 
which is the result given in Eq. (11). Furthermore, in conventional 
circuit theory, the addition of a simple capacitive or inductive element 
to the circuit in such a way that only a small proportion of the stored 
energy is associated with the added dement results in a relative shift 
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in resonant frequency equal to one-half the ratio of this energy in the 
added element to the total energy. Thus, because the imaginary part 
of \/%rv0JJB*dV is twice the energy stored in the electron beam 
that passes through a magnetron cavity, division by 4 IF gives the relative 
frequency shift. It is to be noted that Eq. (11) is valid in all electronic 
tuning schemes of practical interest because the energy stored in the 
beam is small compared with the total energy stored. 

In an oscillator the electrons do work on the r-f fields; that is, Qei is 
negative. In discussing electronic tuning, although the final aim is to 
modulate the frequency of an oscillating magnetron, it is convenient to 
discuss first the changes in the resonant frequency and Q that are pro¬ 
duced in a nonoscillating magnetron by an electron beam that passes 
through the same high r-f fields that would exist in an oscillating mag¬ 
netron. If the Q is not lowered greatly the relative frequency shift for 
the oscillating magnetron will then be equal to that for the nonoscillating 
magnetron. Also, although the aim is to modulate the magnetron 
frequency by modulating the elec iron beam at some modulation fre¬ 
quency vm} future derivations will be restricted to computing the fre¬ 
quency shift produced by a steady electron beam. Because J remains 
essentially unchanged over many cycles of r-f fields when vm «: v0, 

the modulation may then be treated as a succession of quasi-steady 
states, and the ensuing spectrum may be computed from conventional f-m 
analysis. Ratios of vm to v0 less than tto are, in general, satisfactory.1 

Two methods of frequency modulation that involve changes in J are 
possible. In one the magnitude of J is changed, and in the other the 
phase <t> of J is changed relative to E. Any change in the phase changes 
the value of Qei, whereas a change in the magnitude of J maintains 

l/Qei equal to zero if <t> is kept constant at a value such that jv JE% is 

imaginary. The reflex klystron in the middle of one of its modes is a 
good example of frequency modulation by means of phase modulation; 
the phase is controlled by the reflector. The klystron illustrates the 
typical variation of Q?i (here negative) with frequency and the consequent 
variation in efficiency with frequency. 

’ Uniform Electron Gas.—The application of Eq. (11) may be illustrated 
by the simple example of a cavity filled with a uniform electron gas of 
N electrons per cubic meter. At frequencies high enough so that the 

* motion of the electrons takes place in a region so small that the spatial 
variation of the r-f field can be neglected, J may be simply evaluated 
from the equations of motion, neglecting Lorentz forces.2 Thus, where 

1 See L. P. Smith and C. Shulman, Princeton Technical Report No. 22C, for an 
analysis applicable to the type of tuning shown in Fig. 15*1. 

1 A. Baftos, Jr., and D. S. Saxon, op. cit. 
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v is the electron velocity and r is the vector displacement of the electron, 

and 

H; 

II 1 e
 

(12) 

e * 
V = Er ,<J>( (13) 
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(14) 

The magnitude of the current density J may be calculated from Eq. 
(13). Thus, 

Jr-"' = -Nev = *Ne~ fie~ 
mo) 

(15) 

Where N is the number of electrons per cubir meter. Substitution of 
Eq. (15) in Eq. (11), remembering that 

W = ho (10) 

yields the well-known dispersion formula for an electron gas of low 
density,1 

kv _ 1 Ne2 ^ pe 

vq co 2mo)2 2mu)2to * 

where p is the charge density. Because collisions with the cavity walls 
are ignored and the electron velocity is a periodic function of time about 
a fixed point, there is no way for the electrons to abstract energy from 
the r-f fields, and it follows that Qei is infinite. Equation (17) is the 
fractional change of the resonant frequency of a cavity from its empty- 
space value to its value when the cavity is filled with matter having a 
dielectric constant 

X- 1- 
coWor 

(18) 

For high beam-current densities (0.2 amp/cm2 at 100 volts for a 
high-vacuum tube) N = 2.1 X 1015. Substitution in Eq. (17) shows 
that even for this value of N, at 10,000 Mc/sec, the total frequency shift 
due to the electrons is only 8.5 Mc/sec. Although a value of N sub¬ 
stantially higher than 1016 could be obtained by an arc discharge, no 
control of the density would be possible in the high r-f fields present. 

It is possible to increase the tuning considerably by increasing J for 
fixed S and fixed d-c cathode emission using either of two methods. 
Referring to the first half of Eq. (15) these methods may be distinguished 

1 J. A. Stratton, Electromagnetic Theory, McGraw-Hill, 1941, pp. 325-327. 
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as increasing either the number of electrons N or the velocity of the 
electrons v. In the klystron, an example of the first method, an initially 
small velocity modulation superposed on a beam of electrons is changed 
by means of a drift space into a density modulation. By the use of a 
reflector the region of high-density modulation is made to coincide with 
the region of high £ that produced the original velocity modulation. 
Thus N is increased locally with no added drain on the d-c emission from 
the cathode. An example of the second method is a cavity containing 
electrons in a magnetic field of dux density B with associated cyclotron 
frequency 

eB 
2wm (19) 

In those regions where £ is perpendicular to By the resonance effects 
near v = vt can be shown to increase greatly the amplitude of the dis¬ 
placement vector r for fixed £. * a consequence v is increased propor¬ 
tionally because an electron must now cover a greater distance in one 
cycle. 

The present discussion i& limited to the method of varying the electron 
velocity v7 which so far appears to be the only practical way of handling 
the high output power ot magnetrons. 

16*3. The Principles of Electron-beam Tuning in a Magnetic Field.— 
Figure 15*1 will be taken as the starting point for a quantitative analysis 
of electron-beam tuning. The cavity contains a region of high and fairly 
uniform electric field. A beam of electrons can readily be injected into 
this high-field region and can be kept focused by an aligning magnetic 
field that, being perpendicular to the electric field, also serves to deter¬ 
mine the amplitude \r\ of the electronic oscillations and hence the amount 

of tuning attainable. 
The problem may be divided into an r-f problem and a d-c problem. 

In thq r-f problem the tuning, the amplitude \r\7 and the electronic Q 
are evaluated in terms of the d-c current density J0, the d-c electron 
velocity v0f the magnetic field B, and the physical dimensions. In the 
d-c problem, J0 and v0 are evaluated in terms of the cathode-to-block 
potential Vb and the physical dimensions. In both problems the effects 
of the fringing fields above and below the gap region are neglected. 
The effective lumping of the capacitance in Fig. 15T concentrates the 
r-f electric field in the gap region and leaves the r-f fringing fields small. 
The location of the beam in a plane of r-f symmetry further minimizes 
the fringing, which is estimated by Saxon and Bafios1 to affect tuning 
and electronic Q by less than 1 per cent. The somewhat more important 

1 A. Bafios, Jr., and D. S. Saxon, “An Electronic Modulator for C-w Magnetrons,” 
RL Report No. 748, June 26, 1945. 
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effects of the fringing fields for the d-c problem are shown1 always to 
increase the current necessary to effect a given amount of tuning. If 
the fringing fields are neglected, the derivations that follow represent a 
lower limit on Jo. 

Figure 15-2 illustrates the spiral path of an electron in the beam as 
it travels through the cavity. The electrons begin at zero amplitude, 
rise to a maximum radius |rn»*|, and fall again to zero; this process 
repeats itself to first approximation with a frequency v — vc as long as the 
electrons remain between the plates. The frequency v — vc is a beat 
between the operating frequency and the cyclotron frequency vc asso¬ 

ciated with the magnetic field B 
[Eq. (19)]. The electrons enter 
the gap region with a kinetic en¬ 
ergy rriVo/2. The kinetic energy 
that the electrons gain while in the 
gap region contributes to the 
stored r-f energy and hence 
changes the cavity frequency. 
The extra kinetic energy possessed 
by the electrons when they leave 
the gap (energy that has been 
acquired from the r-f fields of the 
cavity) is ultimately dissipated at 
the collector and hence represents 
a loss or resistance in the circuit 

In the r-f problem, the analogous relations to Eqs. (14) and (17) of the 
electron gas treatment have been derived by Saxon and Banos.1 Essen¬ 
tially they are 

Fig. 15*2.—Path of an electron in beam 
tuning. 
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V 

(20) 

(21a) 

(216) 

(22) 

stored electric field energy in beam region _ 
total stored electric field energy ~ D^’ 

1 Ibid. 
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where 
d = beamwidth, 

D = gap width, 
__ energy of the electric field stored in the gap region 

^ total stored electric field energy ’ 

p = charge density = — 
Vo 

(23) 

(24) 

F and (7 are functions of the phase of the spiral path at which the electron 
leaves the gap region. Their values, generally less than unity, are 

p _ i _ 0 + 1 sin a 
2 a 

and 
„ 0 + 1 (1 - cor «) 

= —o-> 
l a 

where 

a = (« — Wr) — = (w — coc)t 
Vh 

and 
t = transit time through the gap. 

Thus, a is the phase angle of the beat frequency between v and vc over 
the length h of the gap. The approximations that have been made render 
Eqs. (20) and (25) invalid near 0 = 0 and also in the immediate vicinity 
of 0 = 1. 

The interpretation of Eq. (25??) in terms of the spiral path of Fig. 15*2 
is clear for the case of G = 0; that is, 

a = 27m, where n is an integer 0, (27) 

because this is the condition in which the electrons leave the gap region 
at a node in their r-f motion, thus abstracting no r-f energy from the 
field. The quantities F and G are plotted in Fig. 15-3. Separate evalua¬ 
tions of Eqs. (26) and (21) lead to an indeterminant answer at P = 1, 
a = 0; but the proper limiting process shows that the tuning is zero 
and the loss finite for this practically unimportant case. It is important 
to note that the change of sign of (1 — P2) in Eq. (21b) at/3 = 1 considered 
in conjunction with Fig. 15*3 means that 1/2Qei is always positive or 
zero whereas the tuning changes sign near 0 = 1 because Av is positive 
for /3 < 1 and negative for 0 > 1. 

Considering now the d-c problem, the maximum current density 
Jn_that can be sent between the two plates at a d-c potential Vb, in 
the absence of r-f fields, is1 

» A. V. Haeff, Proc. IRE, 27, 586, September 1939. 

(25a) 

(25b) 

(26) 
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J--mr VSnHr“ " m'- <28) 

where rmM is a slowly varying function of d/D plotted in Fig. 15*4. 
It is assumed that the superposed r-f field does not greatly modify Eq. 
(28). The space-charge effect that limits the current also reduces the 
electron velocity, thus affecting p, F, and G in p]qs. (21). An effective 
beam velocity vey determined by an effective beam voltage Vo, must 

1.0 

~4ir -2ir a 0 2ir 4ir 

Fig .15*3.—F and G as functions of a and 8. 
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therefore be used in these equations. 

& 
Fig. 15*4.—Parameter Tma* as a function of 

d/D. 

variation in Vo will destroy 

Because Av/vo varies as (l/t>o)*v« 
to a first approximation, l/ve will 
be defined as (lAo)»v* and 

eVo = ?§■ (29) 

The ratio Vo/Vb is related to d/D 
and Jo/ JOmax as shown in Fig. 15*5. 

If Eq. (27) is to be satisfied 
over the whole f-m band of the 
tube, a and therefore Vb must be 
maintained constant; therefore 
the frequency modulation must be 
attained by varying J0 by the grid 
control while maintaining Vb con¬ 
stant. Under these conditions 
the frequency modulation will be 
linear with Jo except where J0 is 
near the space-charge-limited 
value J Omax? in which case the rapid 

the linearity (Fig. 15*5). There is usually 
some maximum value of r permissible before an excessive number of elec- 

V* 
Fiq. 15-5.—Vo/Vb as a function of Jo/Jomnx for several values of d/D. 

trons hits a part of the tube. In Fig. 15*1, for instance, this value 

might be 

D-d 
2 

(30) 
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and represents the distance between the electron beam and the cavity 
walls in the absence of an r-f electric field. If the number of electrons 
per cubic meter N is maintained constant, then limits the power 
that can be handled for a given amount of tuning because, at a fixed 
r-f voltage, changing the magnetic field to increase the tuning increases 
the orbit size and an increase in the r-f field at fixed tuning likewise 
increases the orbit. 

16-4. The Engineering Equations of Electron-beam Tuning.—Equa¬ 
tions (20) through (30) may be used either to analyze the electronic 
tuning that will be available with a given anode-block design or to 
synthesize an optimum anode-block design for a given amount of elec¬ 
tronic tuning and output power. The first problem is by far the simpler. 
By starting with the magnetron output power, the r-f voltage across the 
gap through which the electrons are to travel may be computed by the 
methods discussed in previous chapters. Equations (20) and (30) then 
determine how closely one may approach the cyclotron frequency 
before electrons strike the walls of the gap. The tuning and the loss 
may then be computed from Eqs. (21), where the maximum value of p 
is limited by the cathode emission or by the space-charge limit [Eq. (28)]. 

In the synthesis of an optimum anode-block design, however, a 
convenient procedure is to start with the desired magnetron output power 
P0y the external Q = QE, the frequency v0, the desired tuning Av, and the 
maximum safe peak current density J0, which is determined by cathode 
quality, as the independent variables. These will then determine the 
values of the dependent variables Vb, p, 0, D, d, Z, and h. The procedure 
is as follows. First, through VRF, the r-f voltage appearing across the 
gap P0 and QE may be related to |tw| and D} subject to certain restric¬ 
tions. It will then follow that the product VRF(Av/v0) determines pVby 
subject to certain other restrictions, one of which is that the space- 
charge limit JOmax is made equal to the cathode-emission limit J0p. 
From Vb, JoP, VRF} and Av/v0, it is then possible to determine D and 0 
for fixed d/D and p. Construction considerations limit the choice of p, 
and other considerations fix d/D near the value of •*. The no-loss 
condition of Eq. (27) determines h when 0 is known. If the subsidiary 
restrictions—which are less important interrelations of the dependent 
variables—can be satisfied, the design is then complete. 

The first step is to relate P0 to V’np = SD (see Fig. 15-la). To do 
this a characteristic admittance Yc is ascribed to the gap region according 
to the relation 

_ o /energy stored in gap region\ 1 IK /01, 
-fT-y = 60 m (31) 

using only the d-c capacitance of the gap region as a first approximation 
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to its actual value. This d-c approximation to Ye will be used throughout 
this chapter. If the magnetron is coupled to the useful load by some lead 
(not shown in Fig. 15T) having an external Q = QE as defined in Chap. 
5, Eqs. (23) and (31) together with the definition of Qe yield 

V„ . (Wilf. (32) 

It will be seen that in addition to P0, Eq. (32) contains the new dependent 
variable Yc, which is a function of three of the six dependent variables 
previously listed. Although their variation in subsequent equations is 
more important, p, P0, and Qe enter Eq. (32) in an insensitive fashion, 
appearing as fractional powers. It is convenient, therefore, to make a 
trial guess at D, Z, and h, to use these estimates in subsequent calculations, 
and then to revise the estimates as is re quired by the final computation. 
The quantity p [Eq. (23)], which depends on Z, is easily estimated. For 
a tube like that shown in Fig. 15$ <r p would be approximately because 
one of six oscillators is tuned and over half of the electric energy stored 
by the oscillator and its associated strap resides in the gap region. More 
accurate estimates of p can be made from the circuit analyses of the 
resonant cavity given in Chaps. 2 and 8. The external Q will be deter¬ 
mined by conditions not affecting the electronic tuning problem, such 
as pulling figure, mode spectrum, and the electronic efficiency of the 
magnetron itself. Subject to these conditions, QE should be kept as low 
as possible to minimize VRF. 

A second relation involving Vrf may be derived from Eqs. (20) and 
(30). 

Equation (33) represents the maximum permissible r-f voltage at which 
the electrons do not hit the plates. Equations (32) and (33) set an 
upper limit to the output power P0 that can be handled by the beam. 

By combining Eqs. (21a), (24), (27), and (29), the fractional tuning 
becomes 

Av _ J_ (2eY( J±\ (hY „ d 1 
~ w W wy \vy vd i - p’ 

(34) 

or, in more practical units, 

(35) 
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where v is in megacycles per second, Jo in amperes per square centimeter, 
and V in volts. Equation (35) is plotted in Fig. 15*6 with the restric¬ 
tion that Jo = JOmaxj under which condition the average value of 
(Vb/Vo)^ is 1.58. To maximize the fractional tuning Av/v0 while hold¬ 
ing Vrftmx constant, only the quantity J0/Fb1/j, which is proportional to 
the charge density p, must be maximized, since the small variation of 

Fio. 15*6.—Anode-block potential Vi, as a function of current density Jo for various values 
of CD/d)(l - 0S)/p(rAr/lO4) with (Vi/Vo)! « 1.58. 

(Vt/Vo)* may be ignored (see Fig. 15-5). In the space-charge-limited 
region, Jo may be made equal to J0nuw whence, from the proportionality 
of Jouux to Vb^ in Eq. (28), Av/v0 is proportional to ^To increase 
Vb beyond the point at which Jom„ equals the emission limit J0p decreases 
the tuning, however, because the increase in electron velocity decreases 
the space-charge density. Thus Eq. (34) is maximized by equating 
Jo to both JoP and J(w. Eliminating Jo = «7on»* from Eq. (34) by 
means of Eq. (28) and multiplying the resultant equation by Eq. (33) 
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(V*F t,’)— “ V 0 I>)lVb (f0) rm“ " P<t>Vb’ (36) 

where <£ is plotted in Fig. 15-7, assuming (Vb/Vo)H = 1.58. 
It is to be noted that the product p<t>Vb is independent of magnetic 

field, again emphasizing that /3 can affect orbit size only for a given r-f 
voltage. The tuning is directly proportional to the relative orbit size, 
and the permissible r-f voltage _7_r___ 
is inversely proportional to it. I I I I I I 
Equation (36) for constant d/D is 
independent of D as a consequence 
of the space-charge limit set by 
Eq. (28). 

Equation (36) determines the , 
cathode-to-block potential Vb asj> 0.2 
function of d/D. Maximizing ^ 
both Av/vq and VRF{Av/v/) in Eqs. | 
(34) and (36) with respect, to d/D ^ 
represents a compromise best 
satisfied when d/D is approxi¬ 
mately equal to i, as the plot of 
(d/D)<j> in Fig. 15*7 demonstrates. 
The value of Vb [Eq. (35)] is an 
important criterion of the prac- aQ Q2 Q4 Q6 Q8 w 
ticality of the design. If Ft is d 
too high, the tuner power will be s 

i t -j Fig. 15*7.—Parameter as a function of d/D. 
great; if it is too low, close grid 
spacings are necessary to attain the requisite current density. It is 
always possible in the latter case to increase Vb) and thus to increase 
either tuning or power-handling ability of the design. 

To summarize the engineering procedure to this point then, V has been 
determined by Eq. (32) from P0 and QE as independent variables and 
from trial values of Yc and p. From Vrf) Av/vq and p, together with a 
choice of d/D near £, and the assumed value of (F6/F0)^ = 1.58, Vb is 
determined by Eq. (36) and Figs. 15*4 and 15*7. The assumption 
equating JoP to J0ttMx in deriving Eq. (36) allows determination of D 
by Eq. (28). With D known, 0 can be determined from Eq. (33). 
It is to be noted that a trial value of D had been assumed in computing 
Yc by Eq. (31), but it is, in general, not appropriate to make a new 
estimate of Yc at this point, because l and h are still arbitrary. 

The next step in the design is to determine if the requisite value of 
fi is consistent with other demands of the problem. In the first place, 
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0 determines the cavity height h necessary to satisfy Eq. (27). This 
condition may be rewritten 

or   (1 — 0)vh _ 505(1 - 0) /vh\2 h 
2tt " v, " Vb* \Vj A* 

(37) 

where v< is defined by Eq. (29). 

Equation (37) represents the no-loss condition or, strictly, the 
minimum-loss condition, since there is a velocity distribution across the 
beam. Because Vo varies with the current as show in Fig. 15*5, some 
compromise value of Vo/Vb must be chosen, depending on the ratio of 
Jo to JOmaxj at which the loss is to be minimized. A reasonable value for 
{Vo/Vb) is 0.7, in which case 

h _ nVb** 
A ~ 600(1 - 0) 

(38) 

Although there are two adjustable parameters in Eq. (38), n and h, 
it cannot always be satisfied, because both parameters have further 
restrictions. Thus n must be an integer greater than or equal to 1, and 
the value of h must be consistent with considerations of size, cavity 
admittance Yc effective lumping of capacitance {h < A/4), and magnet 
weight. Furthermore, if internal tuning of the tube is intended, h 
may already be determined by other considerations such as magnetron 
output power. For tuning of approximately one-tenth of 1 per cent it is 
not necessary to satisfy Eq. (37), although, as may be seen from Fig. 
15*3 and Eq. (21a), it is still desirable to keep a [see Eq. (26)] greater than 
r so that F will remain near unity. 

An additional restriction on 0 is that it cannot be chosen too near 
1 for reasons of magnet stability and of tunability. If the magnetron 
is to be mechanically tunable over a 10 per cent range, the extreme values 
of {0 — 1) are 0.05 and 0.15 for a center value of {0 — 1) = 0.09. This 
corresponds to a 300 per cent change in {0 — 1) and would probably 
result in an intolerable variation in loss and ranges of frequency modula¬ 
tion. It is always possible to vary the magnetic field in a way that keeps 
0 constant over the mechanical tuning range. Even if the approach of 
0 to 1 is not limited by the above considerations, a fundamental limit is 
set by the inherent frequency sensitivity of Eq. (21a), the right-hand 
member of which is actually a function of co rather than a>o as has been 
tacitly assumed wherever 0 = ve/v has been treated as a constant. This 
limitation, usually not very serious, has been discussed by Smith and 
Shulman,1 who show that at maximum tuning the approximation of <a 

1L. P. Smith find C. Shulman, Princeton Technical Report No. 22C. 
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by o>o is still valid providing that a quantity ow* defined in Eq. (39), 
exceeds 1. 

Furthermore, if amm is less than £, more than one resonant frequency is 
possible. 

When p is found to be satisfactory, the total input power required 
for the tuner can be determined. To find the total current the cathode 
length l must be known. This quantity is closely related to p, the ratio 
of stored energy in the gap to total stored energy in the cavity. It is also 
related to the cavity admittance Yc in such a way that to maximize p 
and YCf l must be as large as possible up +o the approximate limit l = X/4, 
where the lumped-constant approximation of Yr becomes poor. 

With the choice of l determii|t , by a compromise between minimum 
current input to the tuner and maximum p and Fc, all the variables 
have been determined. A new estimate of Yc can then be made, and 
the process repeated if necessary. In general, the third approximation 
will be satisfactory. 

As is evident from Fig. 15Ta, the current need not be collected at 
the potential Vb but can be collected at some lower potential near F0. 
Alternately, the beam can be made to traverse the gap twice if the elec¬ 
trode R — C is made negative. In this case the space-charge equation 
[Eq. (28)] still limits J0max, but now J0max refers to the sum of the absolute 
values of the two current streams. Thus J0max here equals twice JoP, 
the peak emission limit of the current stream leaving the cathode. 
Uncertainties as to where the return current is collected, whether or not 
more than two transits are possible, etc., complicate the use of a reflector 
at present. 

Use of the equations derived above is best illustrated by a specific 
example. Let the independent variables be P0 = 3000 watts, v0 = 3000 
Mc/sec, Ar = id Mc/sec, JoP = 0.2 amp/cm2, and Qn = 200. No 
reflector will be used. The fractions p and d/D will be assumed equal 
to i and i respectively. As a first trial, the choice D = 0.5 cm, l = 2 cm, 
and ft = 2 cm yields Yc = 0.0133 mho, whence, from Eq. (28), D = 0.85 
cm. Next, from Eq. (33) P = 1.11, and from Eq. (37) h/n = 2.63 cm. 
A choice of n = 1, ft = 2.63 cm, and i = 2 cm gives Y0 = 0.0103 as a 
second approximation. Repeating the above process gives the conver¬ 
gence shown in Table 15T. For simplicity l is maintained equal to 
2 cm. The convergence is rapid despite the almost twofold change in D 
from the first guess. Experimental data on a tube similar to the above 
example are included in Table 15*5. 
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Table 151.—An Example of Calculations for the Design 

of an Electronically Tuned Magnetron 
Independent variables: = 3000 watts, = 3000 Mr/sec, 

Av » 10 Me/sec, Jon — 0.2 amp /cm2, 
= 200. 

Arbitrary dependent variables: P = J, d/D = }, 2 — 2. 

Trial D, cm hy cm YLf mhos Prf, 
volts 

Vb9 volts 0 n 

1 0 50 2 00 0 0133 4230 300 1.110 1 
2 0.85 2 63 0 0103 4800 341 1.125 1 
3 0.90 2.45 0.0091 5120 363 1 130 1 
4 0.90 2.44 0.0090 5200 370 1.130 1 

16*6. Scaling.—The usefulness of scaling laws in magnetron design 

has been amply demonstrated in Chap. 10. Anticipating a similar 

usefulness in electronic tuning, several scaling laws will be listed here 

without derivation, because they come from a straightforward application 

of the previously developed engineering equations. 

The simplest type of scaling is that in which the percentage of tuning 

and the output power are kept constant. In this case, linear scaling of 

all dimensions, keeping Vb, 0, and Qe constant and increasing J0 propor¬ 

tionally to the square of the frequency, solves the problem, thereby 

keeping the total current I constant. The total input power remains 

constant, and the high-frequency limit is set by excessive demands on 

cathode emission and close grid spacing. 

A more practical scaling problem is that involved in keeping J0p, 

p, Yc, and d/D constant and varying one or more of the quantities Av} 

v0y or P0. Denoting the two scaling points by the subscripts 1 and 2, 

and letting Pdc = VbJopd be the d-c input power to the tuner, the result¬ 

ing scaling laws are 

and 

Vbx 
vb2 

(1 - 01) 
(1 - 01) 

Di 
D2 

712(1 + @2)hi 
n i(l + 0i)hi 

7ll(l + 0i)li 

tta(l + 0z)h 

Wi(l + 0i)P*Qi 
M*(l + 02 )PdCi 

(40) 

(41) 

(42) 

(43) 

(44) 

(46) 
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As an iJ lustration of the use of these laws, the example of Table 16-1 
will be scaled from 3000 Mc/sec to 1000 Mc/sec and 10,000 Mc/sec, 
keeping Av, P0, Jop, p, Yr, and d/D constant. The results are shown 

Table 15-2.— FREQrENCY Scaling of the Example in Table 15-1 
Quantities hold constant: PQ = 3000 watts, Ay = 10 Mc/sec, 

JoP = 0.2 amp/cm2, Qe = 200, 
P = J, d/T) = h, n - 1, Yr - 0.0090. 

v, Mc/sec 
1 

V&, volts "'™ 1 , i 
h} cm L cm Pdc, watts 

1210 1.390 6.60 5.650 ■ZB 
363 1.130 2.44 ■m 

10,000 121 1.045 0.53 0.88 0.725 0.64 

in Table 15*2. The most striking effe 1 is the rapid increase of input 

power as the frequency is decreased. The approach of (3 to 1 at high 

frequencies makes the combinati m of mechanical and electronic tuning 

more difficult there. 

16*6. Internal vs. External Cavity Tuning.—The two principal meth¬ 

ods of utilizing electron-beam tuning have been shown in Fig. 15-la 

and b. The beam is shot either through a portion of one or more of the 

side cavities of the magnetron or through a separate cavity appropriately 

coupled to the magnetron. At long wavelengths, where compactness is 

desirable, there is a distinct advantage to the internal tuner a; at short 

wavelengths, where the goal frequently is maximum size of parts, the 

external tuner b is preferred. It is important to compare the electrical 

properties of the two methods in order to be able to choose between them 

in specific cases. 
Neither design can be made so that p = 1, the optimum condition 

for Eq. (36). In the internal tuner a, if N is the number of oscillators, 

m the number of side resonators through which a beam is shot, r0 the 

ratio ’of stored energy in the gap area to stored energy in one complete 

oscillator (including its associated straps), then 

Vane tubes, because of their nonuniform gap width, require a modification 
(which will not be developed here) of some of the formulas. For slot 
or hole-and-slot anode blocks, to which the present formulas apply 
directly, r0 is generally about i when the anode blocks are strapped. 

The general restrictions of cavity tuning covered in Sec. 14*3 apply 
to the external tuner. In particular, mode troubles appear if the stabi¬ 
lization 8 exceeds 2. Furthermore, if here rc is the ratio of stored energy 
in the gap area to stored energy in the external cavity, it is difficult to 
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design cavities with rc greater than Thus, a relation similar to Eq. 
(46) is 

S — 1 
Vb $ ^c* (47) 

In comparing the methods of Fig. 15-la and b as applied to identical 
anode blocks, it is appropriate to make Qe^/S = Q^(0> so that for the 
same output power the same r-f voltage Va appears across the slots in 
both magnetrons. Under these conditions in 6, the r-f voltage Vb appear¬ 
ing across the gap of the cavity may be related to Va and to the charac¬ 
teristic admittances Yc of the cavity and YM of the magnetron as follows: 

Energy in cavity _ V£Ye _ S — 1 
Energy in magnetron ~ V'2aYM ~ 1 

(48) 

For equal output powers and the same ratio of d/D, Eqs. (35), (45), 
(47), and (48) can be combined to relate the beam voltages necessary 
(at the space-charge limit) for internal tuning a as compared with external 
tuning b. The relation is 

Vb(b) 

VaPa 

fbPb 

Ay 

PQ (g) 
Av 

[Yc V5=i N rv 
\IYm S m r o (49) 

If the current densities are maintained equal in the two cases, the voltages 
at the space-charge limit are proportional to the i power of the gap D. 
Furthermore, the anode dimension h can generally be made equal for 
internal and external tuning, whereas the beam dimension l (see Fig. 
15*1) for a cavity tuner is approximately twice that for a single oscillator 
in the internal tuner. Thus one has 

vh* = (D°y \ 
\DhJ I 

and ) (50) 

y. = 2 Da \ 
Ym NDb } 

Solving Eq. (49) for Av/vo and assuming ro = re, 

($1) 
V^o/g _ S m 

V2N \Db)' (51) 
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In this derivation no attempt has been made to satisfy the no-loss 
condition. 

The meaning of Eq. (51) can be illustrated by a specific ’example of 
an external cavity that would be required to give the same tuning as 
would be obtained by internally tuning six oscillators of a 12-oscillator 
tube. If S is 2, Eq. (51) then gives 

and 

P DC(b) 

P DC {a) 
= 4. (52) 

Thus, the complexity of six guns is to be balanced against the fourfold 
increase in power necessary with extv inal-cavity tuning. Note that 
since the power requirements arp low, approximating receiving-tube 
powers, the d-c input power 11 the tuner may not be an important 
consideration. 

It might appear that external-cavity tuning would be more flexible 
in magnetron operating point because different magnetic fields can be 
used for the magnetron than for the tuner. However, practice reveals 
that the magnetic fields necessary for internal tuning are usually not 
different from those used in normal magnetron operation. 

Examples.—Typical of the internal beam-modulated tubes are two 
RCA designs, Tube 1 at 4000 Mc/sec and Tube 2 at 800 Mc/sec. Operat¬ 
ing characteristics of these tubes are given in Table 15*3. Both tubes 
are operated with single transit at a = 2tt. The smaller electronic tuning 
of the 800-Mc/sec tube reflects the combined effect of higher output 
power and longer wavelength, as discussed in Sec. 15*5. The tube 

Table 15-3.—Operating Characteristics of Internally Tuned 

C-w Magnetrons 

Tube 1 
Tube 2, 

mechanically tunable 

Frequency v, Mc/sec.t. 4000.00 720.00 780.00 840.00 
Output power P0y watts. 25.00 460.00 500.00 540.00 
Maximum electronic tuning Av, Mc/sec.. 10.00 2.50 3.80 4.70 
Modulating-beam current Jop, ma. 20.00 500.00 500.00 500.00 
Number of guns m. 2.00 5.00 5.00 5.00 
Modulating-beam voltage Vb, volts. 100.00 300.00 300.00 300.00 
Magnetron plate voltage Frf, volts. 800.00 1950.00 2230.00 2520.00 
Magnetron plate current /, ma. ! 80.00 400.00 400.00 400.00 
Magnetic field H, gauss. 1600.00 330.00 353.00 377.00 
Cyclotron frequency/r-f frequency, P- 1.15 1.26 1.25 1.24 
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parameters for the 800-Mc/sec tube1 are listed in Table 15-4. From the 
dimensions and the operating data given in Table 15*3 the computed 
timing is approximately 0.6 Me/sec per gun, or a total of 3Mc/see; 
this figure agrees well with the observed values. 

Table 15-4.—Design Parameters of an 800-Mo/Sec RCA Tube 

Number of oscillators n. 12 

Vane thickness t. 0.187 in. 

Anode length h. 2.000 in. 

Anode diameter da. 1.250 in. 

Electron-beam thickness d. 0.125 in. 

Average plate separation Dav*c.. 0.500 in. 

Minimum plate separation Dmm. 0.375 in. 

Beam-cathode length /. . 0.500 in. 

Table 15*5. -Operating Characteristics of a 2700-Mc/Sec Externally Tuned 

Magnetron 

The tube dimensions are I) — 0.400 in., d = 0.200 in., 

I = 0.000 in., h = 0.900 in. 

Cyclotron frequency 

r-f frequency 
1.05 1.15 1 .1 

Theo- Ob- Theo- Ob- Ob- Ob- 

retical* served retical* served served served 

Output power P0) watts. 125.00 ca 100 1100.00 

Maximum electronic tuning Av, 

Mc/sec. 6.50 6.0 10.00 16.0 

Modulating-beam current J0, rna. 

Modulating-beam voltage 7?,, 

volts. 

100.0 100.00 150 0 

300.0 400.00 500.0 

Stabilization S. 2.1 2.1 2.1 

Ratio of energy stored in gap to 

energy stored in external cav¬ 

ity rc. 0.47 0.47 0.47 
Magnetron plate voltage 7, 

volts. 1100.0 

Magnetron plate current /, ina.. 

External Q, Qu. 

300.0 

300.0 300.0 300.0 

* Theoretical result* are based on an accurate field-theory value for Yc. 

A typical external-cavity reactance tube is shown in Fig. 15-8. The 
reactance tube is designed for 15-Mc/sec frequency modulation of a 
2700-Mc/sec magnetron with an output power of 400 watts. The 
magnetron and the reactance tube are coupled together by a coaxial 
line. Calculated and observed characteristics of this tube are listed in 

1 A. L. Vitter, Jr., et al,, “LCT, 900 Mc/sec FM C-w Magnetron,” RL Group 

Report No. 52, Feb. 28, 1946. 
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Table 15-5, together with pertinent dimensions. The figures for & = 1.15 
correspond to single transit, a = 2tt. The figures for 0 = 1.1 correspond 
to double transit, a > 2ir. The agreement between theory and observa¬ 
tion is fortuitously good because the approximations involved in esti¬ 
mating rc, properly evaluating space- 
charge effects, etc., introduce un¬ 
certainties in the calculations of about 
20 per cent. 

MAGNETRON DIODE TUNING 

16*7. Fundamental Principles.—It 
has been shown in Sec. 15-2 that the 
attainable electronic tuning of a side 
cavity traversed by a beam of elec¬ 
trons is proportional to the r-f cur¬ 
rent Je~l0,t = —Nev = —pv [Eqs. -'ll) 
and (15)]. In Sec. 15*3, attention was 
focused on means of maximizing v, the 
component of electron velocity parallel 
to the r-f field. The conditions under which v was there maximized 
required that the charge density be introduced by means of an electron 
beam of potential V0 and current density Joinax. The electron-beam 
analyses undertaken in Sec. 15*3 showed that it is difficult to attain 
large values of p in this manner and that the available tuning range was 
thus limited. 

In the present section emphasis is laid on a means of increasing p 
by utilizing the high space-charge density of a magnetron operated in 
the cutoff condition. The problem to be considered may be illustrated 
by a modification of Fig. 15T, in which the electron beam is replaced by a 
filamentary cathode extending along the length h between the plates A 
and radially located at the center of the electron beam. The potential 
Vb is now applied between the filamentary cathode and plates A, and 
the aligning magnetic field is retained. As a result of the crossed electric 
and magnetic fields, the cathode will be surrounded by a rotating space- 
charge sheath of density p, the approximate magnitude of which may 
be most easily calculated by considering the simpler problem in which 
the two plates with separation D of Fig. 15*la are replaced by a cylinder 
of diameter D concentric with the filamentary cathode. This is the 
conventional magnetron-diode problem solved by Hull1 as 

* * 

9"* . 3 
Fig. 15*8.—Typical external-cavity re¬ 

actance tube. 

P = 
m 

(02eu 
2 
cj (83) 

1 A. W. Hull, Phyx. Rev., 93, 112 (1924). 
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where wc = Zirve and vc is the cyclotron frequency [Eq. (19)]. For a 
magnetic field of 1070 gauss [wc = 2tt(3 X 109)], Eq. (63) yields 
p = 8.95 X 10~8 coulomb/meter8, whereas the charge density of a 100- 
volt electron beam at 0.2-amp/cm2 current density is 3.35 X 10~4 
coulomb/meter8. Clearly the 27-fold increase in charge density in the 
magnetron diode is an attractive factor to attempt to utilize for electronic 
tuning. 

Maximizing p, however, is only one aspect of the problem; it is also 
necessary to maximize v. This has been done effectively in electron- 
beam tuning by using the aligning magnetic field to increase the ampli¬ 
tude of electronic oscillations when the r-f frequency v is near the 
cyclotron frequency vc. AHhough a similar resonance effect is to be 
anticipated when the filamentary cathode is used, an analysis is necessary 
to establish the exact relation. Furthermore, the power-handling 
abilities of the two types of tuning must be compared. For a given tuning 
the increased charge density surrounding the filamentary cathode allows 
a smaller amplitude of electronic oscillations, but there is no obvious 
way to determine a maximum tolerable amplitude analogous to Izwl 
of Sec. 15*3 because some electrons will return to the cathode for all 
finite oscillation amplitudes. Finally, there is no obvious t means of 
including a grid control around a filamentary cathode because any grid 
would be located in a region of high r-f fields and currents. However, 
because for magnetron diodes with sharp cutoff characteristics the radius 
of the space-charge cloud surrounding the cathode can be varied by 
varying Vb though practically no current is drawn to the plate, it is 
possible to dispense 'with the negative grid control by modulating the 
plate voltage and still have a low a-c power drain on the modulator. 

The similarity between the filamentary cylindrical diode just discussed 
and a conventional microwave multioscillator magnetron has led to 
theoretical analysis and experimentation with reactance tubes based on 
multioscillator magnetron design. The magnitudes involved are best 
illustrated by observing that a magnetron which, when oscillating, has 
an output power of 1 kw, may, when used as a reactance tube, be expected 
to handle an output power of 1 kw and that the difference between oscil¬ 
lating and nonoscillating resonant frequencies of multioscillator mag¬ 
netrons is about 1 per cent, which corresponds to the anticipated 
electronic tuning. 

15*8. Small-signal Theory.—The shift in resonant frequency of a 
nonoscillating magnetron, when its plate voltage is raised from zero 
to the cutoff condition, is a measure of the electronic tuning that could 
be accomplished with such a magnetron used as a reactance tube to tune 
another magnetron, providing the r-f energy level in the reactance tube 
is kept vanishingly small. In Chap. 6 it has been shown that the 
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electronics of a magnetron are exceedingly complex, even for the limit 
of small-signal strength. A brief discussion will be given1 here of the 
reactive behavior of the space charge because the emphasis in Chap. f> 
is on the negative-resistance region of the space charge. 

Lamb and Phillips consider the shift in resonant frequency of a 
conventional multioscillator magnetron, operated in a condition of 
perfect cutoff, as a function of the anode voltage and hence of the radius 
re of the rotating electron cloud surrounding the cathode of radius rc. 
The analysis is restricted to thicknesses y of the electron sheath, which are 
small compared with rc. 

The method used in computing the resonant frequency of the mag¬ 
netron anode block in the presence of a space charge is an extension 
of the impedance-matching techniques used in Chap. 2 to compute the 
frequency of the anode block without space charge. In Chap. 2 the 
anode is divided into two regions (Fig. 2*13»that join at the anode radius 
ra. Solutions of Maxwell’* equations appropriate to the two regions are 
joined at ra by matching the impedance Z = E$/Hz at the boundary, 
and the resulting solution yields the resonant frequency. For each 
mode number ra, Ee in the cathode-anode space consists of a sum of 
functions of angular and time dependence eand radial dependence 

where 

Jn(0r) + 8nNn(l3r)} 

~Nltfrc) 

(54 a) 

(54 6) 

(3 = 27t/X, and Jn and Nn are Bessel's functions of the first and second 
kind, respectively, their derivatives being J'n and N'n. The most impor¬ 
tant member of the sum is the term n = ra. The condition of Eq. (545) 
on 8n is determined by making the tangential electric field Ee vanish at 
the cathode. When the effect of the space-charge cloud is included in 
the calculations, the cathode-anode region is subdivided into two regions 
meeting at r = re, the boundary of the space-charge sheath. The 
impedance Zei of the sheath is evaluated at this boundary, looking in 
toward the cathode, and this impedance is matched to the free-space 
solution in the region between re and ra. Thus the boundary condition 
Z = 0 at r = rc of Eq. (546) for the problem without space charge is 
replaced by Z = Zei at r = re for the problem with space charge. The 
result can be expressed as replacing 8n in Eq. (54a) by a quantity 8'n, to be 
evaluated shortly. It will be recognized that the above approach differs 
from that of Secs. 15*2 and 15*3. It is more appropriate to a complex 
problem such as the present one, since, for one thing, no integrals need 
be evaluated. 

i W. E. Lamb and M. Phillips, /. AppL Phys., 18, 230 (1947). 
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In computing Zei, the starting point is the Brillouin single-stream 
solution for the steady-state electron flow in the space-charge sheath 
and Bunemann’s small-signal theory for the r-f perturbations imposed 
on this steady state by electromagnetic waves of the form ei(n®“w0 (see 
Chap. 6). The result1 is 

where 

y _ [mo in1 y a*2 

Jil \eo rck rc o>2 — or' 

ny <4 ~ or 
and n ^ 0. 

(5f>) 

This result is not what would be obtained if the electrons in the space- 
charge sheath were treated as free electrons satisfying Eqs. (l2l to (17) 
but having a charge density determined by Eq. (53). Thus the modifica¬ 
tion in electron velocities from the free electron picture, so important 
in the beam-tuning of Sec. 15-3, also plays a role in the present problem. 

The expressions for 5^ resulting from Eq. (55) are 

where n ^ 0; and 

«- »(r)’['-7?(,+ „.)J ■--)} 
(5 M) 

where 

a? 

In each expression the terms containing y represent the correction 
to 5*. In Eq. (56a) the sign of the correction term changes at w = w(, 
whereas the sign is always negative in Eq. (565). 

By letting r' be an effective cathode radius equal to 

tc 
1/2 n 

from Eq. (56a) or equal to 

+ §&y 

from Eq. (566), the resonant wavelength may be computed from Table 
3.2 (that gives wavelength vs. cathode size). When this is done, a 
qualitative agreement is found with the experimental curves of Fig. 

1 W. Lamb and M. Phillips, op. cit. 
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15*9. These curves1 show the resonant frequency of the ir-mode of an 
18-vane rising-sun anode block (the 3J31 tube of Sec. 19-14) as a function 
of plate voltage (which is proportional to the electron-sheath thickness y 
for small y) and magnetic field (which is proportional to cof). The 
enhanced tuning and change of sign at a> = coe (with H = 8800 gauss) 
are ascribed to the (n = 9)-compo- 
nent, and the asymmetry of the 
curves above and below coc to the 
(n = 0)-component. In normal 
operation this tube would run at 
over 10 kv, but for the data of Fig. 
15*9 it was operated at nearly the 
same magnetic field but under 1 kv, 
corresponding to a condition of 
small y. 

Since prc in Eq. (56a) is alway ^ 

designed to be less than 1, it is ob¬ 
served that 5' decreases rapidly 
with increase in n. This corre¬ 
sponds to the rapid decrease in the 
r-f field strength from the anode to 
the cathode for large n. It also 
means a small ratio q of stored r-f 
energy in the space-charge region 
to total stored r-f energy [Eq. (23)]. 
By analogy with the beam-tuning 
analysis, specifically Eq. (36), in 
which the quantity p is proportional 
to q, it is to be expected that this 
small value of q will decrease the product of tuning and tolerable r-f 
voltage for large n. 

15*9. Experimental Data on Large-signal Conditions.—When multi¬ 
oscillator magnetrons are used as reactance tubes to modulate high 
powers, the tuning characteristics depart from the low-level behavior 
of Fig. 15-9. The larger elecrtonic orbits result in more collisions with 
the cathode, hence higher r-f loss and lower tuning. 

The 10-cm, c-w magnetron described in Table 11-1 (the CM16B tube) 
has been used as a starting point of several electronically tuned mag¬ 
netrons intended to operate at power levels of 10 to 100 watts, consistent 
with the reliable magnetron operating point of 1000 volts and 150 ma 
(see performance chart in Chap. 19). In the first modification illustrated 
in Fig. 14-17, oscillating magnetron I is connected to reactance tube 

* Ibid. 

H in gauss 
15*9.—Space-charge tuning at low 

powei levels. 
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magnetron III (indicated in Fig. 14-17 as “cavity”) by a section of coaxial 
line of such length that both tubes appear as parallel-resonant circuits 
at the same point on the line, as is shown in the equivalent circuit of 
Fig. 14*23, and the coupling to each tube is so adjusted that there is 
equal r-f energy storage in magnetron and tuner (S — 2, see Sec. 14-3). 
In this case the tuning was observed to have a flat maximum at wr/co 
near 2, with less than 10 per cent loss in output power. Loss was greatest 
at coc/w = 1. Tuner tubes with rc/ra = 0.58, 0.75, and 0.85, operated 
at similar points, showed tuning of 3, 9, and 20 Mc/sec respectively,1 
confirming the theoretical increase in tuning with cathode size [Eq. (56)]. 
For 15 watts r-f output and tuning of 20 Mc/sec, the d-c input to the 
reactance tube was 100 ma at 500 volts. This power was excessive for 
frequency modulation and was due to the poor cutoff characteristics of 
the tube. The tuning furthermore is distinctly nonlinear. 

In a second tuning method starting with this c-w magnetron, the 
magnetron and the tuner were combined in a single tube. Two cathodes 
were inserted into the anode from opposite ends of the tube, one to drive 
the magnetron and the other to provide tuning.2 The experimental 
arrangement is shown in Fig. 15T0. 

The end shield provided for the magnetron cathode was found 
necessary to minimize leakage to the tuner cathode, which was always 
positive with respect to the magnetron cathode. The ratio of the 
cathode diameter to the anode diameter for the tuner was chosen as 
77 per cent, corresponding approximately to the middle cathode-anode 
ratio tried by Everhart.3 Operational data for this tube taken at 1700 
gauss show 4-Mc/sec tuning at 420 volts, 20-ma d-c tuner input for an 
r-f output of 17 watts, whereas the tuner input is 40 ma at 440 volts for 
an r-f +put of 35 watts and the same tuning. Thus the tuning charac¬ 
teristics e strongly dependent on the r-f output level, and again com¬ 
paratively high modulator power is required. In this tube the r-f output 
power drops by 20 per cent at the 4-Mc/sec tuning point. Simplicity of 
construction and adaptability for combination with wide-range mechani¬ 
cal tuning are, however, important features of the above design. 

Another modification is shown in Fig. 15-11. Here a portion of the 
vanes is cut away to provide space for a cylindrical tuner cathode that 
is concentric with the regular cathode. The tuner cathode is located in a 
region of comparatively low r-f fields, where the back bombardment 
is low. Furthermore, there is no leakage between the two cathodes. 
At 1500 gauss, a tuner d-c input of 15 ma at 600 volts tuned 4 Mc/sec 

1 E. Everhart, “The Magnetron as an Electronic Reactance Tube,” RL Group 
Report No. 52, Mar. 15, 1945. 

2 Minutes of the Magnetron Modulation Coordinating Committee, Vacuum Tube 
Development Committee, May 25, 1945. 

* Everhart, op. cit. 
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with an r-f output power of 30 watts. This tuning was strongly depend¬ 
ent on both r-f output power and magnetic field, the variation with 
magnetic field being complicated. For example, at 600 volts on the 
tuner the electronic tuning increased to 6.5 Mc/sec at 800 gauss, whereas 
for 300 volts the electronic tuning reversed sign. This behavior is seen 
to be quite inconsistent with the low-level behavior of Fig. 15-11.1 

It is clear from the above illustrations that the attempts to utilize 
the high-electron density of a rotating space charge surrounding a 
cylindrical cathode have as yet met with only partial success. 

Fig. 15*11.—Cross section of magnetron with two concentric cathodes. 

16*10. Other Methods.—Two further methods of electro 'tuning 
have been investigated with indifferent success. In the first method, 
an electron stream is used to change the conductance instead of the 
susceptance of a portion of the resonant system. By transmission down a 
X/8 length of line this variable conductance is made to appear primarily 
as a variable susceptance at the magnetron. Such tubes as have been 
tested have been capable of powers up to only 20 watts. The method 
furthermore inherently includes amplitude modulation and, in the 
particular designs tried, was sensitive to the power level of the magnetron. 

A second method has been to introduce an electrode *that is designed 
to modulate the electron stream already present in the magnetron, thus 
eliminating the use of an auxiliary cathode. The resulting frequency 
modulation is found to be small. 

1 Although the above illustrations have been for multjoscillator tubes, much work 
has been done at the General Electric Co. with this method of tuning on split-anode 
magnetrons. Some of this work is summarized in the Minutes of the Magnetron 
Modulation Coordinating Committee, May 25, 1945. 



CHAPTER 1G 

STABILIZATION OF FREQUENCY 

By F. F. Riekk 

164. Introduction.—This chapter is concerned primarily with the 
problem of minimizing the changes of frequency that occur as a result 
of accidental variations in the operating conditions of the magnetron 
and, more particularly, with methods of using an auxiliary resonant 
cavity for that purpose. It is not the aim of this chapter to give detailed 
instructions for building a magnetron stabilizer but rather to indicate 
the basic considerations that enter into its design. When it has been 
decided what properties the stabilizing circuit is to have, the realization 
of the circuit is a straightforward problem in microwave circuitry and as 
such is outside the scope of this book. 

By usage, the term “stability of the frequency” has come to mean 
quite generally some quantity proportional to 1 /{dv/doi), where a 
represents the temperature, the output load, or the input current (or 
perhaps still another parameter that enters into the conditions of opera¬ 
tion). It would have been more appropriate to apply some such term as 
“stiffness” of the frequency in the above context, particularly since one 
has occasion to use the term “stability” in a more literal sense, namely, 
in connection with discontinuous changes in frequency that result from 
the instability of a normal mode of oscillation. 

Applications that require the frequency of the magnetron to be very 
constant often require also that the frequency be set to a preassigned 
value; consequently the possibility of tuning must also be considered 
along with that of stabilization. 

It has been shown in Chap. 7 that the frequency of oscillation of a 
magnetron can be related to the intersection of the curves — YC(V) and 
Yl(v) in the G, B plane. Changes in operating conditions cause shifts 
in one or the other of these curves; in principle one can relate changes 
in frequency to the shifts of the curves and to the variation of the param¬ 
eter v along the YL(v) curve. Quantitatively the computation is 
somewhat complicated, since it involves the angle with which the curves 
intersect, etc. Qualitatively, the —Y0(V) curve may be considered to 
be simply a horizontal Jine; in that case the shifts of frequency will be 
inversely proportional to the derivative BBt/dv along the YL curve. To 
“stiffen” the frequency one must make this derivative large; in other 

822 
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words, one must, in effect, make the characteristic admittance Yc of 
the resonant system large. Generally speaking, this requirement implies 
that the { stored energy” of the system be increased. Perhaps it should 
be pointed out, however, that while it is necessary to increase the stored 
energy, it is not sufficient, for the energy must be stored in the proper 
way in order to be effective. 

To some extent one can increase the stored energy by modifying 
the shape of the conventional resonant system of the magnetron; but 
unless some new principle of design is invented, the possibilities in this 
direction are rather limited. In meeting the requirements imposed 
upon the interaction space, one seems necessarily to end up with a 
structure with small clearances between the high-voltage parts and thus a 
compact resonant system with a large surface/volume ratio. Such 
a resonator necessarily has a relatively small unloaded Q, so that the 
storage of a large amount of energv is impossible (always computed, of 
course, on the basis of a consta# available power) and even moderate 
energy storage is expensive. Consequently it is advantageous to couple 
to the magnetron an auxiliary eavitv designed to store the energy more 
economically, and it is this method of stabilizing (or stiffening) this 
frequency which is to be treated in detail here. 

It should be mentioned that the principle of automatic-frequency 
control can also be applied to the problem of maintaining a magnetron at a 
preassigned frequency.1 In an AFC system a frequency discriminator 
generates an error signal whenever the frequency departs from its proper 
value. The error signal is amplified and then used to actuate a tuning 
mechanism that eliminates the departure. In principle, the AFC system 
has one inherent advantage over the stabilizing cavity in that it acts to 
eliminate completely the errors in frequency rather than merely to 
reduce them in some constant proportion. If the AFC control depends 
upon mechanical tuning, however, it cannot respond to extremely rapid 
fluctuations. In any case, it is a rather complicated affair. In itself it 
cannot overcome the difficulties connected with instabilities that arise 
from a resonant load, although the auxiliary cavity can do so to a con¬ 
siderable extent, since in effect it increases the external Q of the mag¬ 
netron. It is possible to combine the advantages of both systems by 
using a stabilizing cavity as the tuning element in an AFC system. 

16*2. The Ideal Stabilizer.—In coupling the stabilizing cavity to the 
magnetron one attempts to approximate as nearly as possible the state 
of affairs represented by the equivalent circuit shown in Fig. 16*1, where 
the cavity (3) is coupled to the magnetron (1) by an ideal transformer. 
The terminals A and T correspond to those similarly labeled in Fig. 7*5 

1 A technical discussion of AFC systems as applied to magnetron transmitters is 
contained in Vol. 3, Chap. 13, Radiation Laboratory Series, Secs. 1311 to 1313. 
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of Chap. 7. Although in practice the ideal circuit can be approximated 
only over a rather narrow range of frequency, Fig. 16-1 provides a con¬ 
venient basis for the discussion of some of the fundamental relations 
involved in stabilization. Except for that part added to the left of the 

n : 1 A m: 1 T 

Fig. 16*1.—Equivalent circuit of an ideal stabilized magnetron. 

terminals A, the circuit of Fig. 10* 1 corresponds to that of Fig. 7*5d. 
The admittance YL is given by the relation 

Yl = n2Yc (&+*Hr)+ »- «> 
By introducing the external Q’s (with respect to a matched output 
transmission line of characteristic admittance M) QEi = YcXm2/M and 
Qes = Ycsn2m2/M, Eq. (1) can be written in the form 

Qei 

Yd 
Yl = Qei 

Qu\ 
+ 9~+j2 

WU 3 
Qe 

V — Vu 1 

Vui 
+ Qe 

— 
Vr-A ) 

+ yT. (2) 

Provided that vui, vus, and v are not very different from each other, 
Eq. (2) can be approximated by 

where 

(3a) 

Qe = Qei + Qes, (36) 

__ QeiVui + QesVuZ 

U Qei + Qes 
(3c) 

Qe _ Qei , Qes 

Qu Qui Qus 
(3d) 

The tuning properties of the combined system can be analyzed on the 
basis of Eq. (3c). From Eq. (3d) it follows that 

dvu _ 1 
dPui S 

(4o) 

and 
dvp _ S — 1 
dvut ' S ’ 

(4b) 



Sec. 16-2] THE IDEAL STABILIZER 625 

where 

8 = gs+-fe». (4c) 

The quantity 5 will be referred to as the “stabilization factor." When 
S is large, the resonant frequency of the system follows closely the reso¬ 
nant frequency of the stabilizer and varies only slowly with that of the 
magnetron. 

The effectiveness of the stabilizer in reducing the changes of frequency 
connected with temperature variations can be estimated on the basis of 
Eq. (4). In this respect the stabilizer can be effective only in so far 
as the stabilizer itself is better thermostated or better compensated 
against temperature changes than is the magnetron. If the thermal 
changes in the stabilizer resonance vuz are negligible, the changes in vu 
(and therefore in the frequency of oscillation) resulting from changes in 
the temperature of the magnetron am reduced by the factor 1/S. Actu¬ 
ally, the stabilizer does lend itsi*' more readily to thermostating and 
compensation than does the magnetron, partly because less energy is 
dissipated in it and partly because it is a larger and simpler structure 
and generally more accessible. While stabilizing cavities have been 
constructed of invar, it has not been practicable to use this material for 
the magnetron proper. 

The variation of frequency with current is inversely proportional to 
the value of dBL/dv. From Eq. (3) it follows that, other things being 
equal, stabilization will reduce the derivative dv/dl in the ratio 1/S. 

The degree of dependence of the frequency (expressed in terms of 
Av/v) upon the external load yT is inversely proportional to Qe.1 (The 
pulling figure F is given by the relation F/v == 0.42 sec a/QE.) Conse¬ 
quently, if Qei is held fixed, the stability of the frequency against changes 
in load is directly proportional to the stabilization factor S. The 
assessment of the possible advantages of stabilization in this respect, 
however, involves much more than this simple relation, inasmuch as 
it is possible without stabilization to increase Qe simply by decreasing 
the coupling 1/m2 to the external load. By this procedure the stability 
would be achieved at a considerable cost of circuit efficiency and, ordi¬ 
narily, electronic efficiency. Consequently it is necessary to consider 
stability in relation to over-all efficiency. 

The electronic efficiency rfe varies with GL in the fashion illustrated in 
Fig. 7-24. In the interest of making Qe large, Gl is usually made some¬ 
what less than its value where rje is a maximum, but Gl cannot be reduced 

1 The relation is a very general one. For convenience in expression, “increas¬ 
ing Qe” will be used synonymously with “increasing the stability of the frequency 
against variation in the external load.” 



626 STABILIZATION OF FREQUENCY [Sec. 16-3 

indefinitely, for rje falls off very rapidly at the lower values of GL. To 
some degree, stabilization affords the possibility of choosing GL and Qe 
independently, as is shown by the relation 

Furthermore, the circuit efficiency at a given value of Qe increases with 
the stabilisation factor St as is shown by the relation 

(*)-. “1 + Q‘ [q». + s (£;i)} (6) 
It is assumed, of course, that Qua is many times larger than QVi; in practice 
ratios of 5 or 10 can be achieved easily, and ratios of 20 or more are usually 
possible. 

In applications to radar it generally com^s about that stabilization 
is particularly worth while at the higher frequencies—say above 5000 
Mc/sec. This circumstance arises from the fact that it is the absolute 
bandwidth Av rather than the relative bandwidth Avjv that controls 
the design of a receiving system. Although greater bandwidths are 
used at the higher frequencies, it has not been general practice to increase 
the bandwidth proportionally with v. As far as the magnetron is con¬ 
cerned, it is the relative bandwidth that counts, and the circumstance 
just mentioned requires that the magnetron have a greater QE at the 
higher frequencies. Inasmuch as the unloaded Q tends to decrease as 
jtA with increasing frequency and the circuit efficiency decreases with 
increasing ratio Qe/Qu, the circuit efficiency becomes a very important 
consideration at the high frequencies. 

Stabilized magnetrons have proved particularly useful in radar 
beacons, where the frequency must be held at an assigned value within 
rather small tolerances. 

16*3. Coupling Methods.—The preceding discussion has been premised 
on the assumption that the circuit of Fig. 16*1 can be realized physically. 
If this circuit is faken literally, one arrives at the conclusion that it is 
always desirable to make the stabilization factor very large; that is, to 
arrive at a required value of QE) one should make S large and Yc\ propor¬ 
tionally small. This conclusion is rather obvious, for, other things being 
equal, it is advantageous to store a greater fraction of the energy in the 
most efficient element of the system, which is assumed to be the stabilizer 
rather than the magnetron proper. When physical limitations are taken 
into account—as will be done presently—it will be found that the 
advantages of stabilization, especially stabilization by large factors, have 
to be weighed against several disadvantages, among them increased 
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complexity and decreased flexibility of the system and perhaps more 
stringent limitations on manufacturing tolerances. 

The basic problem that has to be met consists of coupling a low- 
impedance resonator (the magnetron) to a high-impedance resonator 
(the stabilizer) in such a way that the larger fraction of the energy is 
stored in the latter. The situation may be thought of in terms of the two 
circuits illustrated in Fig. 16*2a. One might couple the circuits by 
means of mutual inductance between the coils or by means of a tap as 
indicated by the dotted line in the figure, 
but in any case physical limitations make 
it impossible to secure a coupling coeffi¬ 
cient of unity. In consequence, the sys¬ 
tem will have two modes of oscillation; if 
the coupling is weak, the separation of the 
modes Avjv is just equal to the coefficient 
of coupling. The arrangement^ actually 
used in stabilization have the properties 
of the circuit shown in Fig. 10-26, which 
has three modes of oscillation, and the 
difficulties encountered arise principally 
from these extra modes. 

There are a considerable variety of 
arrangements that can be used to couple (6) 
the stabilizer to the magnetron if details 
are taken into account. As far as essen¬ 
tials are concerned, however, the systems 
fall more or less into two classifications, 
depending mostly on whether the stabi¬ 
lizer is an integral part of the magnetron 
with a vacuum envelope common to both 
or is an attachment added after the mag- A Transmission line 
netron has been otherwise completed and <c) 
evacuated. In the former case the two Fig. i6-2a,&,c.—Equivalent dr- 

, ... . . » . . cuits of a magnetron coupled to a 
resonant cavities are constructed tangent stabilizing cavity, 

to each other, and the coupling effected by 
a common iris or resonant window. In the latter case the cavities are 
coupled to opposite ends of a transmission line whose length is an appre¬ 
ciable fraction of a wavelength or even a few wavelengths. Even 
between these two cases there is no difference in principle. Conse¬ 
quently the problem will be discussed in terms of transmission-line 
coupling, because the greater amount of experience by far has been 
accumulated with this type coupling. 

A magnetron and stabilizer coupled through a transmission line 
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have, to a first approximation, an equivalent circuit like that shown In 
Fig. 16*2c. It turns out that the exact placement of the external load 
in the circuit has an appreciable influence on the characteristics of the 
circuit and also that it is necessary, when high stabilization is sought, to 
add an auxiliary load to damp extraneous modes of oscillation (see Sec. 
16-4). Either of the loads can be connected in a variety of ways, and 
their inclusion in a general way would greatly complicate the equations 
to be dealt with. Therefore in outlining the general problem, purely 
reactive circuits will be used and the effects of the resistive elements will 
be treated qualitatively. 

In computing the admittance of the system it is convenient to 
normalize the terms with respect to the characteristic admittance of the 
transmission line as was done in deriving Eq. (2). If t/i is the normalized 
admittance of the magnetron proper. ys that of the stabilizer, and l the 
length of the transmission line between them, the admittance Yu at 
the terminals A of Fig. 16-2c is given by 

Yu 
y* + j fan 

y3j tan Q + 1/ 
(7) 

where 6 — 2wl/\g and Aff is the guide wavelength for the transmission line. 
At a particular frequency v2) 6 will be exactly equal to mr] and for fre¬ 
quencies not very different from v2y 6 is given approximately (exactly if 
\g/\ is independent of v) by 

6 = mr + 2Qe2 — —2> 
v2 (8) 

where Qe2 = xZX0/X|. The frequency v2 can be considered to be the 
resonant frequency of the transmission line. 

Inasmuch as one is concerned only with values of v for which 
(v — v2)/v2 is small, tan 6 can be approximated by 2QE2(v — v^)/v2. 

For y\ and y3 the usual approximations for a parallel-resonant circuit 
will be used: yh = Qs\2j{v — v\)/vi and y3 = QE*2j(v — vz)/vz. For 
the present it will be assumed that vY = v2 = vz = w; if the variable 
8 = (v — vo)/vo is introduced, Eq. (7) can then be written 

or 

where 

, _ Yd . ({ 2Qbi& + 
2Qb%5 4" 
1 — 4QsjQ£j52/ 

Yv = jBv = Ycl2j 
r (5 + «')«(« - 5')1 

L(« +«")(«- «")J’ 

1 IQm 1 Qe2 + Qe% 
2 \ QbiQeiQb* 

(9a) 

(96) 

(9c) 
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and 

tir _ 1 / 1 
2 \ QeiQez 

m 

The values — S', 0, +6' represent the resonances of the system. At 
the resonances, the rates of change of susceptance dBu/dB are 

(dBu\ Qe\ + Qe2 + Qez 

\dd)M C1 Qei 
(10 a) 

(dBu\ ny 0 Qui + Qe2 + Qez 

\d&JlQei + Qe> 
(10 b) 

To illustrate the implications of the relations just derived, a numerical 
example will be given. It will be supposed that the magnetron has an 

output lead which is so coupled that Qsi, the external Q with respect 
to it, is equal to 100—a typical value for normal output coupling. A 
stabilization factor S = 6 is to be sought; thus Eq. (4c) gives Qez = 500. 
The transmission line has a length of 3X; but instead of the value 3** 
for Qe2, the round number 10 will be used. On the basis of the values 
Qei = 100, Qe2 = 10, and Qez « 500, one obtains the result 

5' « 0.0175, 
5" - 0.0071, 
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(Without the stabilizer, \/Yc\{dBu/db) — 2.0.) The curve of susceptance 
plotted against 8 is shown in Fig. 16-3, where the dotted line indicates 
the corresponding quantity for the magnetron alone. With a typical 
value of Yei — lO^1 mho, it is roughly the range 

-0.03 < /*'- < +0.03 
i r 1 

that is significant in magnetron operation. 
Two ways of adding the external load to the system will be considered. 

The relations are simplest if (Case I) the magnetron is a specially con¬ 
structed one with two output leads, cue for the load and the other for 
the stabilizer. If the magnetron has only one output lead, the load must 
be tapped onto the transmission line of Fig. 16-2c, and it will be assumed 

to be connected in parallel with the stabilizer 
(Case II). 

For Case I, the external load Ye is simply 
added to Yu of Eq. (9a). It will be assumed 
that Ye is a pure conductance and has the 
value that it would have if the magnetron 
were not stabilized and were loaded with a 
Qe of 100; then in the numerical example, 
Ye/Yc\ = I/Qei = 0.01. The YL(v) curve, 
conveniently treated as the (Y L/Yc\) {8) curve, 
then has three coincident vertical branches 
through the point Yj/Yc\ = 0.01. 

To compute Yi(8) for Case II, one must 
replace y$ by y3 + yt in Eq. (7). For the value 
of load assumed above, this amounts to replac¬ 
ing fiQhzb by (1 + j2QEsb) in Eq. (9a). The 

Fio. 16*4. adnuttance YL(b) curve then takes on the form indicated 
cun'<f* schematically in Fig. 16*4. The significant 

parts of the Fl(8) curves for both cases are plotted to scale in Fig. 16*5; 
to avoid confusion, only the halves of the curve for 8 positive are shown; 
the other halves are obtained by reflection on the real axis. The only 
essential difference between the two arrangements is that for Case I the 
load is effective for all three modes of oscillation (although the stabiliza¬ 
tion is not fully effective for two of the modes); in Case II the load is 
effective only for the (8 = 0)-mode; for the other two it is “shorted out” 
by the stabilizer. 

It is to be noticed that for a small range of 8 centered about 8 = 0, 
either of the arrangements analyzed above duplicates the properties 
of the ideal system illustrated in Fig. 16-1. The mode of oscillation 
in this range will be referred to as the “principal mode.” Two extra 
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modes of oscillation are introduced, however, and from experience it 
can be predicted that with the constants assumed in the above example, 
the system would fail to perform satisfactorily because of improper 
or uncertain selection of the mode of oscillation. The control of the 
extraneous modes is, therefore, the central problem. In the endeavor 
to prevent oscillations in the extraneous modes, three rather distinct 
principles have been tried. 

Fig. 16*5.—Admittance curves. 

At one time it was expected that a very great separation of the extra¬ 
neous modes from the principal mode would serve to discourage oscillation 
in the extraneous modes. As far as the magnetron is concerned, the extra 
modes arise from a very large reactive effect-in just one elementary 
resonator—the one to which the stabilizer is directly coupled. It seems 
very probable that if the extraneous modes differed from the principal 
mode (the principal mode has a frequency equal or very close to the 
normal 7r-mode of the magnetron) by 10 per cent or even more, these 
reactive effects would so distort the configuration of the electric fields 
in the interaction space that the interaction with the electron stream 
would be impaired considerably. 
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By coupling the stabilizer to the magnetron through an iris it is 
possible to separate the extraneous modes from the central one by as 
much as 20 per cent. This possibility was taken advantage of in “stabi¬ 
lized” magnetrons designed by Herlin1 and Smith2 (Sec. 19*5). These 
magnetrons had auxiliary cavities so coupled as to yield a stabilization 
factor of about 5 for the principal mode; the extraneous modes were about 
20 per cent above and below the central mode. These magnetrons were 
complete failures‘in the sense that they could not be made to oscillate 
reliably in the principal, highly stable mode. They did, however, per¬ 
form quite satisfactorily in the low-frequency mode, but without appre¬ 
ciable benefit from the auxiliary cavity in stabilizing the frequency. 
This experience was more or less duplicated by experiments at the Bell 
Telephone Laboratories. Thus it appears that the separation between 
the modes is of little consequence in determining whether or not the 
magnetron will oscillate in the “stabilized” mode. 

From their initial failure, Herlin and Smith arrived at a second 
principle. They interpreted their result in the following way: The 
“speed of starting” of a mode of oscillation should vary inversely with 
the degree of “stabilization” of the mode. To express the same thing 
in a different way, the speed of starting should vary inversely with the 
“effective capacitance” of the mode. When the Y L(v) curve is vertical 
and Bl varies fairly uniformly with v over an appreciable range of v, the 
system can be approximated by a parallel-resonant circuit of effective 
capacity C — %(dBL/dv). It is shown in Chap. 8 that, other things 
being equal, the speed of starting should vary inversely with C. As to 
the modes of the magnetron-stabilizer system, it can be deduced from 
Eqs. (10a) and (10b) that 

where S is the stabilization factor for the principal mode. It follows 
that if S is not greater than 3, the principal mode should get there 
first. 

Experience has borne out the above line of reasoning in so far as it 
has been found that the extraneous modes give no trouble if the stabiliza¬ 
tion factor S is about 3 or less. It should be pointed out that relation 

1 M. A. Herlin, “ Resonance Theory of the Waveguide Tunable Magnetron/1 
RL Report No. 445, Oct. 15, 1943. 

1 W. V. Smith, “ Magnetron Tuning and Stabilization/' RL Report No. 667, 
July 13, 1944. 
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(11) holds only when wi = vu2', if the resonant frequencies of the mag¬ 
netron and auxiliary cavity are not equal, the ratio is less favorable. 
Consequently if stabilization is the primary consideration, so that S is 
made nearly equal to 3, and the system is tuned by varying only one 
of the components, the useful tuning range is only a small fraction of 
the separation between the modes. The application of the foregoing 
considerations to the wide-range tuning of magnetrons is treated in 
Chap. 14. 

16-4. Means of Damping the Extraneous Modes.—The third princi¬ 
ple, and the only one so far discovered that enables one to take advantage 
of a high degree of stabilization, consists in introducing an auxiliary 
load into the system in such a way as to damp the extraneous modes 
preferentially. The placement of the auxiliary load represented by the 
resistance R is illustrated in Fig. 
16-6. Inasmuch as the system is 
now to be analyzed in somewhfT 
greater detail, the conductance Gs 
has been added to the equivalent 
circuit. If the external, or useful, 
load is to be connected directly to 
the magnetron as in Case I above, 
03, the normalized value of Cr3, is 
equal to Qez/Qus, where Quz is the 
unloaded Q of the stabilizer cavity. 
(It can be shown that the cases where the external load is connected 
between the terminals a-c or a-b of Fig. 16-6 can be reduced to the same 

equivalent circuit.) 
The effect of adding the resistance R can be interpreted qualitatively 

in the following way. It will be shown that the presence of R has little 
damping effect on the principal mod£* 8 « 0 and a large effect on the 
extraneous modes. At 8 = 0 the impedance of the stabilizing cavity is 
equal to 1/G*—a rather large quantity. Thus the currents into the 
cavity are very small, and negligible power is dissipated in R. On the 
other hand, at the frequencies ± 8' of the extraneous modes, the stabilizer 
has a relatively small impedance, the currents into it are large, and the 
maintenance of either of those modes must entail a relatively large 
dissipation of power in R; consequently those modes are strongly damped. 
From this argument one can conclude that the extraneous modes will 
be discouraged by the introduction of R into the system, but neither 
the stabilization nor the circuit efficiency of the system for the principal 

mode will be impaired appreciably. 
The damping of the extraneous modes can be accomplished by adding 

dissipation to the system in any one of many ways—for instance, by 

Transmission line 

Fig. 16-6.—Stabilizer with damping resistor. 
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using a transmission line of appreciable attenuation for the connecting 
link between the two resonant systems—but the preferred methods are 
those which have a minimum of influence on the principal mode. When 
the latter consideration is taken into account, one seems to arrive always 
at a circuit substantially equivalent to Fig. 16-6. It is natural to inquire 
whether or not the extraneous modes could be damped by coupling 
them to the useful load, so that an auxiliary load would be unnecessary. 
This possibility has not been overlooked, but there seems to be no satis¬ 
factory way of accomplishing the desired result. 

Fig. 16-7.—(<z,6,c) Q-circles; (a) measured at terminals ab of Fig. 16*6; (6) at terminals ac; 
(c) at opposite ends of transmission line; (d) Smith chart. 

Some of the less fortunate consequences of adding the damping 
resistor to the system will now be discussed. In general, the larger the 
value of R the more effective it is for its intended purpose. It also 
happens that as R is made larger, the more restricted becomes the range 
through which the system can be tuned without undue loss of stabilization 
and circuit efficiency. More or less equivalently, the ranges of the 
fluctuations in temperature, load, etc., against which the stabilization 
is effective are similarly reduced. The question of the minimum tolerable 
value of R is thus an important one in the design of stabilizing systems. 

The effect of the damping resistor in suppressing the extraneous 
modes can be partly analyzed by means of the Yl(v) or Yl(S) curves for 
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the system. The way in which the various parameters enter into these 
curves can be understood qualitatively by considering the admittance 
curves of isolated parts of the system; inasmuch as a transmission line 
is involved, it is convenient to draw the curves in a reflection-coefficient 
diagram (Smith chart). The Q-circle of the auxiliary cavity, as measured 
at terminals a-6 of Fig. 16*6, has the form indicated in Fig. 16*7a. As 
measured between the terminals a-c, it has the form illustrated in Fig. 
16*76. In both cases, the tangent of the angle <t> varies linearly with the 
frequency. The value of the resistance R is always made less than the 
characteristic impedance of the transmission line, and the primary effect 
of the resistance is seen to be a lowering of the reflection coefficient (or 
SWVR) for frequencies far from resonance. 

The Q-curve for this part of the system, as measured at the opposite 
end of the transmission line, is obtained simply by diminishing the angle 
\p for each point by twice the angle $ given by Eq. (8). When this is 
done, the curve is no longer a p'»icct circle but has the shape indicated 
in Fig. 16*7c. The behavior ot the admittance can be estimated by 
comparing Fig. 16*7c with the Smith chart shown in Fig. 16*7d. Since 
the curve now passes completely through the region where the admittance 
varies rapidly with the angle it can be inferred that the admittance 
of the system will contain violent fluctuations. These fluctuations occur 
for b’s in the neighborhood of the (5"ys given by Eq. (9d) and, of course, 
are directly related to the infinities in the susceptance function illustrated 
in Fig. 16-3, becoming identical with them when R = 0. 

The violence of the fluctuations becomes less as R is made larger 
(assuming always that the value of R is smaller than the characteristic 
impedance of the transmission line), as is evident from the nature of 
the Smith diagram. 

The admittance curve for the complete system is obtained by adding 
to the admittance just discussed the term y\ of Eq. (7), which is the 
admittance of the magnetron proper. Whether or not the final admit¬ 
tance curve will contain loops depends upon the values of both Qei and R; 
the relations are exactly the same as those discussed in connection with 
the mismatched transmission line in Chap. 7. A numerical example 
of the way in which the presence or absence of loops is influenced by the 
value of R is contained in Fig. 16*8a, 6, and c computed with Qei = 20, 
Qe2 = 3ir/2, Qez = 100; the external load is assumed to be coupled directly 
to the magnetron so as to load the magnetron, unstabilized, to a Ql 
of 100. 

So far, only cases where the resonance frequencies of the magnetron, 
transmission line, and auxiliary cavity are exactly equal have been 
discussed. An increase in vi, the resonance frequency of the magnetron, 
results simply in a downward displacement of the curve and vice versa. 
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The shape of the curve is determined entirely by the ratio vz/v2; thus the 
curve becomes unsymmetrical when the cavity is tuned or when the 
transmission line is constructed with an incorrect length. These effects 
are perhaps more easily deduced directly from figures such as Fig. 16*7c 
and d than from a verbal explanation. Concrete examples of the changes 
in the curve caused by tuning the cavity are given in Fig. 16*86, d, and c, 

r=0.2 r = 0.5 r = 0.71 

id) (e) if) 
Fig. 16*8.—(af6,c) Admittance curves of stabilized magnetron as affected by i2; (b,d,e) as 

affected by tuning the cavity; (J) unstabilized magnetron. 

where $3 = (*>3 — vi)/vi. The point of each curve marked by a circle 
represents the condition d = 63. 

In designing a stabilizer, it is advantageous to make v2 and v2 equal 
to the normal transmitting frequency of the magnetron rather than equal 
to its “cold resonance” frequency v\\ in that way the YL(v) curve for 
the system is made roughly symmetrical about the operating curve. 

The general problem of selection among the modes that results from 
coupling a second resonant system to that of the magnetron proper is 
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discussed in Chap. 7. Unfortunately, there seems to be no straight¬ 
forward rule that applies to the present case, although one result is 
certain, namely, that the extraneous modes will not be excited if there does 
not exist a corresponding intersection between the YL(v) curve and the 
operating curve of the magnetron. Thus, from the standpoint of mode 
selection, a Yl(v) like that of Fig. 16-8c is desirable, for with such a 
curve, a second intersection is possible only if the operating curve has 
an abnormally great slope. 

On the other hand, from the standpoint of other properties of the 
system, it is desirable to make R as small as possible. For the case 
represented by Fig. 10*8a through e the circuit efficiency is inversely 
proportional to (?l. If losses in the cavity are taken into account, and 
also if the load is connected across the terminals a-c of Fig. 16*6, the 
circuit efficiency is given by a more complicated expression but the behav¬ 
ior is qualitatively the same. Figure 16-8a, 6, and c illustrates that 
when R is large, the circuit efficiency falls off more rapidly with departures 
from normal conditions. It can^’so be judged from a comparison of the 
figures that the range of conditions—load, temperature, current, etc.— 
in which the stabilization is fully effective is reduced materially by values 
of R great enough to suppress the loops completely. 

If these latter considerations are vital, it becomes worth while to 
find out whether or not loops in the YL curve can be tolerated, and this 
question will have to be settled by cut-and-try methods; otherwise the 
safe thing to do is to make R largo enough to suppress the loops. It can 
be shown that the required value, normalized, is given approximately 
by the expression 

(This expression holds more exactly when the useful load is coupled 
directly to the magnetron and when the losses in the auxiliary cavity 
are negligible.) The presence or absence of loops can be checked by 
computing the curve or by making cold-test measurements. If the 
magnetron has a second output lead, the Q-curve observed looking into 
this lead will reproduce the Yu curve of the system. 

Perhaps it should not be surprising that the practical problem of mode 
selection should involve a good deal of empiricism. The argument given 
in Chap. 7 indicates that the true normal modes of the system—espe¬ 
cially when the electronic admittance is taken into account—have a 
somewhat complicated relation to the Y(v) curve. (It would be some¬ 
what of a chore to investigate the normal modes in the present case, for 
the presence of three modes entails a cubic equation. Furthermore, in a 
quantitative treatment the electronic susceptance would have to be taken 
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into account, since changes in the susceptance alone can determine 
whether a particular normal mode is positively or negatively damped.) 
It seems likely that the pulse shape may have some influence, but it 
has not been studied enough in connection with stabilized magnetrons to 
warrant any conclusions. 

In the case of pulsed magnetrons, it is important to inquire whether 
or not stabilization will greatly increase the tendency of the magnetron 
to misfire. It is indicated in Chap. 8 that misfiring results from too 
slow a buildup of oscillations, relative to the rate of increase of the applied 
voltage. In so far as stabilization increases the effective capacity of the 

resonant system, it, perhaps might be 
expected that the rate of buildup should 
be proportional to 1/S and that a high 
degree of stabilization would increase the 
tendency toward misfiring unless the rate 
of rise of the applied voltage were reduced 
by the factor 1/S. That this is not 
necessarily true is proved by the results of 
some experiments which were concerned1 
with the problem of producing very high 
electric fields within a resonant cavity by 
exciting it with a pulsed magnetron. The 

method of coupling employed can be represented by the equivalent circuit 
of Fig. 16*6 with roughly the following constants: 

Fia. 16*9.—Buildup of oscilla¬ 
tions in a 10-cm magnetron-stabi¬ 
lizer system. S « 60. 

Qbi — 100, Qb2 == 20, Qe2 888 16,000, -- — Qvz/Qbz — 1, 
9 3 

2 
r 3* 

The system can be considered to be a magnetron stabilized by a factor 
S of about 60. The terms involving G3 are not negligible in this case, 
and the stabilization factor is given approximately by 

q 1 j_I Qjn 
^ (1 + rgt)*QMi' 

The modulator employed to drive the magnetron was of the high- 
impedance type, and no particular effort was made to reduce the rate-of- 
rise of its output voltage; thus, according to the argument given in the 
preceding paragraph, conditions were favorable for the magnetron to 
misfire. Nevertheless, no abnormally great tendency of this sort was 
observed. Observations were made which, in terms of Fig. 16*6, were 
equivalent to measuring the a-c voltage at terminals AA and at terminals 

1 J. Halpern, A. E. Whitford, and E. Everhart; Research Group of Electronics, 
Massachusetts Institute of Technology, private communication. 
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ab. The types of r-f pulses observed are indicated schematically in Fig. 
16-9. Evidently oscillations build up within the magnetron itself at 
something like the normal rate, while the amplitude builds up within the 
cavity at a rate that is roughly consistent with its Q.. That this can 
happen is due essentially to the buffering action of the resistance R. (The 
fallacy in the argument that introduced this discussion lies in not con¬ 
sidering the properties of the system throughout a range of frequencies 
great enough to encompass the bandwidth of the transient.) 

16*6. The Design of Stabilizing Circuits.—Primary emphasis will be 
given to systems that use a transmission line to couple the auxiliary cavity 
to the magnetron because the construction of built-in stabilizers for large 
stabilization factors has not progressed beyond the experimental stage. 
The coupling of the transmission line to the magnetron is treated else¬ 
where in this volume and will be taken for granted here. The problem 
then is reduced to approximating as closely as possible the equivalent 
circuit of Fig. 16*6 and becomes largely an exercise in microwave plumb¬ 
ing. It is feasible here merely \ indicate some of the structures that 
have been found to be practicable. 

An iris has usually been used to couple the transmission line to the 
cavity. The coupling results from the interaction of magnetic fields 
across the iris; and since fairly tight coupling is required, the iris is cut 
into a region of the cavity where the magnetic field is large. The cutaway 
in Fig 1614 illustrates this type of coupling to a coaxial line. A cavity 
similarly coupled to the broad side of a rectangular waveguide has 
similar electrical properties: The cavity acts as a parallel-resonant circuit 
in series with one side of the transmission line at the location of the iris. 

A complete system, employing coaxial line, is illustrated schematically 
in Fig. 16T0a. If the useful load is to be coupled directly to the mag¬ 
netron, the T-junction is omitted. Except for the half-wavelength of 
transmission line between the T-junction and the cavity and for the 
imperfections of the X/4 transformers—neither of which are actually 
of great importance—this arrangement is a good realization of the 
required circuit. A complete system employing rectangular guide is 
illustrated schematically in Fig. 16T06. Because of the fact that an 
#-plane junction is used, the distances of cavity to junction and of 
junction to magnetron differ by a quarter wavelength from the coaxial 
cases; if an 12-plane junction is used, these distances are the same as for 
the coaxial case. 

It must be emphasized that in the large-scale application of stabilizing 
cavities a most important consideration is the control of the electrical 
distance between the magnetron and the stabilizing cavity. This 
distance appears as a length l in the equivalent circuits and the equations. 
Actually it has to be measured from the reference plane T introduced 
in Fig. 7-5; this plane has no simple relation to the mechanical features 



640 * STABILIZATION OF FREQUENCY [Sec. 16*5 

of the magnetron, but it can be determined by cold-impedance measure¬ 
ments. The location of the plane of reference varies from one magnetron 
to another because of inequalities in the construction and installation 
of the output leads. The permissible tolerance in the placement of the 
stabilizing cavity is of the order of 0.01X—very much less than the 

(effective) (6) 
Fig. 16-10.—(a) Complete stabilizing system employing coaxial line; (6) complete 

stabilizing system employing rectangular guide. 

uncertainty in the plane of reference for practically all commercial 
magnetrons. 

In the case of the 2J59 magnetron (Fig. 16*11) the difficulty is solved 
by controlling the output lead of the magnetron—the manufacturer 
tests the leads in advance and uses only those which have the proper 
“electrical length.” In the stabilizer designed for the 2J48 magnetron1*2 

1W. M. Preston and J. B. Platt, RL Group Report No. 473. 
* W. M. Preston, RL Group—5/31/44 Report No. 71, May 31, 1944. 
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(Fig. 16-12) the distance is made adjustable by incorporating a sliding 
T-junction into the stabilizer. In the 2J41 magnetron (Fig. 16-13)1 
a tuning screw is placed in the transmission line in such a way as to allow 

Fig. 16*11.—Type 2J59 magnetron and stabilizing cavity. 

Fig. 16-12.—Type 2J48 magnetron with stabilizing cavity. 

some degree of correction; in this case the magnetron and stabilizer are 
permanently assembled and adjusted at the factory. 

Electrical breakdown within the cavity is a second important con¬ 
sideration. By using the rule that the external Q of a system is equal to 

1 M. A. Herlin, Group Report 52—6/10/45. 
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[2tv (energy stored)]/power, one can derive for a rectangular cavity the 

relation 

Q\P __ T€qC 

EH “ ~2 
(MKS units), 

where E is the electric field and v the volume of the cavity. Expressed 
in the units X cm, E volts/cm, v cm3, P watts, the relation is 

Q\P 
EH - 2.1 X 10-3. 

The relation will give the order of magnitude of the volume required in 
cavities of other simple shapes. The above relation yields, for the condi- 

POLYIRON SUSEPTANCE 
BALANCING PLUG 

Fig. 16*13.—Type 2J41 stabilized magnetron. 

tions Q = 600, E = 30,000, X = 10, P = 50,000, a required volume of 
132 cm1, and experience shows that this is too small by a factor of about 
4. Of course, care must be taken with the tuning mechanism; pr because 
of localized intense fields, it will greatly reduce the power-handling 
capability of the system. 

Ordinarily a stabilizer must be designed for a given tuning range and 
degree of stabilization. The tuning range throughout which the effi¬ 
ciency and stabilization will not fall below something like 75 per cent 
of their maximum values will amount to about one-third of the value of 



Sec. 16*5) THE DESIGN OF STABILIZING CIRCUITS 

h" given by Eq. (9d); that is, 

643 

Tuning range « 8)“h 
or 

Tuning range « if(5 - IJQjtiQm]"5*. 

(To compute the tuning range accurately, one would have to take into 
account many of the details of the circuit.) Generally it will be found 
that the tuning range is all too small, and one will make QK2 as small as 
is practicable by shortening the transmission line, but this possibility is 
soon exhausted. To increase the tuning range further, Qki must be made 
smaller; that is, the magnetron must be more tightly coupled to the 
transmission line. This will require a special magnetron with an abnor¬ 
mally large pulling figure. 

When a special magnetron is required, it would seem sensible to have 
one constructed with two output leads—one normally coupled lead for 
the useful load and one tightly <$> .pied lead for the stabilizer. In that 
way the T-junction can be eliminated and the line made shorter. The 
plumbing problem is considerably simplified also, and the system is 
made generally neater. An experimental c-w magnetron stabilized 
in this way is shown in Fig. 1GT4; this combination was constructed by 
attaching a stabilizer to the “tuning lead” of the magnetron illustrated 
in Fig. 14T2. With pulsed magnetrons, however, one has to consider 
the circumstance that the voltages developed in the transmission line 
will increase with the coupling. 

•When the stabilized magnetron is required to run at a preassigned 
frequency, the stabilizer can be used with a fixed-tuned magnetron 
provided the combination has a great enough tuning range to compensate 
for the scatter that is unavoidable in manufacture as well as for aging 
effects in the magnetron and for the fluctuations in operating conditions. 
A higher degree of stabilization is feasible, however, if the magnetron 
itself is tunable, so that tuning range of the stabilized combination can 
be sacrificed in the interest of a higher stabilization factor. By taking 
advantage of this possibility, it has been possible to attain a stabilization 
factor of about 10 in the combinations shown in Figs. 16T1 and 16-13; 
these magnetrons were designed for use in beacon transmitters and 
therefore must operate at an assigned frequency. 

Built-in Stabilizers.—A moderate degree of stabilization has been 
built into two commercial magnetrons in order to improve the efficiency 
at the pulling figure required of them in their applications. The stabili¬ 
zation factor S is less than 3, so no damping resistor is required. The 
cavities are incorporated into the output leads of the magnetrons. 

When the auxiliary cavity is essentially tangent to the magnetron, 
so that the coupling can be effected by sinfply an iris, with no trans- 



644 STABILIZATION OF FREQUENCY [Sec. 16-5 

mission line, it is possible to secure very tight coupling and wide mode 
separations. Thus the essential requirements of a wide tuning range can 
be met. However, no entirely satisfactory way of introducing the 

plunger 

damping resistor has been discovered, so the potential benefits to be 
derived from the close coupling have not been realized in a tube with a 
high stabilization factor. Experimental tubes were constructed with a 
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circuit similar to that used in the tunable magnetrons described in 
Chap. 14, except that the constants of the system were chosen for high 
stabilization. An equivalent circuit that is closely related to the physical 
structure is that shown in Fig. 16-15a; this circuit has the same properties 
as that of Fig. 16-26 as far as the admittance at the terminals A is con¬ 
cerned. In the circuit of Fig. 16- 15a the damping resistor must be 

(a) 

Fia. 16*15.—(a) Equivalent circuit of cavity and magnetron coupled by an iris; (6) iris with 
damping resistor. 

shunted across the parallel-resonant circuit, which corresponds to the 
gap ip the iris. 

In the experimental magnetrons, the gap of the iris was loaded by 
connecting a coaxial line across it, as is illustrated by a sectional view in 
Fig. 16-156. The coaxial line passes through a vacuum seal as in a coaxial 
output lead, so the power-dissipating element can be placed outside 
the vacuum envelope. For the damping resistor to fulfill its function, 
it is, of course, necessary that it have the proper value and also that it 
be “broadband”; otherwise it will introduce extra resonances into the 
system. It appears that it is rather difficult to satisfy this condition. 





PART V 

PRACTICE 
It has been the experience of the Radiation Laboratory that one of 

the major tasks in producing a satisfactory magnetron design is the 

elimination of minor undesirable characteristics. Every new design 

involved the construction of a large number of good experimental tubes 

and a thorough testing of them. In the process, a large amount of 

practical knowledge was acquired and Chaps. 17 to 19 contain the part 

of this "know how” that will p> helpful to those confronted with the 

problem of constructing a workable magnetron. 

The construction of experimental magnetrons free of imperfections 

that would interfere with the interpretation of experimental data is a 

major problem, and those who are unfamiliar with this practice may find 

it difficult to understand the importance given to it here. The techniques 

and processes described in Chap. 17 have been chosen not only for their 

particular importance in the construction of magnetrons but for their 

broader applications as well. 

Rarely, if ever, does the first experimental model of a proposed 

magnetron meet all the requirements contemplated, and data must be 

taken on the first experimental tube to determine the modifications to 

be incorporated in the next attempt. Two kinds of data may be taken: 

the so-called "cold resonance” measurements, made on the anode block 

and output circuit of a nonoscillating tube, and the measurements on 

the operating magnetron. The first kind, which is discussed in the first 

part of Chap. 18, is useful in that it isolates the r-f circuit problems from 

the over-all operating characteristics obtained from the oscillating 

magnetron and thus facilitates the interpretation of all the data. The 

second part of Chap. 18 explains the technique of taking operating data 

and gives instructions for operating both pulsed and c-w magnetrons. 

Chapter 19, "Typical Magnetrons,” is a record of practical accom¬ 

plishments of the many laboratories that were involved in the develop¬ 

ment of microwave magnetrons. Essential dimensions and operating 

characteristics for representative magnetrons of proved design are given. 





CHAPTER 17 

CONSTRUCTION 

By J. R. Feldmniek 

Wartime research has greatly advanced the art of fabricating elec¬ 
tronic tubes that do not depend on glass envelopes for their vacuum. 
Most of this advance resulted from klystron and magnetron construction, 
in which it has been necessary to build high-Q resonant cavities into the 
vacuum chamber. In the case of the magnetron, the necessity for work¬ 
ing copper into intricate shapes to form se\eral parallel-resonant cavities 
about a cylindrical anode has f Milted in techniques that will be of use 
in the construction of a great number of other devices. In addition to 
recording these new techniques this chapter will give information by 
detail or reference on all steps of magnetron construction, so that an 
experimenter new to the field of microwave magnetrons will be able to 
build tubes. 

To those not already acquainted with tube making, a word of caution 
is in order. To construct § successful hermetically sealed electron tube 
is not easy. To build experimental tubes at the rate of only one per week 
requires the use of a laboratory having equipment readily available to 
perform every operation. The number of individual operations that 
go into the construction of a typical magnetron is surprisingly large, 
usually amounting to about 150. Most of these operations are on 
component parts that can be readily inspected and errors corrected, but 
there are about 25 operations of a very critical nature that will lead to a 
bad *tube unless great care is exercised and defects are detected early. 
Thus care, inspection, and cleanliness cannot be overemphasized. With 
these facts in mind and from the point of view of the experimenter rather 
than the manufacturer, the material of this chapter was selected. 

It should be emphasized also that this chapter will not be an exhaus¬ 
tive treatment of tube construction but in most cases will give examples 
of typical procedure that the experimenter will want to modify. It is 
hoped that the descriptions will suggest modifications appropriate to the 
special problems. 

17*1. Fabrication of Anode Blocks.—The anode block includes the 
resonant system and therefore not only must be a collector capable of 
power dissipation but must have a high unloaded Q; thus a material 
of high conductivity is required. Copper has been used for the block 

649 
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material for all present microwave magnetrons (although some effort 
has gone into the development of tantalum and tungsten blocks to 
reduce the change in magnetron frequency with temperature at some 
sacrifice of unloaded Q). With the exception of the technique used by 
RCA in making the 2J41 (see Chap. 19), the copper is also used to form 
the vacuum seal. To satisfy these requirements of high-Q and good 
vacuum qualities, OFHC (oxygen-free high conductivity) copper has 
generally been used. Selenium copper has also been successfully 
employed here and in England. The advantage of selenium copper over 
OFHC lies in its superior machining qualities, but the reliability of its 
vacuum qualities has been questioned. 

The methods of fabrication that have been used for magnetron blocks 

are summarized in Table 17-1 along with examples that are described in 
Chap. 19. 

Table 171.—Fabrication Methods for Anode Blocks 

Methods of fabrication Examples 
Machining.WE 725A 
Lamination. . . Haytheon 2J30-34 
Jig assembly.2J42, RL HP10V 
Robbing.3.J31 
Vacuum casting.Machlett HP10V 
Sintering. Special BM50 anodes 

Machining.—For making experimental blocks in the 10- and 3-cm 
wavelength bands, the precision boring, slotting, broaching, milling, 
or turning of copper is quite successful;1 and although difficult, tubes at 
the 1.25-cm band have been made by precision machining methods. 
For making a few experimental tubes, there is little choice between 
this method and jig assembly, a process of fabrication that will be 
described in detail. 

Lamination.—The lamination method consists of punching disks 
from thin sheets of copper, stacking them with alternate pieces of solder 
foil similarly punched, and passing the assembled stack through a brazing 
furnace to form an anode block. The method has been used successfully 
for 10-cm magnetrons, but the mechanical irregularities existing among 
the brazed laminated parts become serious at shorter wavelengths. This 
method is suitable for large-scale production. 

Jig Assembly.—The jig assembly method employs precision brazing 
to form blocks by holding component anode-block parts in’a fixture 
that can be removed after the parts are joined. It has proved to be one 
of the most effective methods of block fabrication and accordingly 
will be described here in detail by following the procedure used in con- 

1 E. Oberg and F. D. Jones, Machinist’s Handbook, Industrial Press, New York, 
1945. 
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Fig 17*1.—Vane-punching tools 

structing a specific anode block, namely, the 2J42, a 3-cm pulsed mag¬ 
netron (see Chap 19) - —~ r 

The first step in the construe- 1 
turn of the 2J42 block is the 
preparation of the vane and strap¬ 
ping-ring stock, accomplished by 
rolling OFHC copper strips to a 
thickness of 0.020 ± 0.0005 in. 
From this material the block 
vanes and rings are punched with 
the aid of the tools1 shown in Figs. 
17T ’to 17*4. The cutting tools 
are made from Halcomb’s Ketos2 
tool steel hardened to a Rockwell 
C of about 63 and supported in ^ 
cold-rolled steel holders. In - «. * 

k 4 
machining the vane punch shown Fl° 17 2 -As8embl> of vane.puneh.ng tools 

in Figs. 17-1 and 17-2, the strap grooves are milled to size, but the outside 
surfaces of the tool are left 1 or 2 mils oversize to permit grinding to 

1 For detailed information see F. A. Stanley, Punches and Dies, McGraw-Hill, 
New York, 1943, C W Hinman, Die Engineering Layouts and Formulas, McGraw- 
Hill, New York, 1943. 

s Obtainable from Halcomb Steel Division, Crucible Steel Co. of America, Syra¬ 
cuse, N.Y. 
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size after the hardening heat treatment. By so doing, some dimensional 
distortions can be eliminated which are unavoidably introduced during 
the hardening process. The vane die is milled in two halves; and after 
hardening, the halves are mounted together in the cold-rolled steel 
support to form the completed die. To prevent severe rounding of the 

Fio 17 3 —Ring-punching tools. 

corners of the punched parts, it may be necessary to use a pressure pad. 
This is a tool similar to the punch mounted on rubber or springs beneath 
the die, so that the copper is always pushed against some backing. In 
the case of the die in Figs. 17-1 and 17*2 the depth of the die tool is great 
enough to store several vanes which act as a pressure pad. For larger 
vanes a pressure pad would probably be necessary. The tools for 

punching the rings are shown in 
Figs. 17-3 and 17*4 A pressure 
pad is necessary in this case. The 
small pipe on the stock guide is 
for admitting compressed air to 
eject the finished rings. 

A copper shell (Fig. 17'5) is 
needed to form the complete anode 
block; the one shown was turned 
from round copper stock. The 
part of the shell that is to be 
joined to the vanes is reamed to 
within 0.0005 in. of the specified 
dimension. All block parts are 

deburred to obtain proper fitting in the jig, and this can be done by using 
a scraping tool on individual pieces; or if one has a very large number of 
parts, they can be successfully deburred by rolling them in a bottle on a 
ball mill. 

The jig for assembling these component parts is made from low-sulfur 
content stainless steel designated by Industrial No. 18-8 and Type No. 
302, 304, or 308, which, when oxidized, will not be wet by the brazing 

Fig. 17*4.—Assembly of ring-punching tools. 
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material. Because the jig must hold in intimate contact the component 
parts to be soldered, they must be machined to a high degree of accuracy. 
For a block the size of the 2J42, the tolerance situation is eased somewhat 
by the fact that the small copper parts can be squeezed into contact 
without a disturbing amount of distortion. A complication arises from 
the fact that stainless steel “grows” slightly upon initial heating. 
As a result, the practice has been to machine the parts to very close 

Fig. 17 5.—2J42 anode-block partis, assembly jig, and finished anode block. 

tolerances and then make trial-and-error corrections in the jig by observ¬ 
ing its brazing accuracy. 

The anode block parts are assembled in the following manner: 

1. The stripping ring is placed on the jig body. 
2. The rings with “strap breaks” are placed in grooves in the jig 

body (not shown in Fig. 17-5). This lower set of rings has strap 
breaks that are brought to their proper places by pins in the strap 

grooves. 
3. The center pin is placed in the jig body. 
4. The vanes are assembled into the jig slots and into the lower rings. 
5. The guide ring is slipped over the vanes to force them against the 

center pin. 
6. The top rings are placed in the vane grooves. 
7. The shell is pushed over the assembled vanes, forcing the guide 

ring down and out of the way. 
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8. The vane holder is dropped over the center pin. 
9. The clamping nut is placed on the center pin and screwed into 

place, thus holding the assembled structure together ready for 
brazing (see Sec. 17*3). 

After brazing the anode block is removed by 

1. Removing the clamping nut and vane holder. 
2. Forcing the block off the jig by putting a stripper through holes 

in the bottom of the jig body and pushing against the stripping 
ring. 

It is necessary to keep the center pin smooth and free from the slightest 
burr so that the vanes are not distorted while being removed from the 

jig- 
Some 2J42 blocks have been made with a modified jig that is simpler 

in some respects. The simplification is introduced by broaching slots 
(0.020 in. deep) into the anode shell; these slots are used to hold and 
position the vanes during brazing, thus removing the necessity for the 
accuracy in holding and positioning the vanes that must otherwise be 
built into the jig. This broaching operation saves considerable time 
when done with a tool that broaches all 12 slots simultaneously. 

For 3-cm wavelength tubes in which the vanes are about 0.020 in. 
thick, punching is quite satisfactory. For greater thickness, as for 10-cm 
wavelength tubes, punching may not be practical, but one can mill the 
vanes from stock material. The HP10V magnetron (see Chap. 19) 
is made by this method. 

With OFHC copper, a ratio of vane thickness to length of 0.08 
approximates a lower limit for jig-assembled tubes. With the mechani¬ 
cally stronger metal, Chase alloy No. 58, thinner vanes can be assembled, 
reaching a corresponding ratio of about 0.05. At room temperature 
the electrical conductivity of Chase alloy No. 58 is about half that of 
OFHC copper. At 200°C, however, the conductivities are equal; 
and hence if the vanes are At this temperature during operation, the 
unloaded Q will be unaffected by the use of this alloy. 

In the cases where it is necessary to taper the ends of the vanes, as 
in the BM50 and 2J41 (see Chap. 19), the jig assembly method has a 
distinct advantage over other methods of construction. 

Hobbing.—Hobbing is the process of driving a hardened tool (the 
hob) into a block of metal to produce a desired configuration. In 
magnetron construction the hob can be so formed that upon the removal 
of the tool one has a completed copper anode block, except for facing 
off the ends and for the straps, if they are included in the design. The 
hobbing method is particularly useful in the construction of small anode 
blocks and especially advantageous in designs without strapping, like 
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rising-sun blocks. Robbing is also adaptable to making other tube parts 
that have inside shapes which cannot be readily machined, such as 
the tapered sections of waveguide outputs. 

Figure 17*6 shows a typical set of hobbing tools. The hob, bottom 
plate, driver, shell, and removal tool are all made of tool steel hardened 
to a Rockwell C of 58 to 60. Among the Carpenter matched tool steels,1 
Hampden oil-hardened steel has proved satisfactory. The shell shown 
in Fig. 17*6 is 8-in. OD. It is made in two parts in order to ease the 
hardening problem associated with pieces of such large volume and to 

Tig 17*6.—Hobbing tools. 

give radial strength to the tool For smaller tools the outer cold-rolled 
steel shell is not necessary. 

The hobbing process is performed in the following manner: 

1. The bottom plate is placed in the shell. 
2. A copper cylinder is placed in the shell and rests on the bottom 

plate. 
3. The hob is placed in the driver. 
F. The combined hob and driver are inverted from the position shown 

in Fig. 17*6 and are placed in the shell, the hob resting on the 
copper cylinder. 

5. The parts thus assembled are placed in a press between hardened 
steel plates, and the hob driven into the copper cylinder. 

A press made by the Watson-Stillman Company of Roselle, N.J., can 
deliver a force up to 100 tons and has been satisfactory for this job. The 
best speed for hobbing has not been studied thoroughly. At the 
Columbia University Radiation Laboratory, the practice has been to 
hob by a slow, even succession of thrusts. It is a common practice to 
use castor oil as a lubricant to help reduce the forces required. Aquadag 

1 Frank R. Palmer, Tool Steel Simplified, Carpenter Steel Co., Reading, Pa. 1937; 
Carpenter Matched Tool Steel Manual, Carpenter Steel Co., Reading, Pa., 1944. 
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would probably be effective, but it has been found difficult to cover all 
portions of an anode-block hob with it. The hobbing force on large 
blocks can be reduced considerably by boring a hole through the center 
of the steel bottom plate, thus providing space for the displaced copper. 
The hole should be about 0.010 in. smaller in diameter than the anode- 
block diameter to prevent the thin copper vanes from dragging down. 
Chromium plating the hobs will further reduce the force necessary 
for driving the tool into the copper, but this technique is not applicable 
to anode-block hobs, as it is difficult to get the plate to cover the intri¬ 
cately shaped tool evenly. Waveguide hobs, however, are usually 
chromium plated. Considerable saving in hobbing force can be had if 
the copper slug is held at an elevated temperature; this process, called 
“hot hobbing,” keeps the copper annealed throughout the hobbing 
operation. There does not seem to be much advantage in merely 
annealing the copper previous to the hobbing thrust, probably because 
the copper work hardens with but small penetration of the hob. The 
best temperature for hot hobbing has not been thoroughly investigated, 
but it probably is close to 550°C. This temperature is a balance between 
softening of the cylinder copper and softening of the hob-tool steel. 
At these temperatures Hampden steel will not stand up, so it is necessary 

Table 17-2.—Anode-block Hobbing Data 

No. of 
vanes 

Anode 
diameter, 

in. 
ds * in. de,* in. 

Thickness 
of Cu fin, 

in. 

Depth of 
hobbing, 

in. 

Total 
force 

required, 
lb 

18 0.413 0.752 0.984 0.0430 0.800 120 X 10-* 
18 0.312 0.0170 0.530 37 
18 0.162 0.291 0.410 0.0150 0.375 39 
18 0.148 0.286 0.0100 0.250 20 
18 0.093 0.168 0.227 0.0100 0.187 8 

26 0.210 0.327 0.478 0.0135 0.375 30 
26 0.158 0.256 0.396 0.0100 0.275 27 
26 0.137 0.340 010090 0.275 27 
26 0.138 0.274 0.0080 3 

38 0.337 0.645 0.0170 0.625 35 
38 0.339 0.479 0.726 0.0140 0.450 * 15 

38 0.097 0.122 0.0040 0.125 4 
38 0.093 0.133 0.145 0.0040 0.125 2 

50 0.140 0.162 0.222 4 

* See Chap. 19. 
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to use a steel like Carpenter's Star Zenith,1 hardened to a Rockwell C 
of about 59. In making this change one must tolerate hardening 
distortion in the hob. For hot hobbing, the temperature of the hobbing 
assembly can be conveniently controlled by r-f induction heating. 
It has been found that finer structures can be formed successfully if hot 
hobbing is employed. 

The many conflicting factors make it extremely difficult to calculate 
the force necessary for hobbing. For this reason Tables 17*2 and 17*3 
are given2 to convey an idea of the magnitude of the required forces. 
In Table 17*2, the 18-vane blocks, the first three 26-vane blocks, and 
the first 38-vane block were cold hobbed. All others were hot hobbed, 
and the decrease in total force required to hob these blocks is apparent. 

Table 17-3.—Waveguide-output Hobbing Data 

Width of Height of | Depth of Total force 
waveguide, in. j waveguide^ i» j hobbing, in. required, lb 

1.125 0 500 i 1 155 X 10* 
0.900 | | 0 400 21 100 
0.420 1 0.170 n 24 
0.112 ! 

1 
0.050 A 4 

The first and second 38-vanc blocks indicate a lower limit on cold hobbing, 
because the second 38-vane block could not be successfully cold hobbed. 
The difference in hobbing force between the third and fourth 38-vane 
blocks is attributed to the quality of the surface on the hob. The fourth 
38-vane block was made with a hob having a smoother surface, since 
this hob was made by grinding a hardened piece of steel rather than by 
milling and then hardening. (See later discussion on making the hob.) 

After the hob has been driven into the copper cylinder, the copper is 
separated from the hobbing tools. To do this, the removal tool shown in 
Fig. 17*6 is placed under the shell. The press is used to drive the copper 
and hob through the shell until it drops into the central space of the 
removal tool. If a hole has been made in the bottom plate to reduce the 
required hobbing force, it will be necessary to drill out the copper pushed 
into this hole in order to separate the bottom plate from the copper slug. 
The combined copper and hob are now free from the hobbing tools and 

ready for separation. 
The copper and hob are separated by the use of the stripping tools 

shown in Fig. 17*7, arranged as in Fig. 17*8. By placing this arrange¬ 
ment in the press and pushing on the cylinder Z), the hob is pulled out 
of the copper by a force that is always parallel to the force originally 

'Ibid. 
* Data from S. Sonkin, Columbia University Radiation Laboratory, New York. 
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used to drive the hob. In stripping, the most important precaution 
is to use care in making the initial contact of the press-driving piston 
with the stripping cylinder D, as too sudden contact may break the hob 
off in the copper 

U) (B) (() (D) 

I il, 17 7 — S tupping tools 

After the copper slug has been stripped from the hob, it is slipped 
on a mandrel which makes a tight fit in the block hole, and the lowei 
end of the slug is turned off to within a few mils of the farthest penetration 

of the hob, and the anode-block 01) 
Copper furnec[ f0 size The block is then re¬ 

moved from the mandrel and placed in a 
Mnh 

wheel chuck, and the remainder of the 
cutting is done to arrive at the desired 

D block height. During these machining 
operations, if the vanes are too thin to 

B support the slug on the mandrel or to 
resist bending during cutting, a filler must 

"N \ Vs \ be used that can be leached out after the 
V \ machining is finished. Lucite is satis- 

y factory for this purpose. It can be put 
Fig. 17*8.—Assembly of stripping in the copper slug in powdered form and 

toolss solidified under slight pressure at 150°C. 
It can then be leached out with chloroform and leaves no harmful 
residue. 

The hob itself is the most critical of the hobbing tools, and additional 
information on its construction will be helpful. Figure 17*9 shows the 
stages of construction of a milled hob used in making 3J31 anode blocks. 
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Part A is turned from Halcomb’s Ketos steel. The end of the cylinder 
to be slotted is left a few mils oversize, so that it can be ground to size 
after hardening to remove some of the distortion introduced by the 
hardening process. The threaded portion is for use in the stripping 
process. The threaded end must be faced off perpendicular to the 
cylinder axis because the hob is driven by pushing against this surface. 
Part B shows the hob after milling and hardening. “Climb milling” 

Flo 

(a) (b) (c) 

0 in. 2 3 
-1--- -  ——■» 

17*9—Stages in the construction of an anode-block hob. (Courtesy of Columbia 
University Radiation Laboiatory.) 

in which the cutting part of the milling saw moves in the same direction 
as the table is used. Table 17-41 is given as a guide to the proper 
cutting speed. 

Table 17*4.—Milling Speeds 

Slot width, 
in. 

Cutter diameter, 
in. 

Cutter speed, 
rpm 

Feed speed, 
in./min 

0 004-0 006 1.75 250 0.020 
0 013-0 016 1.75 220 0.070 
0 035-0 040 3 00 175 0.060 

For the small slot widths, it has often been necessary to improve 
the concentricity of milling saws over the accuracy supplied by the 
manufacturer by regrinding and resharpening the saws. After these 
milling operations are performed, the hob is hardened to a Rockwell C 

1 Data from S. Sonkin. 
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of about 58, After the hob is hardened, the centering pin is ground off 
and the hob OD is ground to the proper size. Other surfaces of the hob 
may be polished to help reduce the required hobbing force. For tube 
vanes under 0.012 in. thick, polished surfaces are particularly important 
to avoid dragging down the copper vanes during hobbing. The finished 
hob is labeled C. 

A set of anode-block hobs and some corresponding blocks are shown 
in Fig. 17*10. Note how the vanes of the third and fourth largest blocks 

Fig. 17-10.—Set of anode-block hobs and anode blocks (Courtesy of Columbia University 
Radiation Laboratory) 

have dragged down as compared with the largest block. The dragging 
in these blocks is a result of annealing the copper before hobbing (as 
previously stated, the advantage of annealing before hobbing is ques¬ 
tionable). No dragging is evident in the Second largest block, because 
it has been faced off after hobbing. 

Figure 17T1 is given to show hobs used for making waveguide 
outputs for 3- and 1.25-cm wavelength bands. The chamfers improve 
the breakdown strength of the outputs. The rectangular block on the 
3-cm-wavelength chamfer cutter guides the cutter with respect to the 
rectangular cavity. The relative advantages of blunt hobs as compared 



fctaid output ctjok^ cutter Chamfer cutter 

Iio* 1711—Waveguide-output parts and associated tools {( ouittsy of Columbia Uni¬ 
versity Radiation Laboratory) 

hardened tool, because a solid cylinder is hardened rather than an 
intricately shaped tool like an anode block; and smoother surfaces and 
therefore less hobbing force. (Note the third and fourth 38-vane blocks 
listed in Table 17*2; the fourth was hobbed with a ground tool.) 

Vacuum Casting,—Vacuum casting is performed by melting copper 
m a vacuum chamber and allowing it to flow into a carbon mold that 
forms the anode block. 

Vacuum casting is adaptable to the larger tubes, such as the HP10V 
(see Chap. 19), but has no great advantage over the jig-assembly method 
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unless it is desired to have some irregular external shell shape that cannot 
be conveniently machined. The fact that some precision parts of the 
carbon mold for vacuum casting must be duplicated for each block 
represents a disadvantage compared with jig-assembly or lamination 
methods. 

Sintering.—Sintering employs the technique1 of pressing finely 
powdered metal into the desired shape and then heating this compress 
at a temperature great enough to cause bonding of the powder. 

Sintered copper blocks are useful for small tubes that are difficult 
to machine, but the method has not been fully tested. For blocks of 
nonmachinable metals, such as tantalum or tungsten, the method holds 
promise. Sintering has been employed successfully in making other 
irregularly shaped objects, such as waveguide-output parts. 

Combination of Methods.—The different methods or fabrication 
listed in Table 17T have been applied to cases that essentially exemplify 
one method. The fabrication of some anod^ blocks, however, might 
best be done by a combination of these methods. For example, the 
combination of sintering and jig assembly seems to be the most promising 
for making blocks out of nonmachinable metals, such as tungsten (th ' 
advantage of a tungsten block is that it would be less frequency-sensitive 
to temperature). The vanes, shell, and straps might be sintered from 
powdered tungsten, and then these component parts brazed together 
by the jig-assembly method. 

17*2. Brazing and Soldering.—Brazing was one of several new metal¬ 
working techniques developed to meet requirements associated with 
magnetron construction. In large measure these techniques are dis¬ 
tinctly different from those emphasized in standard references.2 This 
aspect of brazing may be classified as high-vacuum precision brazing. 
The first differentiation from usual brazing is the shift in emphasis from 
sheer strength to vacuum perfection. A good vacuum requires a solder 
of low vapor pressure that will alloy with the base metal to give a reliable 
seal. In the case of purely mechanical joints, the low vapor pressure 
requirement usually still exists, because most joints are exposed to the 
tube interior; and although it is best to have alloying between the solder 
and base metal, sufficient mechanical strength can often be obtained 
without alloying. In order to accomplish a precision braze it is necessary 
to localize the flow of solder into well-defined boundaries. Electroplating 
fixed amounts of solder at the desired places provides a means of limiting 
the solder flow and gives fairly sharp boundaries. Another method is 
to use a solder “stop-off” over which the solder will not flow. Chromium 

1 John Wulff, ed., Powder Metallurgy, American Society for Metals, Cleveland, 
Ohio, 1942. 

1 Welding Handbook, American Welding Society, New York, 1942, 
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plate or carbon film serves as useful stop-offs. In either case, liquid 
or paste fluxes must be avoided in precision brazing, and this has, in 
general, required the use of hydrogen atmospheres for brazing. 

Preparation of Surfaces for Brazing.—Cleanliness is of great impor¬ 
tance. Parts must be thoroughly cleaned of oxide scale or film, either 
mechanically or by chemical means as outlined in Sec. 17-4. Immediately 
preceding the brazing operation all surfaces should be chemically 
degreased. 

The nature of one of the metal surfaces may be such as to inhibit 
good wetting action of the solder in spite of ideal cleanliness. This 
condition may be remedied by electroplating the surface with some metal 
that can be wetted by the solder. The deposited metal may serve other 
purposes, such as preventing or minimizing intergranular penetration 
of the solder into the base metal, and improving the fit between parts 
to be joined. 

Mechanical Preparation of Joints.—For solder that is applied by 
electroplating there must be intim&te contact between the parts. When 
solder wire or sheet is applied or placed within the joint, the fit is not so 
critical because the solder will provide filling for the gaps. If the part 
is set up to take advantage of gravity flow, the gap may be greater than 
if flow depends upon capillary action. 

Parts brazed in a hydrogen atmosphere are usually supported by 
oxidized stainless-steel fixtures, and provision for the relative expansion 
of the assembled parts must be made in order to avoid slippage or warping 
of the parts. 

Selection of Solder.—In choosing a particular solder or brazing alloy 
the following factors should be considered. The solder should have a 
melting point at least 100°C below that of the metals to be joined unless 
precise brazing-temperature control is maintained. In the case of those 
metals where excessive brittleness or phase changes occur at elevated 
temperatures it is necessary to reduce the soldering temperature further. 
Joints must not give way below 500°C if the tubes are to be subjected to 
“bake out” (see Sec. 17-7). 

If a low-melting eutectic results through the combination of solder 
and base metal, care must be exercised by temperature control or control 
of the amount of solder to avoid undue corroding around the joint. 
The vapor pressure of a solder exposed to the interior of the tube should 
be less than 10-6 mm Hg at 450°C and less than 10~7 mm Hg at room 
temperature. For this reason, solders containing lead, cadmium, or zinc 
should be used with caution. Metals having a high vapor pressure can 
be tolerated in alloys only when their partial pressures are considerably 
reduced because of compound formation or interstitial adsorption. 
Excess amounts of low-conductivity solder must be avoided at points of 
high current density in the case of high-P oscillators. The choice of 
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solder may be limited by the presence of 
previous joints, glass seals, or the cathode. 
By the use of heat shields in certain brazing 
methods, the solder need not necessarily be 
restricted to having a flow point less than 
the melting point of glass or the melting 
point of some other joint. If the brazing 
is done in a hydrogen atmosphere in the 
presence of glass, the glass itself may be 
damaged by the hydrogen, or the metal 
oxides involved in the glass-to-metal seals 
may be reduced and the seal rendered 
porous. The use of forming gas (80 per 
cent H2 and 20 per cent N) instead of 
hydrogen reduces troubles of this nature, 
but greater care must then be exercised to 
remove oxide films chemically from the 
surfaces to be joined. 

The properties of available solders and 
fluxes are summarized in Table 17-5.1 It 
is noted that in the flow-point range of 
630° to 1082°C there are 35 solders while in 
the range of 400° to 629°C there are none. 
Because tubes are generally baked at 450°C 
during processing, a solder that flows below 
this temperature is of little use in magnetron 
construction. However, the lack of a satis¬ 
factory solder in the flow range of 450° to 
550°C eliminates the possibility of brazing 
in a uniform temperature furnace in the 
presence of glassware. 

Methods of Heating Parts to Be Brazed.— 
The methods2 of heating parts to be brazed 
are listed in Table 17-6. 

Gas-torch heating has the disadvantage 
of being limited to open-air brazing and 
therefore requires some chemical flux. This 

1 Original compilation by R. O. McIntosh, 
Westinghouse Research Laboratories, East Pitts¬ 
burgh, Pa. 

* For general information on brazing methods, 
see Welding Handbook, American Welding Society, 
New York, 1942; J. Strong, Procedures in Experi¬ 
mental Physics, Prentice-Hall, New York, 1941. 
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Table 17-6.—Methods of Heating for Brazing 

Heating Method Atmosphere* 

Gas torch. Air 

Electrical resistance heating... Air, hydrogen bottle 

R-f induction. Air, hydrogen bottle; vacuum bottle 
Radiating filaments. Air, hydrogen bottle, hydrogen furnace 

* It is possible to substitute an inert gas atmosphere for hydrogen, but hydrogen is usually used in 
precision bracing. 

objection is not serious with tube parts, i.e., input and output parts, that 
can be chemically cleaned before being assembled into the tube. How¬ 
ever, if the method has been used extensively in the case of final brazing in 
the presence of glass, flux may creep into the tube and where it cannot be 
removed. Close-fitting parts tend to minimize this trouble. In torch 
heating, better temperature control can be had if the flames are not 
played directly on the tube but are played on copper blocks which 
serve both for support and for heat conduction. In order to avoid 
brazing the copper blocks to the tube, they are separated by thin disks 
of oxidized stainless steel. When using this method it is important to 
prevent oxidation of the tube interior. This is commonly done by 
passing C02 containing alcohol vapor through the tube during the 
brazing process. The mixture prevents oxidation by replacing the oxygen 
of the air, and in addition, the alcohol cleans away by chemical action 
with copper oxide any oxide films that may have been formed. If C02 
contains an excessive amount of water vapor and oxygen, it is neces¬ 
sary to pass the C02 through a desiccator and through hot copper wool. 

Electrical-resistance heating may be used in place of the gas torch 
with the advantage of improved temperature control. In addition this 
makes it possible to perform the operation in an inert or reducing atmos¬ 
phere. The tube may be mounted between carbon blocks supported 
by heavy copper leads and connected to the secondary winding of a 
welding transformer (capable of 5- to 10-kw output at approximately 
6 volts). Good electrical connections must be made throughout the 
secondary circuit so that essentially all of the power is dissipated in the 
carbon supports. In order to get uniform heating in the supports it is 
necessary to have the carbon under uniform pressure. By Variac control 
the temperature of the supports and therefore the tube can be closely 
controlled; and furthermore, the heating time can be much less than in 
the torch-brazing method. 

For speed and temperature control, the r-f heating method1 is superior 
to both torch and electric-resistance heating. The method is adaptable 
to open air, gaseous atmospheres, or vacuum. For heating over a small 
area it is often desirable to have only a single loop in the working coil, 

*G. H. Brown, C. N. Hoyler, and R. A.. Bierwirth, Theory and Application of 
Radio-Frequency Heating, Van Nostrand, New York, 1947. 
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in which case an appropriate matching transformer may be required 
between the output circuit of the r-f generator and the single loop. 
Because of the heat localization that is possible with a single-coil bom- 
barder, brazing can be done in a hydrogen bottle in the presence of glass 
and without special protection for glass even though it is close to the joint. 

For work demanding uniform temperature over a volume of as much 
as 300 cu in., a hydrogen-atmosphere furnace heated by radiating 
filaments is convenient. These 
furnaces are readily available on 
the market and are extremely use¬ 
ful in vacuum-tube construction 
because they provide a clean uni- 
form-temperature chamber for 
metal cleaning and annealing as 
well as brazing. 

For work that does nvt 
demand a uniform temperature 
chamber and especially for labora¬ 
tory work, the “hydrogen bottle” 
is very useful. A typical bottle 
arrangement is shown in Fig. 
17T2. Its advantages are sim¬ 
plicity, flexibility, and conveni¬ 
ence in watching the brazing 
process. Induction and electric- 
resistance heating can be adapted 
to the hydrogen bottle, instead of heating by tungsten or molybdenum 
filaments; the advantage of the substitution depends on the job at hand. 

The sequence of steps in operating a bottle is as follows. Adjust 
the work on a platform using jigs and clamps to hold the parts in place 
during the heating and subsequent cooling. 

Arrange the heating unit to supply heat to the desired parts, shielding 
other parts with nickel sheet. When radiating filaments are used, a 
shield should surround the assembly to prevent overheating the glass 
bottle. 

After lowering the bottle over the work, turn on the hydrogen. 
Sufficient time should be allowed before turning on the heat to be sure 
that the bottle is full of hydrogen. During brazing, allow the hydrogen 
to continue to flow at a safe rate to keep the bottle full, and collect the 
overflow by a ventilating hood. Hydrogen flowing out the bottom 
of the bottle can be observed as a cooling sensation on the hand. If 
the bottle is well filled and air pockets are avoided, an explosion can be 
caused only by circulating drafts at the bottom of the bottle; therefore, 
all air currents in the vicinity of the bottle should be avoided. In any 

Fig. 17-12.—Hydrogen-bottle arrangement. 
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event, an explosion caused by drafts is usually mild because the bottom 
of the bottle is open and the bottle is free to rise. 

Turn on the heat source (at least 5 kw of power are necessary), 
and watch the operation through the glass. After the solder has flowed, 
a little time should be allowed for adequate penetration of the melt. 

The work should be allowed to cool in the hydrogen atmosphere until 
its temperature is 350°C or below. 

17*3, Selected Brazing Problems.—The best method for making a 
particular braze will depend largely on the specific object, the conditions 
to which it must be subjected later, and the experimenter’s available 
brazing equipment. For these reasons no more general brazing informa¬ 

tion will be given. Solutions to 
some specific brazing problems may 
be helpful to the experimenter, how - 
ever, as typical procedure that can 
be modified for the individual cases 

Precision Brazing of Jig-assem- 
bled Anode Blocks.—The method for 
making component anode-block 
parts and jig assemblying these 
parts has been discussed in detail 
for the 2J42 block in Sec. 17*1. It 
now remains to braze these parts 
in a precise manner. In order to 
accomplish a precision braze it is 
necessary to have a uniform distri¬ 
bution and a controlled amount of 
soldering material at the points to 
be joined. In tubes as small as 
the 2J42, electroplating has been 
employed successfully for this pur¬ 
pose. Figure 17*5 shows the com- 

Fig. 1713.—hpiov anode block ready for ponent parts of the block ready 
brazmg* for the brazing of the strapping 

rings to the vanes and the vanes 
to the block shell. To assure good solder flow and to obtain clean 
copper surfaces, all parts must be degreased (see Sec. 17*4) before being 
assembled. The strapping rings and block shell are silver plated (see 
Sec. 17*4) to a thickness of 0.0004 in. The parts are then assembled as 
described in Sec. 17-1, and the assembly heated in a hydrogen-atmosphere 
furnace for 5 min at 850°C. The plated silver melts at this temperature, 
although the melting point of solid silver is 960°C. The melting begins 
near the copper-silver eutectic point (779°C), probably because a eutectic 
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solution of the silver in the copper results. However, since the brazing 
process is performed at 850°C, the resulting silver-copper alloy will have 
a melting temperature of 850°C. One can then safely use eutectic solder 
in subsequent brazing operations. 

The success of applying solder to small tubes by plating is partly due 
to the fact that the component parts can be squeezed into intimate 
contact by the jig without undue distortion. In larger tubes this may 
be impossible, and a better method majr be to place pieces of Ag-Cu 
eutectic solder at the points to be joined so that the solder, when melted, 
flows over the joint, filling places that are not mechanically touching. 
Such an arrangement is shown in Fig 17-13 where the anode block is 

Fig. 17*14.—Voltage connectors, (a) Cathode support; (6) electron-beam collector 

large enough so that manually placing the solder strips is not difficult 
and the percentage change in dimensions by the melted solder is small. 

Construction of Cathode Supports.—Figure 17*14 shows two types of 
stems or pipes whose fabrication presents typical magnetron brazing 
problems. In the construction shown in Fig. 17* 14a a number of brazes 
are made. 

The copper base is joined to the Kovar sleeve with “BT” solder (Ag72- 
Cu28). The two parts are held perpendicular with an oxidized stainless- 
steel jig, and one loop of “BT” wire is placed on the Cu base shoulder. 
The assembly is placed in the hydrogen furnace at 830°C for 5 min and 
then in the hydrogen cooling chamber for 30 min. For this braze 
involving Kovar and a silver alloy the Kovar must be annealed in a 
hydrogen atmosphere at 900°C for 30 min (or at temperatures up to 
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1100°C for shorter time intervals) before brazing in order to minimize 
intergranular penetration of the silver alloy into the Kovar. If this is 
not done, the intergranular penetration may cause Kovar cracks which 
result in vacuum leaks. Care should be taken in the arrangement of 
parts so that the Kovar is not subjected to tensional stress during heating, 
as this may accelerate intergranular penetration. As further insurance, 
the Kovar may be copper-plated before brazing. 

The joint between the copper r-f choke and the tungsten center 
conductor is for mechanical purposes only, and therefore one need not 
use an alloying solder if sufficient bonding strength can be had by mere 
flow of the solder over the tungsten. Gold-copper (80-20) solder is 
found to give a sufficiently good mechanical joint; the braze is made in a 
hydrogen furnace at 920°C for 5 min. 

The vacuum seal between the tungsten rod and the Kovar cup 
requires an alloying solder. Table 17 o suggests platinum solder as 
the lowest-melting-point solder that alloys with tungsten, but this 
melting point is too high to be used with Kovar. It has been found, 
however, that gold-copper (80-20) when used between Kovar and 
tungsten gives a reliable vacuum seal. It is believed that the nickel 
in the Kovar enters into the braze to alloy with the tungsten. Because 
both the copper choke and Kovar cup are brazed to the tungsten with 
the same solder, these operations can be done simultaneously in the 
hydrogen furnace. 

The two parts of the pipe thus constructed are then glassed according 
to Sec. 17-5. 

The pipe b in Fig. 17T4 demonstrates another typical set of brazing 
problems. The center conductor is made of copper, and the iron pole 
piece fit through the copper lid. The brazes are made in the order 
described. 

* Pure copper is used to braze the iron pole piece to the Kovar sleeve. 
This is a recommended braze for Kovar because there is no intergranular 
penetration and the Kovar is raised to a temperature that is sufficient 
to anneal it during the braze. This braze is made in a hydrogen furnace 
at 1100°C for 5 min. 

For the formation of the vacuum seal between the copper lid and the 
iron pole piece the iron pole tip is copper plated (see Sec. 17-4) and the 
braze is made with “BT” solder in a hydrogen furnace at 840°C for 
5 min. 

The Kovar cup is brazed to the copper center conductor in the same 
way as the first braze of pipe a, and the bonding of the copper r-f choke to 
the copper center conductor is also a “BT” braze. 

Assembly of Tube Parts and the Final Vacuum Seal.—The sealing 
together of the various pipes, covers, or other parts to form the completed 
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magnetron is the most difficult of the brazing operations. The cathode, 
the inside copper surfaces, and the glassware must be protected against 
damage, and the choice of the brazing alloy is limited by solders used in 
previous brazes and by the softening point of the glass parts. 

If a low-vapor-pressure solder existed in the flow range of 450° to 
500°C so that the brazing temperature would be low enough to do no 
damage to the glassware and high enough so that the braze would hold 
up under the 450°C tube bakcout (see See. 17*7), this final braze would 

Fig. 17*15.—2J42 ready for cathode mounting. 

be considerably simplified. In the absence of such a. solder, the covers 
and pipes arc in many cases brazed to the anode block in one brazing 
operation using either the gas-torch heating method or the electric- 
resistance method. This braze is in many cases done with Handy and 
Hannon “Easy Flo” in air, using a flow of alcohol-saturated CO* 
through the tube to protect the cathode and the inside copper surfaces. 
The objections to this braze are the following: “Easy Flo” solder con¬ 
tains zinc and cadmium, the vapor pressures of which are high enough 
at the brazing temperature to contaminate the cathode during the braze; 
the flux used during the_ braze may enter the tube and cause cathode 
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contamination; and the flux may cover places where the solder has flowed 
poorly and that become evident only after the brazing operation is com¬ 
pleted and the flux removed. 

Some of the above difficulties have been avoided in special cases by 
doing all brazing in a hydrogen atmosphere and making all joints except 
the final vacuum seal in the absence of the cathode. The 2J42 is assem¬ 
bled in this manner (see Fig. 17T5). The output lead is placed in the 
anode block and peened to give some mechanical support. One loop of 
0.030-in. “RT” wire solder is placed around the base of the lead. The 
heating is done in a hydrogen bottle with a molybdenum heating coil 
placed near the lead base with the glass protected by an asbestos shield. 
The output lead is soldered into place before the pole pieces are soldered 
in order that the loop height may be adjusted after the output-soldering 
operation. The pole pieces, tuning screw, and exhaust stem are next 
assembled. Solder washers of 0.010-in. “RT” sheet are placed between 
the pole pieces and block. Four turns of 0.025-in. “RT” wire solder are 
placed around the tuning screw, and two turns of the same solder placed 
around the exhaust stem. The heating is again done in an H2 atmos¬ 
phere, with molybdenum coils mounted on ceramic coils which fit around 
the pole pieces. The glass is again protected with asbestos shields, and 
the temperature is raised only slightly above the flow point in order not to 
disturb the output-lead braze. The assembly is now ready for mounting 
the cathode, which is centered through the hole in the pole piece opposite 
the cathode support. The final braze now consists only of soldering 
a plug into the cathode-centering hole. This is again done in the H2 
bottle with an “RT” solder washer under the copper plug. The heating 
this time, however, is done by the electric-resistance method. A carbon 
rod is pushed against the copper plug, and the other electrical connection 
is made by a clamp around the same pole piece. Before making this 
braze, the inside of the tube is flushed free of trapped air. By this 
system of brazes the copper is never heated except in a hydrogen atmos¬ 
phere, and the final braze in the presence of the cathode does not raise 
the temperature of the cathode above 100°C. The only disadvantage of 
this method is the use of the zinc-bearing solder “RT” which has a ques¬ 
tionable vapor pressure. 

17*4. Chemical Processes.—The importance of cleanliness in tube 
construction cannot be overemphasized. While it is often impossible 
to find the reason for the impaired quality of certain tubes, the average 
tube quality is certainly dependent upon the cleanliness that one exer¬ 
cises during construction. For this reason chemical cleaning is the most 
frequently used process in tube making. Practically every part that 
goes into a tube will experience three or four cleanings during the tube 
fabrication. Electroplating is employed to deposit solder for brazing, to 
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improve the surface conductivity of certain tube parts, and to provide a 
base for glass sealing. 

The choice of a cleaning or plating process for specific uses is somewhat 
controversial largely because the technique is as important as the process. 
The following processes are given, therefore, merely to illustrate ones 
that have been successfully used in tube construction. 

Cleaning.—Trichlorethylene is widely used as a general degreasing 
agent. It is noninflammable and an excellent grease solvent. The 
degreasing process consists of agitation in trichlorethylene followed by 
immersion in methyl alcohol and rapid drying in warm air. 

Acetone is a milder degreasing agent and one that may be used if a 
solvent free of chlorine or sulfur is preferred. The acetone washing 
should also be followed by rinsing in clear methyl alcohol. 

Great care should be exercised with cathode nickel to limit the 
possibilities of contamination. The following cleaning method has 
been used successfully. Agitate in acetone. Boil for 5 min in a solution 
composed of 40 g of Na2C03, 13*g of NaOH, and 13 g of NaCN in 1 liter 
of distilled II2O. Rinse thoroughly in boiling distilled water. Boil 
in second bath of distilled water for 5 min. Rinse in warm 5 per cent 
acetic acid solution. Agitate in boiling distilled water. Agitate in 
second bath of distilled water. Rinse in clean methyl alcohol and in 
warm-air blast. 

A 50 per cent solution of inhibited hydrochloric acid at a temperature 
of about 70°C will remove the oxides formed on Kovar, copper, and 
iron parts. The inhibitor is \ per cent by volume of Rodine No. 50,1 
used to decrease the attack on the base metal and to prevent immersion 
copper plating onto the Kovar in the case of copper and Kovar assemblies. 
The concentration of acid and the immersion time may be modified 
depending upon the degree of oxidation of the parts. 

Heavy oxide coating (or tool marks) on tungsten and molybdenum 
can ,be removed by a-c electrolysis at about 7.5 volts in a 20 per cent 
potassium hydroxide solution using a carbon electrode. The solution 
may be used repeatedly. 

Before being coated, tungsten and molybdenum heaters are boiled 
in a 20 per cent potassium hydroxide solution for about 5 min and then 
rinsed in distilled water. Large molybdenum heaters, in addition to 
the above treatment, should be immersed in warm concentrated sulfuric 
acid for several minutes. 

Heavy oxide on nickel lead stems may be removed first by mechanical 
abrasion and then by electrolysis in a solution composed of 1 liter of 
distilled water, 667 cc of concentrated sulfuric acid, and 125 g of nickel 
sulfate. With the nickel part as anode, voltages of 6 to 12 volts are 

1 Obtainable from the American Chemical Paint Co., Ambler, Pa, 
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used, depending upon the density of oxide. Highly polished surfaces 
can be obtained on nickel if the current density is elevated sufficiently. 

In addition to the dichromate cleaning solution suggested in the 
Handbook of Chemistry and Physics,1 the following method of cleaning 
glass for high-vacuum use is recommended.2 Prior to storage, degrease 
in acetone, clean in hot 10 per cent sodium carbonate solution, rinse in 
hot distilled water, drain dry, and store in cellophane containers. Just 
prior to use, rinse thoroughly in hot distilled water, wash in 5 per cent 
acetic acid solution, rinse in warm distilled water, rinse in clean methyl 
alcohol, and drain dry. 

Plating.—For general information on plating techniques the reader 
is referred to the publications listed below.3 Plating solutions, partially 
prepared, can be obtained from the Electroplating Division of E. I. 
duPont de Nemours Company, Wilmington 98, Del. 

One of the most common plating processes in metal tube making is 
silver plating for precision brazing. The following procedure for this 
process has been used successfully: Degrease the parts in trichlorethylene; 
rinse them in methyl alcohol; boil 5 min in the solution given previously; 
rinse well in distilled water; let dry after a methyl alcohol dip; paint 
parts to be protected from plating with 11 stop-off” lacquer,4 * and allow 
to dry; silver plate to desired thickness; rinse well in cold water, and 
peel off lacquer; wash well in acetone to remove particles of lacquer; 
rinse in clean methyl alcohol; and let dry. 

17*6. Metal-to-glass Seals.—To obtain a vacuum seal between 
glass and metal two major conditions must be satisfied: The thermal 
expansions of the glass and metal must match or be accounted for in the 
design, and the glass must wet the metal surface. Two ways of satisfying 
these conditions have come into use. The copper-to-glass seal developed 
by Housekeeper6 is one that satisfies the first condition by mechanical 
distortion of the metal. In this case the glass is sealed to a copper tube 
machined to a thin "feather edge,” which is easily distorted when the 
seal is subjected to a change in temperature and thereby prevents the 

1 Handbook of Chemistry and Physics, 27th ed., Chemical Rubber Publishing Co., 
Cleveland, Ohio, 1943. 

*E. A. Coomes, J. G. Buck, A. 8. Eisenstein, and A. Fineman, “Alkaline Earth 
Oxide Cathodes for Pulsed Tubes,” App. II, NDRC 14-933, OEM sr-262. Mar 30 
1946. ’ ’ 

* Modern Electropiating, The Electrochemical Society, Columbia University, New 
York, 1942; N. Hall and G. B. Hogaboom, Jr., ed., Plating and Finishing Guidebook, 
Metal Industry Publishing Co., New York, 1943; W. Blum and G. B. Hogaboom, 
Principles of Electroplating and Electroforming, McGraw-Hill, New York 1930. 

4 Purchasable from Wyandotte Paint Products Co., Wyandotte, Mich. 
6 W. G. Housekeeper, Jour. Am. Inst. Elec. Eng., 42, 954 (1923). 
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glass from fracturing. The Kovar1 (or Fermco2) seal satisfies the first 
condition by virtue of the fact that the metal and Kovar cooling curves 
are closely matched below the glass-annealing point. Both of these seal¬ 
ing methods satisfy the second requirement because a copper or Kovar 
oxide is formed during the sealing process that partially dissolves into 
the glass, thus forming a hermetic seal. The success of the seals in 
either method lies mainly in the technique of wetting the oxide with glass 
in the plastic state. The method of copper-to-glass seals is well outlined 
in Strong3 and will not be discussed here, except to emphasize that the 
quality of the copper used in such seals is extremely important. Oxide 
inclusions in the copper must be avoided to minimize porosity and lessen 
leak trouble in the feather edge. For this reason OFHC copper is almost 
a necessity.4 * The technique of making the Kovar seal is described fol¬ 
lowing a discussion of the properties of Kovar and common glasses used in 
the laboratory. 

Properties of Kovar.6 * 8—Kovsr, a cobalt-nickel-iron alloy, was specif¬ 
ically developed for making viLlium seals to hard glass. It machines 
readily at slow speeds (much like stainless steel), when high-speed cutting 
tools are used with lard oil as a lubricant. It can be deep drawn as 
described in Table 17*7.6 

Table 17-7.6—Recommended Rule for Drawing Kovar 

Maximum reduction in diameter, % 
First draw.40 
Redraw. 25 (30 after reanneal) 
Subsequent redraws. 20 (25 after reamieal) 

1 H. Scott, Am. Inst. Mining Metal. Eng. Tech. Pub. 318, 1930; Jour. Franklin 
Inst., 220, 733 (1935). Kovar is obtainable from the Stupakoff Ceramic and Manu¬ 
facturing Co., Latrobe, Pa. 

2 E. E. Burger, Gen. Elec. Rev., Zly 93 (1934); A. W. Hull and E. E. Burger, 
Physics, 5, 384 (1934). Fernico is obtainable from the General Electric Co., Sche¬ 
nectady, N.Y. From here on the text will refer only to Kovar, but the remarks are, 
in general, applicable to Fernico as well. 

3 Strong, op. cit. 
4J. E. Clark, OFHC Copper for Use in Vacuum Tubes, BTL Memorandum 

MM-40-140-42, Sept. 6, 1940. 
3 See “Sealing Glass to Kovar,” Bull. 145, Stupakoff Ceramic and Manufacturing 

Co., Latrobe, Pa., 1945. 
8 Subsequent annealing is required only when the length of the cup equals or 

exceeds the diameter. Using the above rule for drawing, an anneal should be made 
after the first redraw. When drawing long cups, anneals should follow the third 
redraw, fifth redraw, etc. For the anneal, the Kovar should be heated in a hydrogen- 
or inert-atmosphere furnace at a temperature of 1100°C for 15 min or at lower temper¬ 
atures for longer times down to 800°C for 2 hr. 
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Table 17*8l contains data on the physical properties of Kovar. It 
is important to realize that the average coefficient of expansion does not 
alone determine the strength of a seal and deviations of the Kovar from 
the glass cooling curves must be considered. 

Table 17*8.1—Properties of Kovar* 

Specific Properties of Kovar 
Composition. 29% nickel, 17% cobalt, 0.3% manganese, balance iron 
Melting point. 1450°C (approximate) 
Density. 0.302 lb per cu in. 
Hardness, annealed. 760°C—140-160 BHN 
Hardness, nnannealed. 200-250 BHN depending on degree of cold work 
Specific electrical resistance.. 49 microhm cm—294 ohms per cir. mil. foot 
Thermal conductivity. 0.046 calories/cm/sec°C (approximate as measured at 

* room temperature) 
Curie point. 435°C approximate 

Physical Properties of 0.030 Thick Sheet Tested Parall l to the Direction of Rolling 
PSI 

Yield point. . .. 50,500 
Proportional limit. ,... 32,300 
Tensile strength. .. . 89,700 
Modulus of elasticity. ... 20 X 108 

Thermal Expansion: After annealing in hydrogen for 1 hr at 900°C and for 15 min 
at 1100°C. The average coefficient of thermal expansion of Kovar falls within the 
following limits: 

30°-200°C 4.33-5.30 X 106 per °C 
30°-300°C 4.41-5.17 X 108 per °C 
30°-400°C 4.54-5.08 X 106 per °C 
30°-450°C 5.03-5.37 X 108 per °C 
30°-500°C 5.71-6.21 X 108 per °C 

Magnetic Permeability 
Magnetic permeability Flux density, gauss 

1000 500 
2000 2,000 
3700 7,000 (max. value) 
2280 12,000 

213 17,000 

Magnetic Losses, Watts per Lb 

10 kilogauss 10 kilogauss 2 kilogauss 2 kilogauss 
60 cycles/sec 840 cycles/sec 5000 cycles/sec 10,000 cycles/sec 

1.05 23.4 16.6 41.0 
1.51 .... .... .... 
2.77 .... .... 

Thickness 

0.050 

* Tensile strength of Kovar glass seals is 600 lb/sq in. All of the above are typical values, 

1 See “Sealing Glass to Kovar,1’ Bull. 145, Stupakoff Ceramic and Manufacturing 
Co., Latrobe, Pa., 1945. 
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Properties of Laboratory Glasses.—Data on the properties of various 
glasses are given in Table 17*9. Such information has proved useful 
in the experimental laboratory and provides necessary information for 
making Kovar-to-glass seals. The first column of Table 17-9 defines 
the glass by code number. The second column is included because the 
laboratory numbers often continue in popular use even after a code 
number has been assigned. The thermal coefficient of expansion is the 
average coefficient of expansion from a range of temperatures between 
0° and 300°C. The softening point, annealing point, strain point, and 
working point are merely four arbitrary points on a smooth temperature- 
viscosity curve. The working point given in Table 17*9 does not con¬ 
stitute a recommendation of the proper temperature for sealing, but it 
corresponds to the approximate temperature at which seals are usually 
made. The volume resistivity values (Column 8) are, in general, not 
true material constants but subject to the experimental conditions as 
outlined in “Tables of Dielectric Materials/*1 The values will have 
considerable practical importance, however, in estimating leakage currents 
and in making comparisons between materials. The dielectric properties 
are also taken from this reference and defined according to the following: 

e' = dielectric constant, 
6o = dielectric constant of vacuum = 8.854 X 10~12 (farad/meter), 

e/eo ass specific dielectric constant, 
6* = complex dielectric constant = c' — je", 
e" = loss factor, 

tan 6 = loss tangent = €"/V. 

Properties of glass, such as aging, reactions with gases, and chemical 
reaction of one glass upon another, are difficult to take into account, and 
in these cases experience is the best guide. 

Preparation of the Glass and Kovar for Sealing.—The cutting of the 
glass tubing or cane to the required lengths can be done with a bonded 
abrasive wheel. A wheel of approximately No. 200 grit with a surface 
speed of 8000 ft/min is satisfactory. Care should be taken to avoid 
forcing the cut because this will produce abrasive inclusions in the glass 
and result in cloudy seals. 

After the Kovar is machined or drawn to size, it should be polished 
free from any tool marks or scratches, particularly those which run from 
the inside to the outside of the proposed seal. Deep scratches can be 
removed with an aloxite cloth of approximately No. 120 grit, but for 
finishing polish a No. 250 grit cloth should be used. In addition to 

»A. von Hippel, “Tables of Dielectric Materials,” Report VIII, NDRC 14-425, 
p. 63. 
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polishing, any sharp edges in contact with the seal should be rounded 
with a forming tool. 

After the machining and polishing, the Kovar should be degreased 
as described in Sec. 17*4 and then annealed in a hydrogen atmosphere. 
If the Kovar is not hydrogen fired, the finished seal may contain bubbles 
which weaken the glass mechanically and increase the probability of 
vacuum leaks. If the Kovar is not properly annealed, cracks may occur 
during subsequent brazing operations. This heat treatment in the 
hydrogen furnace is the same as given in the note to Table 17-7. The 
seals should be made within a few hours after this hydrogen-atmosphere 
firing. 

Glass-to-Kovar Seals.—The best method to be employed for sealing 
glass to Kovar depends upon many factors, including the size and shape 
of the glass and metal parts. Some general remarks on sealing can be 
obtained from the Kovar manufacturer1 and need not be repeated here. 
Instead, the technique of sealing glass to Kovar for a specific case will 
be described in detail as typical sealing procedure. The following 
description applies to pipe a in Fig. 17T4. It is here assumed that the 
component parts of the base and central lead have been machined and 
brazed together and the Kovar parts polished, chemically cleaned, 
degassed, and annealed according to previous sections of this chapter; 
therefore, the base assembly and the central lead are ready to be glassed. 
In this case the No. 7052 glass is cut to a length J-in. greater than the 
desired distance between the Kovar pieces, and a diameter is chosen such 
that it fits loosely over the Kovar. 

The following operations are performed to make the seal to the two 
Kovar pieces. 

The base of the cathode-support lead is placed in a stainless-steel 
jig which will be used to center the central lead and to position the two 
Kovar parts at the proper separation. The jig and base are mounted 
in the headstock of a glass lathe.2 

The central lead is placed in the tailstock of the lathe. 
With the cross fires of illuminating gas and oxygen set to be slightly 

oxidizing, the Kovar pieces are oxidized by raising their temperatures 
to a dull red and immediately allowing them to cool. They must not 
be overoxidized; a heavy black oxide is inclined to result in a leaky seal. 

The glass is slid over the Kovar, and the tailstock moved forward 
until the central lead hits the step in the jig and thus establishes the 
proper spacing between the two Kovar pieces. 

One end is glassed at a time. The fires are placed in a manner to 
heat the Kovar more than the glass. When the glass reaches the working 

1 “Sealing Glass to Kovar,” op. cit. 
* Litton Engineering Laboratories, Redwood City, Calif. 
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temperatures, it is pushed onto the Kovar with a carbon paddle. When 
contact has been made between the Kovar and glass all around the 
circumference, the paddle is removed, but heating is continued until 
the glass thoroughly wets the Kovar and the glass edges become rounded. 

After both seals have been made, the glass can be worked to a uniform 
diameter. 

The glass must be worked at the seals so that it wets the edges of the 
Kovar. It is advisable to have the edges of the glass always meet the 
Kovar at a large angle. 

The joints are flame-annealed with a bunsen burner. 
They are then oven-annealed at 490°C for 20 min, and the oven is 

allowed to cool to room temperature at the rate of approximately 2°( V 
min. The color of the seal should be a smoky grey. 

Waveguide Windows.—An important part of the design of a waveguide 
output is the waveguide window which serves is a vacuum seal across 
the guide with minimum power absorption in the dielectric window 
material. 

Waveguide windows such as these can be made on a lathe by sealing 
to the edges of the opening glass tubing having a diameter approxi¬ 
mately equal to the circular opening in the Kovar cup. The tubing 
is then buttoned-off close to the Kovar, and the remaining glass paddled 
and worked into the opening. After annealing, excess glass in the 
windows is ground flat on an abrasive grinding wheel. This method is 
satisfactory for a few experimental windows, but the quality and speed 
of construction may be improved by the use of glass disks. 

Such disks of different glasses can be purchased from the glass manu¬ 
facturer or cut with the aid of a diamond-cutting wheel (approximately 
300 grit) from glass cane. The disks thus rough-cut can bo polished 
to the exact thickness by conventional optical polishing techniques. 
During the disk-polishing process, abrasive material may be forced into 
the glass and cause bubbling when the seal is made. Abrasive inclusions 
are encouraged if excessive pressure is applied to force cutting. The 
disk-sealing method of making windows is explained with the aid of 
Fig. 17*16.1 The opening in the Kovar is beveled to a 45° angle, and 
the diameter of the glass is such that it rests on the Kovar opening as 
shown. The upper stainless-steel tool is used to push the glass disk down 
as the edges become soft. The lower tool holds the glass in its final 
position with respect to the Kovar. The fires from the gas-oxygen 
burners are played on the Kovar cup as shown in Fig. 17T6a and b while 
the assembly is being rotated in a vertical sealer. (Only two burners 
are shown, but more may be used.) The flame is not played on the glass, 

1 E. J. Walsh, “Method of Making Glass to Metal Window Seals/' BTL Memo¬ 
randum MM-43-140-48, Oct. 5, 1943. 
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~~J iri 
//// 

///j 

0 550 dia 

707 glass disk, 

but melting occurs because of heat conduction from the Kovar to the 
glass. After the seal is made, the upper tool is removed and the edges 
of the glass are further melted to avoid small angle contact between the 
glass and Kovar. The final seal f 
resembles the sketch of Fig. 1716c. 
Immediately after being sealed \\ 
the window is placed in an an- //N\\\\ 
nealing oven for about 15 min and Gas-oxy J I { !! A M 

then allowed to cool at approxi- flame JJ ' )H j 
mately 2°C/min. \\\'^ //// 

For sealing to Kovar, the low- S/// 
loss Corning Ko. 707 glass is 
usually not recommended because | 
its coefficient of expansion is con- («) 
siderably less than that for Kovar 
(see Table 17*9). It has bqpw 
found, however, that successful Tooj / 
seals can be made on the above 0 550"dia— — / 

waveguide window using this 707 glass disk / 
glass. It is believed that the sue- 
cess of this seal is related to the r H - 0635 d,a- 
fact that the glass is left under 
eompressional stress upon cooling 
and that this glass can stand a 
greater stress in compression than / o v \ 1 : 
• . A • i 0550' dia in tension. A Kovar cup is used N l\ :: 
so that when the Kovar is brazed '^ 
to the copper portion of the tube, Kovarcup ' 
the window is relatively free from 
strains. 

Another technique for sealing ioo\^^ 

glass disks to Kovar employs the \v$$vvvs 
use of induction heating. Figure l^SoCvVvv 
17*17 shows the arrangement of an 
r-f coil and waveguide windowT _ 
preparatory to sealing. The sin- ^ ^ 
gle-turn r-f coil is connected to ^ a .. , 
fe w Fig. 17-16.—Sealing glass into a wave- 
the output of an r-f generator guide window. (Courtesy of Bell Telephone 

through an appropriate matching Laboratories.) 

transformer.1 The Kovar is held in a Lavite support. The induction 
heating method provides uniform heating of the Kovar and excellent 
control of the Kovar temperature, and as a result very flat and uniform 
windows can be made without the holding tools that are necessary in 
the method previously described, 

lIbid. 

Kovar cup - 

Fig. 17-16.- 
guide window. 
Laboratories.) 

Sealing glass into a wave- 
('Courtesy of Bell Telephone 
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Mica Windows.—The low-loss 707 glass used in the above windows 
is limited in its average power-handling capacity to about 500 watts 
transmission of 3-cm radiation. For higher-power outputs mica windows 
may be used, as losses are about 15 per cent lower than those in 707 glass. 

A technique of making mica windows for waveguide output1 has been 
based on a method for sealing mica to metal.2 1 he metal cup is made of 
Allegheny No. 4 Alloy (52 per cent Fe, 42 pei cent Ni, 6 per cent Cr) 
which has a coefficient of expansion of about 95 X 10~7 per degree 
centigrade and nearly matches the expansion properties of India mica. 
A lead-borosilieate glass effects a seal between the mica and the metal cup. 
Such a mica window is shown in Fig. 17T8. 

In constructing such a window, the No. 4 alloy cup is fired in a dry 
hydrogen atmosphere for 15 min at 1100°C to remove the original oxide 

In the absence of a hydrogen fur¬ 
nace free of oxygen and water 
vapor, the oxide can be removed by 
mechanical polishing The cup is 
fired in a regular tank hydrogen 
furnace for 10 to 15 min at 1100°C 
to form a thin uniform layer of 
oxide. This chromium oxide is 
necessary so that the glass will wet 
the metal and form a hermetic 
seal. A paste is made of powdered 

glass with water. This paste is painted with a small brush around 
the mica disk placed over the opening in the cup. A lavite slug, 
slightly smaller in diameter than the mica, is placed over the mica disk, 
and the lavite, mica, and cup are held together with a supporting jig. 
The lavite slug not only holds the mica in position but also prevents 
the glass from flowing over the whole mica surface. This combination 

Fig. 17*18.1—Mica window for waveguide 
output. 

lL. Malter, R. L. Jepson, and L. R. Bloom, “Mica Windows for Waveguide 
Output Magnetrons,” NDRC 14-366, Dec. 6, 1944 

*J. S. Donal, Jr., “Sealing Mica to Glass or Metal to Form a Vacuum Tight 
Joint,” Rev. Sri. Instruments^ 18, 266 (1942). 
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is fired m an air oven for 15 min at 600°C; the seal between the metal 
and glass should then have a light green color. To braze the cup to 
the copper part of the waveguide, the cup must be nickel-plated after 
the oxide has been removed by polishing. The cup-to-copper waveguide 
joint can now be made with silver alloys “BT” or “RT” in a hydrogen 
bottle if the window is protected by blowing nitrogen over its surface 
during the brazing operation. It is possible with this window to repair 
a leak in the seal even after the tube is completely assembled. Piotection 
in the form of a section of waveguide extending beyond the mica is desira¬ 
ble, as this type of window is mechanically weak. 

Fig. 17*19 —Cathode-forming die 

17*6. Cathode and Heater Construction.—The properties of the 
alkaline-earth oxidc-coated cathode are given in Chap 12. This section 
will describe the construction of cathodes for magnetron use. Although 
the oxide material used in making magnetron cathodes has remained 
essentially unchanged for several years, there have been important 
improvements in the construction of the base for the oxide layer. The 
screen and the porous matrix of nickel1 are outstanding examples. 
Methods of making these cathodes will be discussed along with methods 
of fabricating the plain nickel-sleeve cathode. Finally, the construction 
of thorium oxide cathodes for high-power application will be considered. 

Cathode-sleeve Construction.—Plain nickel sleeves can be made by 
cutting tubing to the proper length with a sharp knife. If seamless 
Grade A nickel tubing cannot be obtained in the desired size, it can be 

1R. L Slobod, “Development of Magnetron Cathodes/' BTL Memorandum 
MM-44-120-73, June 11, 1944. 
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drawn to size. If the desired seamless tubing is not available, the 
cylindrical sleeve may be formed from nickel sheet. 

For small cathodes it is advisable to machine the sleeve to size from 
a nickel rod or heavy-walled tubing, as is done for the 725A magnetron 
cathode, shown in Fig. 17-20, or to press a nickel rod to the desired diam¬ 
eter and shape in a steel-forming die, as is done for the 2J42 magnetron. 
The parts of such a forming die are shown in Fig. 17-19. These parts 
are made from Ketos tool steel hardened to a Rockwell C of about 60. 
Nickel rod of a diameter approximately equal to the cathode diameter 
is cut to a length sufficient to supply the volume of nickel needed in the 
finished structure. The best length may be found by trial and error. 

(a) (b) (c) 
Fig. 17-20.—725A cathode, (a) Plain sleeve; (6) screen sleeve; (c) coated screen cathode 

(Courtesy of Bell Telephone Laboratories) 

Before being pressed the nickel rod is annealed in the hydrogen-atmos¬ 
phere furnace at 900°C for 30 min. It is then placed in the forming 
die with the pie-shaped sides and end pieces put in place. The outside 
diameter of the assembled parts has a slight taper so that the assembly 
can be forced into a hardened cylinder which prevents the pie-shaped 
parts from moving radially during pressing. The assembly is then 
placed in a press, and a force is applied between the two end pins. By 
this technique the cathode sleeve, end shields, and support rod are formed, 
and all that remains to be done is drilling the central hole through the 
rod to admit the heater. If the end shields are difficult to form by 
pressing, punched nickel washers may be put on the initial nickel rod 
and pressed into place by the forming die. 

The screen cathode is formed by applying a nickel mesh to the plain 
cathode sleeve (see Fig. 17*20a). For the larger cathodes the mesh is 
spot-welded to the nickel sleeve by conventional spotwelding techniques. 
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For the smaller cathodes the screen may be sintered onto the sleeve in 
the following manner. The nickel screen (150 by 150 mesh for the 
2J42 size of cathode) is degreased, annealed in a hydrogen furnace at 
900°C for i hr, and cut to the 
proper size to cover the cathode 
sleeve. The screen is placed 
around the cathode and held in a 
K-Monel jig such as the one shown 
in Fig. 17-21. The grooves in the 
jig prevent bending of the cathode 
end shields. The two parts of the 
jig are then screwed together 
tightly and passed through the 
hydrogen furnace at 1125°C for 15 
min. In order to get good bond- Fig. 17 21 —Screen-cathode sintering jig. 

ing of the mesh to the nickel sleeve 
the jig must exert a large an£ Uniform pressure over the whole cathode 
area, and therefore the screen sintering should be done before drilling 
the heater hole. In cases where this is impossible, it may be necessary 

to place a mandrel in the heater hole during the 
sintering operation. 

The porous-nickel-matrix cathode1 was developed 
in an effort to increase the thermal conductivity of 
the emitting layer of the cathode. To form the 
porous matrix, nickel powder either is painted onto 
the plain sleeve in the form of a suspension in amyl 
acetate with pyroxylin as a binder or is molded onto 
the sleeve with the aid of a stainless-steel fixture. In 
the painting method the nickel powder ( — 200 + 325 
mesh) is built up to a thickness of approximately 10 
mils and then fired for 15 min in a hydrogen atmos¬ 
phere at 1200°C. In the molding method the metal 
powder is introduced into the space between an 
oxidized stainless-steel mold and the cathode sleeve, 
and the assembly is fired at 900°C for 10 min to fix 
the powder into place. The mold is then removed, 
and the sleeve plus powder refired at 1200°C for 15 
min to form a highly porous mass rigidly attached to 
the base metal as shown in Fig. 17-22. 

Heater Construction.—The heater conventionally consists of a tungsten 
or molybdenum wire (or ribbon) inserted into the cathode sleeve, as 
seen in Fig. 17-23. Because there must be little or no electrical leakage 

'Ibid. 

Fig. 17*22.—Por- 
ou»-mckel-m a t ri x 
cathode. (Courtesy 
of Beil Telephone Lab¬ 
oratories.) 
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between the heater and the cathode or between adjoining parts of the 
heater, they are usually coated with some nonconducting nonemissive 
material. The coating must be hard and tough enough to withstand 
insertion into the cathode sleeve. Alundum, a nonemissive electrical 
insulating material which can withstand high temperatures and abrasion, 
is most frequently used. Heaters must be designed so that their maxi¬ 
mum temperature will not exceed 1400°C in order to stay safely below the 
melting temperature of Alundum. 

A procedure for fabricating heater coils is as follows. The wire is 
wound on a mandrel the diameter of which depends upon the wire diam¬ 
eter as well as the coil diameter and is best determined by trial and error. 
The clearance between the inside of the sleeve and the outside of the 
coated heater depends upon the cathode size but is usually between 
0.003 and 0.010 in. In some cases, such as a heater to be wound bifilar, 
t is advisable to wind the wire on a stainless-stef‘l mandrel that has screw 
threads of the proper pitch cut into it. After winding, the ends of the 
wire are securely fastened, and the heater coil and mandrel are hydrogen- 
fired at 1000°C for 5 min. At this temperature, strains are removed from 
tungsten or molybdenum wire without embrittling the metal. The coil 
may then be removed from the mandrel by unscrewing. The ends of the 
coil are then formed to the shape necessary for welding them to the input 
connectors. The coil is chemically cleaned by boiling it in 20 per cent 
KOI! solution for 5 min, rinsed in distilled water, and dried in a hot-air 
blast. The heater is next sprayed with a suspension of Alundum. The 
spraying can be done with a De Vilbiss type CY spray gun, the compressed 
air being supplied through a De Vilbiss type HB air transformer. The air 
pressure, the gun fluid screw, and the gun spreader valve should be 
adjusted to produce a cloud of uniform density. When a small number of 
tubes are made in an experimental laboratory, the heater coating (which 
is a suspension of Alundum in an appropriate binder such as amyl acetate) 
can best be obtained from a commercial radio-tube manufacturer. The 
suspension must be well agitated before it is xised by being rolled on a 
“ball mill ” for £ hr at 100 rpm. The thickness of coating should be built 
up slowly and uniformly to about 0.003 in. by several passes of the gun at 
several different angles around the axis of the heater. The coil is then 
baked in a low-temperature oven in air at 100°C for i hr to evaporate 
the Alundum binder. The coil is then placed in a molybdenum tray 
and fired in a high-temperature hydrogen-atmosphere furnace at 1620°C 
for 5 min. If the temperature is too high, the coating will become exces¬ 
sively hard and will be inclined to chip when the heater is bent. If the 
temperature is too low, a soft coating will result. 

Assembly of Cathode Parts.—The procedure for assembling the cathode 
parts will depend upon many factors, especially the method that is chosen 
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for mounting the cathode in the tube. For magnetrons with unattached 
magnets the cathode is usually mounted by two radial supports which 
serve also to complete the heater circuit. For “packaged tubes” it 
is common to use a single support through a hole in the pole piece; the 
support is hollow; and the heater circuit is completed by a coaxial wire. 
These methods of assembly will be described by reference to typical 
examples. 

The cathode for the 725A magnetron (shown in Fig. 17-23) is selected 
as an example of the radial mount. The details of brazing, cleaning, 
glassing, etc-., have been discussed previously; the assembly of the differ¬ 
ent cathode parts will merely be listed without discussing the details of 
these operations. Some detail of making the heater insulator must be 

Fig. 17 23 —Construction of 725A cathode. (Courtesy of Bell Telephone Laboratories.) 

given, however. Lavite1 is a convenient material for this purpose. It 
can be machined to size in the raw state and then hardened in the follow¬ 
ing manner. Place insulators in nickel tray covered with Alundum 
sand. Place tray in air oven, and heat at about 500°C for 5 min. 
Increase over temperature to 1000°C, and heat for f hr. Allow oven to 
cool to about 200°C before removing insulators. (This procedure is 
for an oven with an annealing chamber.) The different parts of the 
cathode (Fig. 17*23) are then assembled by the following process. 

The heater, insulator, and eyelet are arranged as shown. The nickel 
eyelet is flattened to clamp the heater. The insulator is held in place by 
crimping the nickel shoulder at the end of the cathode. The heater is 
spot-welded at one end to the cathode-support flange and at the other 

1 Obtainable from the American Lava Corp., Chattanooga 5, Tenn. 
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end to the flattened eyelet. The protruding heater wire is cut off flush 
with the end of the eyelet. The assembled cathode and heater are then 
ready for mounting in the magnetron. Nickel support wires are welded 
to the tungsten leads, which are brought through the glass seals, and there 
support wires are welded to the cathode. The main support for the 
cathode is the weld to the cathode-support flange The weld to the 

(a) 

iitr 17 24.— (a) and (b) Construction of 2J42 axial-mounted cathode 

eyelet supplies some support but is essentially to make connection to 
the heater. 

The axially mounted cathode structure for the 2J42 magnetron show n 
in Fig. 17-24 is typical. As with the radially mounted cathode, the order 
of assembly of parts will be given without the details of the individual 
operations for making the parts. 

1. The Kovar “heater connector” rod is cut to the proper length 
and drilled to accept the heater. 
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2. The heater connector is beaded with 7052 glass in preparation 
for sealing to the “cathode support.” 

3. The hardened lavite insulators are slipped onto the rod and spot- 
welded into place with nickel tabs. 

4. The heater is put into the drilled hole of the Kovar rod and spot- 
welded in place. 

5. The screened cathode is copper-brazed to the cathode support. 
6. The r-f choke (copper) is “BT” brazed to the cathode support. 
7. The assembled heater and heater connector are slipped into the 

assembled cathode sleeve and cathode support, and the glass seal 
is made by flowing the 7052 glass bead onto the Kovar tube. 
At the same time the Kovar tube is beaded in preparation for 
the seal to the pole piece. 

8. The heater is then spot-welded to the projection. 
9. The cathode is sprayed and made ready for mounting into the 

magnetron. } 
10. At this point, one of two courses can be followed, depending upon 

the final magnetron braze. One is to glass-seal the cathode struc¬ 
ture into the pole piece and mount this assembly into the mag¬ 
netron. Another is first to braze the pole piece to the block 
and then make the glass seal between the pole piece and the 
beaded cathode support. This latter method of mounting is the 
one described in Sec. 17*3. 

Cleaning and Coating the Cathode Sleeve.—After the machining or 
brazing operations are completed upon the cathode sleeve, it is cleaned 
by the process outlined in Sec. 17-4; and from this time until the tube 
is completed, the cathode sleeve is handled with great care to prevent 
contamination that might inhibit cathode emission. It might be 
necessary, for some tubes, to rearrange the order of events or omit 
certain operations, but the following method of cleaning and coating the 
cathode sleeve is typical. 

After the sleeve has been cleaned by the process described in Sec. 
17*4, it is hydrogen-fired in a covered nickel tray at 900°C for % hr. 
The sleeve, the heater, and the supports are then assembled, with care 
to keep the sleeve free from contaminants. (If there is any question 
about cleanliness, the sleeve should now be rinsed in acetone and in clean 
methyl alcohol and then dried in clean warm air.) The cathode sleeve 
is then vacuum fired for 15 min at 1000°C. This can be done by using 
the heater to control the cathode-sleeve temperature or by r-f induction 
heating. (This step is sometimes omitted.) 

The cathode should be coated immediately after the vacuum firing. 
For plain-nickel-sleeve cathodes the coating is generally done by spraying. 
A De Vilbiss type CH spray gun serves this purpose very well. As in 
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the case of heater spraying the air pressure (controlled by a De Vilbiss 
type HB air transformer), the fluid screw, and the spreader valve should 
be adjusted to give a cone-shaped cloud of uniform density. The coating 
should be sprayed onto the sleeve in thin uniform layers while the cathode 
sleeve is being rotated, until the desired weight of coating is deposited 
(usually 9 to 12 mg/cm2). During the spraying process the other cathode 
parts, particularly the end shields, must be protected from the spray. 

A recommended BaSr(C03)2 mixture is the J. T. Baker Manufacturing 
Company Radio Mixture No. 3 suspended in amyl acetate with a pyroxy¬ 
lin binder. Experimental laboratories may find it convenient to purchase 
small quantities of cathode-coating material from a commercial radio¬ 
tube manufacturer. The coating suspension should be rolled at a speed 
of 100 rpm for about | hr to prepare it for use. The spray gun and 
auxiliary equipment should be cleaned frequently with acetone and 
distilled water. 

For screen cathodes or porous matrix of niekel cathodes, the coating 
is applied with a camel-hair brush which has previously been cleaned with 
acetone and distilled water. The first coat is applied as a very thin 
continuous film which barely covers the surface of the nickel. This is 
allowed to dry thoroughly, and successive layers of coating are applied in 
the same manner until the screen or porous matrix is filled with coating 
material as shown in Fig. 17*20. The cathode is finally mounted in the 
tube and processed according to instructions given in Sec. 17*7. 

Thorium Oxide Cathode.—Barium strontium oxide cathodes frequently 
limit the average power of magnetrons because the back bombardment 
in these tubes overheats the cathode structure. Attempts have been 
made to develop emitting surfaces that will have satisfactory life at 
high temperature. Thorium oxide cathodes1 show promise for high- 
power magnetron operation. The poor adhesion of thoria to a metallic 
base2 or sintered metal surface3 is overcome by preparing a sintered 
cylinder of thoria. The preparation of sintered thoria cylinders is 
outlined.4 

A uniform density of thoria powder is prepared by converting mantle- 
grade thorium nitrate into thorium oxide by heating in an air oven at 
600°C, fusing the resulting fluffy material in an electric arc, and finally 
crushing the fused thoria into a 200-mesh powder. The thoria powder 
is then mixed 'with thorium chloride to form a paste that can be molded 

1 Martin A. Pomerantz, “Thorium Oxide Cathodes,” NDRC 14-517, Bartol 
Research Foundation, Swarthmore, Pa., Oct. 31, 1945. 

8 S. Dushman, Rev. Mod. Phys., 2, 423 (1930). 
* S. V. Forgue, RCA Engineering Memorandum PEM-4C, 1943. 
4 For detailed information on this process see C. D. Prater, “The Fabrication of 

Thoria Cathodes,” NDRC Report, Bartol Research Foundation, Swarthmore, Pa, 
(June 1946). 
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into the desired shape. The thorium chloride in the molded ceramic is 
then converted into the hydroxide by placing it in an atmosphere of 
ammonium hydroxide for several hours. After removal from the 
ammonium hydroxide atmosphere and drying at room temperature, the 
ceramic is fired at about 1900°C in an argon atmosphere which converts 
the hydroxide to the oxide forming the bond between the grains of 
thorium oxide. Such thorium oxide cathodes give copious emission at 
1700°C (see Chap. 12). 

17*7. Tube Evacuation and Processing.—The interval between the 
final hydrogen firing of the tube parts and the evacuation of the tube 
should be as short as possible, in order to minimize oxidation and adsorp¬ 
tion of gases by the internal parts. Tube processing remains to some 
extent an art and for this reason is less standardized than any of the 
previous procedures discussed. The following schedule is given merely 
as a typical one that has proved satisfactory. 

After the tube has been s$r<fc*d onto the vacuum system, the mechani¬ 
cal pump is used to reduce the pressure to about 10~3 mm Hg before the 
diffusion pump1 (a three-stage oil-diffusion type) is turned on. This 
pressure can be estimated by the appearance of fluorescence on the glass 
when touched with a spark coil. When the pressure of the system as 
read by the ionization gauge reaches 5 by 10“6 mm Hg, a bakeout oven 
is lowered and turned on. As the tube begins to rise in temperature, the 
pressure will start to increase owing to the release of water vapor and 
gases from the various tube parts. When the bakeout-oven temperature 
reaches 450°C, it should be stabilized. The exhaust system should now 
be carefully torched. The bakeout-oven temperature is maintained at 
450°C until the pressure falls to 5 by 10"6 mm Hg. When this pressure 
is reached, the tube should be allowed to cool. The pressure should 
decrease as the tube cools, reaching about 5 by 10~7 mm Hg when the 
tube returns to room temperature. 

' The tube is now ready for cathode processing. The cathode-binder 
residue is removed by increasing the heater power until the cathode 
temperature is about 600°C. The cathode temperature is raised in one 
step to 900° or 1000°C and held at this temperature until conversion of 
the coating is complete. Caution should be exercised in two ways at 
this point: (1) The cathode temperature should not rise above 1100°C, 
because the coating will start to evaporate from the sleeve. (2) If the 
heater voltage for conversion is higher than the CO2 ionization potential 
(about 15 volts), a ballast should be inserted in the heater circuit to 
prevent arcs that would burn out the heater. During the conversion 
of large cathodes, the pressure may rise so high that it may be necessary 
to turn off the ionization gauge; in fact, the force pump may sound as 

1 Distillation Products, Inc., Vacuum Equipment Division, Rochester 13, N.Y. 
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though it has just been turned on. If the conversion from carbonates to 
oxides is done properly, the pressure should fall rapidly at the end of the 
process, and at this point the heater power should be reduced until the 
cathode temperature is about 850°C. 

When the pressure has returned to 5 by 10“6 mm Hg, activation of 
the cathode is begun by drawing a small amount of d-c current from the 
cathode. A burst of gas may be observed when d-c current is drawn; 
this gas may come from the cathode but is more apt to be ejected from 
the anode block by electron bombardment. The d-c plate voltage is 
raised slowly until the tube draws 25 ma/cm2 and the pressure falls 
below 5 by 10~7 mm Hg. At no time during the activation process should 
the pressure be allowed to rise above 5 by 10"'6 mm Hg. 

When ther^ is little change in pressure with changes in d-c plate 
voltage and the pressure remains below 5 by 10~7 mm Hg, the tube is 
ready to be operated. The electromagnet is moved into place; the field 
is set for low-voltage operation; and the voltage (pulsed or c-w) is applied. 
The voltage is increased slowly to avoid excessive sparking and to allow 
time to pump off the gas expelled from the anode block because of high- 
energy-electron bombardment. Oscillation of the magnetron should 
be continued until the tube operates stably up to the desired operating 
input voltages. 

When the processing and outgassing are complete, the tube should 
be allowed to cool to room temperature. The pressure at seal-off should 
be about 2 by 10~7 mm Hg. 

17*8. Examination of Metals.—In vacuum-tube construction, one 
error or defect unless detected at an early stage usually results in a 
worthless piece of metal and glass. A major source of trouble is impurifi- 
cations in the basic materials. For this reason systematic and careful 
examination of these materials is almost a necessity to successful tube 
production. 

Some common faults found in the metals used in tube construction 
should be mentioned. The copper may contain grains of Cu20 which 
often results in porosity after reducing and oxidizing heat cycles. Tung¬ 
sten and molybdenum may be brittle or contain cracks that cause vacuum 
leaks or broken heaters. Certain batches of Kovar are also prone to 
develop cracks. Careful inspection of these metals is thus a necessity 
if excessive shrinkage is to be avoided. 

Although copper may be labeled OFHC (oxygen-free high-con- 
ductivity) because it has been put through a deoxidizing process, it may 
in fact not be oxygen-free by the time it reaches the tube maker. This 
02 taken up may result from the drawing operation that is done after 
the deoxidizing process and during which copper-oxide scale is drawn 
into the copper bar. Tn this case the bar may be satisfactory on one 
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end and unsatisfactory on the other. Because the copper surface may 
oxidize while standing, the outer layer of a bar should always be turned 
off. 

Non-OFHC copper can often be detected by its appearance after a 
“BT” soldering operation in an H2 atmosphere. One sign, although not 
definite, is that the “BT” solder is usually almost completely absorbed by 
the copper, and any fillets of solder that may occur are also copper- 
colored. Another indication is a peculiar orange color and granular 
structure of the copper, although this sometimes is also noticed on OFHC 
copper, especially when it is overfired. One of the most obvious traits 
of nonoxygen-free copper is that it expands under heat and does not 
resume its original size upon cooling. After H2 firing at 800°C, non- 
OFHC copper shells in. OD measure from 0.010 to 0.018 in. greater in 
diameter than before firing. OFHC copper, on the other hand, returns 
to within 0.001 in. of its original measurements. 

The “bend test” is oftep employed to distinguish between “good” 
and “bad” copper. Afterfiring at 800°C, wire or thin strips of 
“bad” copper are very brittle and will break at the first attempt to 
bend them through 90J. “Good” OFHC copper will take at least four 
90° bends in alternate directions after this treatment. This test is 
rather definite but cannot be used on heavy stock. 

Most cracks and splints in wires and rods of tungsten and molybdenum 
can readily be seen under low magnification. Brittleness, especially 
after firing, is an inherent fault of these metals, but there are wide 
variations of degree. Tungsten rod that has been heated by a torch in 
air is much more brittle than the same rod fired in an H2 oven. Also, 
tests made on 0.080-in. tungsten rod showed that after H2 firing, wide 
differences existed as to brittleness among rods of the same lot of metal. 

Cracks in Kovar result when unannealed pieces of the metal are 
soldered with a silver alloy in an H2 oven. They appear to be caused 
by the solder entering the grain boundaries of the Kovar as the stresses 
in the latter are relieved by heat. The cracks may be seen under a low- 
power microscope and in most cases even by the naked eye. In order 
to prevent these cracks, all Kovar should be annealed before it is soldered 
into assemblies. 

The most definitive test for copper containing Cu20 is microscopic 
examination of a polished and etched sample. One can detect the 
presence of Cu20 not only by looking for the Cu20 inclusions but also 
by studying the crystalline size, for the presence of Cu20 will inhibit 
crystal growth. 

Samples can be prepared in the following manner: A small piece 
of the copper under suspicion is cut from the billet. If the examination 
is concerned with grain structure, the sample is then annealed in an H2 
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oven at 800°C. The copper is not annealed if detection of Cu20 grains 
is desired. The metal is mounted in a molded bakelite1 cylinder to 
facilitate holding it during the polishing operations, which must be 
carried out with some care. Beginning with a coarse abrasive such as 
No. 320 Aloxite cloth, progressively finer ones are used until the final 
polishing is done with a very fine alumina solution on Miracloth. These 
polishings should be done on a slowly rotating wheel, and care should be 
taken not to carry over any abrasive from one stage to the next. Polish¬ 
ing should continue until no scratches are visible at a magnification of 
200 diameters. 

If one wishes to study the grain structure, it is necessary to etch 
the surface of the copper after the polishing has been completed. If 
one is looking only for Cu20 inclusions, etching is not necessary or desira¬ 
ble, because the reagent may destroy the inclusions. Under microscopic 
powers of 200 to 500z Cu20 appears as small particles with a distinct 
bluish color. Their presejp i indicates that the copper will become 
porous when fired in an II2 atmosphere. To develop the grain structure 
of the copper, an etch of equal parts of NH4OH and H2O2 is applied to 
the specimen with a soft cloth. Only fresh solutions of this reagent will 
etch satisfactorily. Because the polishing process usually alters super¬ 
ficially the grain structure of the metal, it is good practice to etch lightly, 
then polish off this etch on the last wheel, and repeat this process until 
one has taken off the altered surface. Two etching and polishing cycles 
are usually sufficient to do this. 

A specimen of OFIIC copper that has been II2 annealed and etched 
is shown in Fig. 17*25a. Note the very large, rather regular grains with 
boundaries sharp and free from pits or inclusions. Figure 17-256 shows 
a sample of nonoxygcn-free copper after 1I2 annealing. Note the small 
irregular grains with boundaries badly pitted and literally blown apart 
by the decomposition of the Cu20 by H2. These “blasted” grain 
boundaries cause the porosity in nonoxygen-free copper. 

1 Molding presses can be obtained from Adolphe I. Buehlcr Metallurgical Appa¬ 

ratus, Wicker Drive, Chicago 1, Ill. 



CHAPTER 18 

MEASUREMENTS 

By M. A. Herlin and A. G. Smith 

MEASUREMENTS OF THE RESONANT SYSTEM 

By M. A. Herlin 

.Two classes of measurements are made on magnetrons, both of which 
are essential to the completion of a practical design and as a basis for the 
understanding of the operation of these tubes. Measurements performed 
on the nonoperating magnetrons and involving the use of signal generators 
constitute one class and are here referred to as “cold measurements.” 
These are considered in the first part of this chapter. The second class, 
here referred to as “operating measurements,” is concerned with tech¬ 
niques for obtaining data from operating magnetrons and is the subject 
of the second part of this chapter. 

18*1, Test Equipment Components.—Cold-resonance experiments are 
performed with a number of basic pieces of equipment which may be 
combined in a variety of ways to yield information. These pieces are 
(1) a source of microwave power tunable over a wide frequency range 
and of moderate power output (of the order of milliwatts), (2) a wave- 
meter to measure the frequency of the power used, and (3) various probes 
and detectors designed for sampling and indicating the distribution and 
intensity of r-f energy in the components under test. 

Microwave Signal Generators.—The most convenient microwave 
signal generators are reflex klystrons. The power output is supplied 
either into a coaxial line or a waveguide as desired. Once the generator 
is set up, the only adjustments to be made are frequency and reflector 
voltage. The reflector voltage is a partial control on the frequency 
and can be used to tune the oscillator over a narrow frequency range by 
electronic sweeping. Special wide-range cavities are available where 
large mechanical tuning ranges are needed, but in general these oavities 
are inconvenient to operate. A comprehensive discussion of these tubes 
is found in Vol. 7, Radiation Laboratory Series. 

Wavemeters.—Wavelength measurements are made with some form 
of tunable resonant cavity in which the mechanical motion of the tuner 
is calibrated in terms of wavelength or frequency. Two methods of 
resonance indication are available. In the absorption method, a single 

698 
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coupling loop or other probe is connected to the power source, and a dip 
in the power output as seen on a meter indicates resonance of the wave- 
meter cavity. In the transmission method, two coupling loops or other 
types of probe are coupled into the cavity to form a filter that transmits 
power only at the resonant frequency of the wavemeter cavity, and this 
power is indicated on a meter. A coaxial wavemeter and hollow-cavity 

Fkt 18 1 —Microwave wavemeters (a) 8-band; (b) X-band 

wavemeter are shown in Fig. 18*1. A qualitative indication of power is 
obtained by means of a crystal detector connected to a microammeter. 
A precaution to be observed here is to provide a d-c return path for 
the crystal current in addition to the r-f connection to the power source. 

Probes and Detectors.—At the longer wavelengths the coupling loop 
is most often employed to sample power from a cavity. A typical 
coupling loop is shown in Fig. 18-3a. The threaded length of tubing 
provides a convenient mechanical means of fastening the loop into the 
metal wall of the cavity, and a connector on the opposite end provides for 
transmission of the power into a coaxial line. The coupling loop is so 
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arranged in the cavity that lines of magnetic flux thread the loop Figure 
18 3b shows two capacitive probes They are placed so that lines of the 
electric field terminate on the probe For short-wavelength devices, such 
as the X-band wavemeter illustrated in Fig 18 1 b< the coupling into the 

Crystal 
Fig 18 2 —Schematic drawing of transmission method for resonant-wavelength measure¬ 

ment 

Fig 18 3a and b —Cavity coupling loop and probes 

waveguide may be made through a small coupling iris. In selecting 
the correct size of any of these coupling devices, the prime consideration 
is to reach the proper compromise between keeping the perturbation 
small so that the operating conditions are not changed appreciably 
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during the measurement and coupling out sufficient power to give a 

positive reading. 
A special instrument for measuring the properties of standing waves 

is the standing-wave detector. The type of detector shown in Fig. 
18*4a is used at wavelengths of about 3 cm. A length of the slotted sec¬ 
tion is fitted with a small capacitive probe, and the power coupled out by 
this probe is then run into a crystal, spectrum analyzer, or other device for 
detecting it. The mounting of the probe is movable, so that variations 
in the power may be observed along the length of the slot. The one shown 
in Fig. 18*46 is for precise measurements at wavelengths of about 1.25 cm 
and has an iris pickup. Together with the indicating device, the stand¬ 
ing-wave detector prov^les a measurement of the standing-wave ratio in 
the transmission line and the position of the voltage minimum. These 
two quantities can then be used to calculate the impedance terminating 
the line, as will be shown in Sec. 18*3. 

The spectrum analyzer has proved to be a satisfactory indicator for 
use with the standing-wave detector in cold-measurement work where 
high standing-wave ratios are to be measured. The data are presented 
on the screen of a cathode-ray tube. The horizontal sweep provides a 
baseline along which the frequency is varied several megacycles, and the 
vertical reading shows power being fed into the analyzer at a given 
frequency. Inserted in the input line is an attenuator calibrated in 
decibels by which the relative intensities of two signals may be measured. 
A wavemet^r is also attached to the analyzer connections. For a more 
detailed discussion of the equipment mentioned above see Vol. 14, 
Radiation Laboratory Series. 

18*2. Cavity-wavelength Measurements.—Of particular concern here 
is the determination of the resonant wavelengths of the resonant system 
of a magnetron anode block. Magnetron work, however, involves the 
use of a variety of cavity resonators for various applications, and the 
method here described may be applied easily to these other cases. 

Transmission Method.—In tl^e transmission method of measuring 
resonant wavelength, two probes are placed in the cavity at appropriate 
points. In the magnetron the magnetic flux threads through the backs 
of the individual oscillators along the length of the tube, and coupling 
loops may therefore be placed in a plane perpendicular to the axis of 
the magnetron, as illustrated in Fig. 18*5. Because of the .various 
configurations of electromagnetic field encountered with the different 
resonant modes of the magnetron, it is desirable to place the loops in 
oscillators that are diametrically opposite. This provides coupling 
to most of the modes and particularly to the more important ones. If 
all modes are being measured, it is well to run through the experiment 
with two different positions of one coupling loop. 
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Resonance is indicated in the same way as it is in a transmission 
wavemeter (see Sec. 18*1). One loop feeds into a crystal and meter, 
while the other receives power from the signal generator. When the 
signal generator is tuned to the resonant frequency of the cavity, power 
is transmitted through to the crystal and produces a deflection of the 
meter. 

Connected to the input coupling loop are also a monitoring crystal 
and meter and an absorption wavemeter. The monitoring meter gives a 
continuous check on the signal generator output and also shows the power 
dip when the wavemeter is used. This arrangement is shown dia- 
grammatically in Fig. 18*2. 

The procedure is to tune the signal generator through the desired 
frequency range while watching the monitoring meter and the resonance- 
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indication meter. When resonance is reached, the wavelength is 
measured. 

Absorption Method.—In the absorption method, use is made of a magic 
T or directional coupler and the electronic frequency sweep available 

with velocity-modulated micro- 
wave oscillators. This method 
has the advantage of fast presen¬ 
tation of data and needs only a 
single coupling loop or probe. 

In the explanation of the use 
of the magic T for this purpose, 
reference is made to Fig. 18*0. 
Arms 1 and 2 are tapped respec¬ 
tively into the E and H plane of a 
waveguide. From symmetry con¬ 
siderations, it may be seen that 
a wave incident from one of these 
arms (for example, 1) divides and 
travels in both directions down 
the guides (3 and 4) while no 

disturbance is transmitted to Arm 2. However, if the guide in one 
direction is not matched, a reflected wave will return and part of it will 
enter Arm 2. The arrangement of the equipment is shown in Fig. 
18*7a. One end of the guide is terminated in a match, and the other 

Fig. 18 6. —Magic T. 

Directional Cavity being 
coupler studied 

Fig. 18*7.—Resonance indicator setups, (a) Magic T; (6) directional coupler. 

is connected to the magnetron or other resonant cavity to be studied. 
A large signal is then reflected from the cavity off-resonance; but when 
resonance is reached, some of the energy is absorbed in the cavity and 
the signal is reduced. If the signal frequency is swept in synchronism 
with the horizontal sweep voltage of an oscilloscope while the crystal 
current detected in Arm 2 is applied to the vertical amplifier, an absorp- 
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tion dip will be seen on the screen as the frequency is swept over a band 
including the resonant frequency. 

A directional coupler may be used similarly. Reference to Figs. 
18-76 and 18*8 shows that a wave incident on the cavity divides at the 
two side openings separated by a distance equal to X<,/4, and a small 

amount is sampled at each and passes into the side chamber. There 
the energy again divides at each opening, and half travels in each direc¬ 
tion. The half going in the direction of the incident power adds and is 
dissipated in the matched load; that in the opposite direction cancels so 
that there is no crystal current. The opposite is true, however, for 
the wave reflected from the cavity; no energy from this wave goes toward 
the match, but a wave is transmitted to the crystal. The directional 
coupler therefore behaves in the same way 
as the magic T in this application, and 
they may be Used interchangeably. 

The magic T or directional-coupler 
setup may be used to measure standing- 
wave ratio with the aid of a variable 
transformer, as will be described in the 
next section. 

A circuit diagram showing typical con¬ 
nections for sweeping the reflector voltage 
of the signal generator is shown in Fig. 18-9. Adjustment of the reflector 
voltage moves the trace to the right or left, and adjustment of the 
magnitude of the sweep voltage varies the amount of sweep. 

18*3. Measurement of Standing Waves.—For cold measurements on 
magnetrons, standing-wave technique is of great value. The usefulness 
of this technique consists in the fact that it affords a method of measuring 
impedances at microwave frequencies where voltmeters and ammeters are 
out of the question. Use is made of the following property of the 
transmission line, namely, that the terminal impedance completely 
determines the standing-wave pattern in the line, which in turn is 

To reflector 

Fig. 18-9.—Keflector sweep cir¬ 
cuit. (A) To plate of gas dis¬ 
charge sweep voltage generator 
tube in oscilloscope. (J3) To re¬ 
flector voltage supply. 
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characterized by two easily measured quantities: the standing-wave ratio 
and the position of the minimum voltage point. 

Transmission-line theory gives the relationship between the twro 
quantities specifying the complex impedance, and the two quantities 
specifying the character of the standing wave. These relationships are 
available in convenient form as circle contour charts giving the trans¬ 
formation from minimum position and standing-wave ratio to resistance 
and reactance or from resistance and reactance to minimum position and 
standing-wave ratio. 

The transformation from standing-wave measurements to terminal 
impedance is made with the aid of the complex reflection coefficient q. 
Ordinarily the transmission line propagates only one mode, so that the 
field in the line is given by the linear superposition of two waves traveling 
in opposite directions. Their relative size and phase are such that the 
voltage-to-current ratio of the sums correspoi.ds to the terminal imped¬ 
ance. If a voltage wave is given by the expression 

VeJut = Vo-f* ggJM+0*)^ 

the corresponding current wave is 

Jpjwt _ _9 fix) - q^j(o>t+fix) 

Z 0 ? 

where Vo is the amplitude of the incident wave; 13 = 2w/\0 = w/c is 
the imaginary part of the propagation constant, which is purely imaginary 
because the line is considered lossless; x is the distance measured from 
the point where the impedance is considered to be located, and Z0 is 
the characteristic impedance of the line. The ratio V/I, evaluated at 
x = 0, is the terminal impedance Zi\ hence 

L±i 
1 - 

where Z\ is the so-called “normalized” terminal impedance, 
for q, 

Solving 

(1) 

The impedance at any point in the line is given by the expression 

1 + qe’2fi* 
1 — qtfW* (2) 

Here qelifix may be regarded as the reflection coefficient of the length 
x of line terminated in the impedance zi. There is, then, a 1-to-l cor¬ 
respondence between reflection coefficient and impedance, and the 
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reflection coefficient merely changes in angle through the factor e?2** 
with movement away from the load along the line. 

The complex transformation in Eq. (1) may be plotted on the complex 
#-plane in polar coordinates. The result is known as the “Smith chart” 
on which contours of constant resistance and reactance are circles. 

The standing-wave ratio, the measurement of which is described 
below, is defined as the ratio of the maximum to the minimum voltage 
(or current) in the line. Along the line the maximum voltage will occur 
at the point where the reflected wave is in phase with the incident wave, 
and the minimum voltage occurs where they are out of phase. Thus 
the standing-wave ratio p is given in terms of the magnitude of the 
reflection coefficient as 

p = 1 + \q\ 

1 - Iq\ 
(3) 

Thus, the magnitude of the reflection coefficient is obtained from the 
measurable standing-wave ratidi 

The angle of q is obtained from the position of the standing wave in 
the line. As the minimum-voltage position is sharp, it provides the 
most accurate measure of the position, or phase, of the standing wave. 
The minimum position occurs at the point x in the line where the imped¬ 
ance is real and minimum. From Eq. (2) this will occur when 
ei20xejo _ where 0 is the angle of the reflection coefficient, or 

S — 7T — 2j0Xnun i 2/t7T, (4) 

where n is an integer or zero and Xann is the minimum position. 
The dual relations giving yi, the normalized terminal admittance, are 

given by noting that when zi = l/yi is placed in Eq. (4), then 

- yi 

l +yi 

Thus/ a point on an impedance chart rotated through it radians yields 
the admittance point. The above relations may then be used for admit¬ 
tances if this substitution is made. 

Standing-wave Measurement with Standing-wave Detector.—The appa¬ 
ratus necessary for standing-wave measurement consists of the following 
pieces of equipment connected in tandem: a signal generator, a padding 
attenuator, a standing-wave detector, and a terminating load whose 
properties it is desired to study. * A wavemeter is also connected 
somewhere between the signal generator and standing-wave detector 
unless wavelength measurements are made on the spectrum analyzer. 
From the standing-wave detector the signal is fed through a flexible 
coaxial line to the spectrum analyzer. Two or three tuning screws 
in the line near the attenuator provide a means of clearing up bad opera- 
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tion by changing the load into which the signal generator feeds. A stub 
tuner in the cable leading from the probe to the spectrum analyzer may 
be used to maximize the signal strength. 

In operation, the traveling probe is set at the point where minimum 
signal is shown by the pip height on the spectrum-analyzer screen. The 
scale reading on the standing-wave detector is then noted. The probe 
is then moved to the point where maximum signal is seen, and the 
attenuator on the spectrum analyzer is turned until the pip height is the 
same as it was on the minimum reading. The standing-wave ratio is 
obtained from the two attenuator settings. This operation is usually 
repeated over the band of frequencies of interest in the particular meas¬ 
urement, the frequency or wavelength being noted at each point with 
the aid of the wavemeter attached to the spectrum-analyzer connections. 

The spectrum-analyzer attenuator may be calibrated if necessary 
by comparing its reading ^vith the known variation of field in a short- 
circuited transmission line and utilizing the fact that a sinusoidal pattern 
results which has minima separated by half a guide wavelength. 

Standing-wave Measurement with Absorption Resonance Indicator.— 
The magic T or directional coupler arranged as a resonance indicator 
(Sec. 18*2) may also be used to determine the SWVR at resonance. 
If the standing-wave ratio at resonance is unity, the reflected wave from 
the cavity will be absent resulting in a zero reading at resonance on the 
trace. Quantitative measurements of the standing-wave ratio at 
resonance are possible by introducing a calibrated transformer of variable 
transformation ratio and variable phase into the line coming from the 
magnetron. Such a transformer is shown in Fig. 18T0. It takes the 
form of a tuning screw on a slotted section mounted in the same manner 
as the traveling probe of the standing-wave detector described earlier. 
The depth .of the tuning screw is read on the dial indicator. Choke 
joints on the screw and on the traveling section prevent power losses 
from contacts and from coupling power out of the waveguide into the 
outside space. The screw introduces a transformer action, the trans¬ 
formation constant being the voltage standing-wave ratio or its reciprocal 
(depending on the phase) which would be set up by the screw in a matched 
line. This constant can be measured for various readings of the dial 
indicator by means of the standing-wave-detector setup described above 
and in Sec. 18*5. When used in this way the transformer is adjusted in 
phase and transformer constant until a match is indicated dn the oscillo¬ 
scope trace. The value of the standing-wave ratio at resonance can 
then be obtained from a previous calibration of the dial indicator. 
Standing-wave ratios off-resonance also may be measured in this way, 
but the value at resonance is usually of greatest interest. 

It may be noted here that the standing-wave ratio at resonance is 
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the only quantity needed to compute the circuit efficiency of the ordinary 
resonant circuit, and the absorption-resonance indicator with the adjust¬ 
able transformer thus provides a rapid method of measuring circuit 
efficiency. 

Another application of the standing-wave measurement described 
above is to the preloading of loop-coupled magnetrons. The difficulty 
of adjusting the load on a magnetron within close tolerances in production 

& 
Fig 18 10—Adjustable transformer. 

is overcome by this procedure, and small-scale laboratory use is also 
helpful. As will be shown later in the discussion of (^-measurements; 
the standing-wave ratio at resonance, which may be measured rapidly 
as described above, is simply the ratio of the unloaded Q to the external Q 
of the cavity. If the unloaded Q can be controlled within sufficiently 
close tolerances, then the external Q may be monitored directly from the 
resonance standing-wave ratio. Adjustment to the correct value is 
made easily with the continuous visual presentation of data on the screen 
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of the oscilloscope. The unaltered unloaded Q of the cavity, which in 
practice ordinarily falls within a 10 per cent scatter range, may then be 
used as a standard load for comparison with the external load, or lossy 
material may temporarily be introduced into the cavity in a controlled 
way. If the unloaded Q is reduced to the desired value of the external 
Q, the variable transformer on the indicator setup may be eliminated with 
considerable simplification of the procedure. 

18*4. Field-pattern Measurements.—The measurement of the field 
pattern of a magnetron-resonator system may be conveniently accom¬ 
plished with the use of a rotary probe.1 Such pattern measurements 
are useful for mode identification and for studies of the effect of asym¬ 
metries in a magnetron on the field pattern seen by the electrons. 

Detail of probe 
assembly 

Fi«. 18*11.- liotary-prota assembly. 

The rotary probe consists of a small capacitive probe mounted on a 
cylinder that occupies‘the space in the magnetron normally filled by the 
cathode. As the cylinder rotates, the variation of the probe current 
with angle provides a picture of the electric-field intensity at various 
angles. The field strength is shown in terms of a crystal current read on 
an oscilloscope whose horizontal-sweep voltage is synchronized with 
the rotation of the probe. The arrangement is shown schematically in 
Fig. 18*11. Interpretation of the pattern should take into account the 
fact that the crystal current is a function of the absolute value of the field 
only. Therefore, in the pattern of the x-mode, the alternate positive 
and negative fields appear as positive currents. In Fig. 18* 12a is shown 
the actual field pattern of an eight-oscillator magnetron oscillating in the 
x-mode, and in Fig. 18*12b the corresponding current pattern seen on 
the oscilloscope is given. For this number of oscillators the x-mode 

1 This method was first suggested to the Radiation Laboratory by the Westing- 
house Research Laboratories at Pittsburgh, Pa. 
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corresponds to n « 4, and the number of peaks is seen to be equal to 2n. 
This relationship holds for all the modes. 

A special phenomenon is observed with longitudinal variation of the 
probe position in strapped tubes. The presence of one strap nearer to 
the interaction space than the other at the end of the tube causes the 
field of the alternate metal tips to which that strap is attached to pre¬ 
dominate. The actual field is then altered as in Fig. 18-12c, the cor¬ 
responding crystal current being given in Fig. 18*12d!. The degree 
to which the alternate tips are raised or lowered for off-center positions 

Field 
strength 

Crystal f 
current $) -^Angle 

Fig. 1842.—Field patterns and their presentation by a rotary probe, (a) Ideal field 
pattern; (6) oscilloscope pattern corresponding to (a); (c) field pattern distorted by strap; 
(id) oscilloscope pattern corresponding to (c). 

of the probe is an indication of the degree of field distortion due to 
strapping. 

It frequently occurs that two modes are so closely spaced that they 
are both excited at the same time. The resulting pattern is then a 
combination of the two patterns and may be difficult to interpret. 

Details of the equipment are shown in Fig. 18*13. A variable-speed 
jnotor rotates the probe. The motor should be run by direct current so 
that hum picked up from a-c fields will not decrease the sensitivity of the 
electrical system. Attached to the probe shaft is a small magnet which 
with each rotation passes by a fixed coil on a yoke and thus induces a 
synchronizing signal which is connected to the external synchronization 
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post on the oscilloscope. The probe is removable so that various sizes 
may be used according to the requirements of the problem. The crystal 
is contained inside the probe barrel, and the current is taken off the top 
of the probe by means of a brush. The platform to which the magnetron 
is clamped is movable vertically so that longitudinal studies of the pattern 
can be made. 

The signal from the brush must be amplified about one hundred 
times before it is strong enough to show on an oscilloscope of ordinary 
sensitivity. The amplifier must be capable of good low-frequency 
response, since slow rotational speeds are necessary to minimize brush 

Fig. 18-13.—Rotary-probe setup. 

noise. A high-frequency response of about 600 cps is sufficient to show 
the individual peaks. Phase as well as amplitude distortion in the pass 
band should be low. 

The magnetron may be excited by means of a single coupling loop 
fed from a signal generator. If the mode spacing is wide, a large loop 
may be used; but if not, the overlap of modes must be minimized by 
keeping the loop small. Extremely large loops should not be used 
because they tend to distort the pattern. If the signal strength is too 
small, it is frequently necessary to insert a double-stub tuner at the 
coupling loop so that maximum power may be coupled into the tube. 

A variation of the method of handling the signal, developed at 
Westinghouse, makes use of a modulated oscillator. The r-f signal 
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exciting the magnetron is modulated with a square-wave modulator of 
fundamental frequency F, and the highest frequency of the pattern under 
study is /. The sideband frequencies are then F ± /, and a bandpass 
filter containing these would provide an envelope pattern corresponding 
to the line pattern given by the other arrangement and yet would elimi¬ 
nate considerable brush noise. 

18-5. Measurement of Q.—The adjustment of the r-f load of the 
magnetron is based upon the measurement of Q’s, as is the determination 
of internal copper losses through which problems relating to circuit 
efficiency are solved. The usual definition of Q is adopted here, that is, 
the ratio of the stored energy to the energy dissipated per radian. It 
has been found convenient, however, to divide the dissipated energy into 
two categories: energy dissipated in the external load and energy dis¬ 
sipated as internal copper losses of the resonant cavity. The Q account¬ 
ing for the former is called the “externalQ and for the latter the 
“unloaded'' Q. In addition, reference ih made to the Q accounting for 
the entire loading of the cavity, ihe “loaded’’ Q. From the definitions, 
the following relationship is written between these quantities: 

I , ± _ JL 
Qv Qt Ql 

where Qv is the unloaded Q, QE is the external Q, and QL is the loaded Q. 
The problem now is to measure these quantities. 

The Lawson Method.—An accepted procedure for measuring these 
Q1 s is the Lawson method. The detailed discussion of this procedure is 
introduced by a brief review of the theory. 

Reference will be made to a simple parallel-resonant circuit, the 
equivalence of which to the cavity near one of its resonant modes has 
been justified both theoretically and experimentally for rather general 
conditions. It has been shown (Sec. 18*3) that the impedance or admit¬ 
tance terminating a transmission line may be measured in terms of the 
position of the voltage minimum and the standing-wave ratio of the 
wave in the line. In order to utilize admittance measurements to 
measure Q, use is made of the facts that energy storage in a resonant 
circuit is proportional to the slope of the susceptance curve vs. frequency 
and that the energy dissipated is obtained from a knowledge of the 
conductance representing the copper losses. 

In terms of the equivalent circuit, a voltage Vejmt can be applied to 
the terminals, where wo is the resonant radian frequency; that is 
wo — l/VXC. The energy stored at resonance is constant throughout 
the cycle so that it may be evaluated at the time when the voltage is 
instantaneously maximum and the current through the inductance is 
aero. The stored energy is then iCf2. But C is given by i(dJ5/dw)0> 
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wherp the subscript denotes resonance. The stored energy is therefore 

w 

It is possible to show directly from Maxwell's equations that this 
relation holds for most microwave resonant cavities near a single resonant 
mode even though the lumped constants L and C lose their direct physical 
significance. The Q of the cavity is then given by the expression 

Q - 
4 \doi)  o>o / dB\   cuo (db \ 
1 ^ 2(7 \doj / o 2g \do))i) 
2 OTo 

where g and b are the normalized values of (r and B. If go represents 
internal losses, the separate Q’s are 

Qu- Ql - 
0)0 

2(1 + flfo) 
/d&\ 

j) \d(A>/o 
(7) 

It is seen that measurement of the Q's resolves itself into measurement 
of o>o, go, and (d6/do))0. The quantity coo is easily determined as previously 
described; but as it comes from the data required for the other two 
quantities, a separate determination of the cavity resonant frequency 
is not necessary. 

The measurement of the slope (db/da>)0 is ordinarily made in terms of 
the half-power points, the frequencies at which \b\ *= g0 + 1, or the 
susceptance is equal in magnitude to the total conductance connected to 
the cavity, including the matched transmission line. If these radian 
frequencies are denoted by coi and o>2, 

n __ _ Xo 

Ql ~ - ixT^r (8> 
since db = 2(1 + g) for du = |o>i — w2|. 

The problem is now to measure «x and ut and _g0. These may be 
obtained from curves of measured standing-wave ratio and minimum 
position plotted against wavelength. Two cases arise which will be 
discussed separately. 

Case; 1, go < 1.—If the loading due to internal losses is less than 
the loading by the transmission line, curves of the shape indicated in 
Fig. 18T4 result. Using Eqs. (3) and (5), the standing-wave ratio at 
resonance is pe — 1/go, whereas at the half-power points, where 
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Put 

$ 
Replacing g0 by l/p0, 

Pi,2 

yi = go ± j(go + l), 

V2 - ^ //l -V 
/\1 + 0o, 

//^t; 
l\po'+ 1, i’+j 
[7 po - 1> 
/\Po + f- 

(9 a) 

m 

Because Eq. (9) expresses pi,2 in terms of po only, Xi and X2 may be deter- 

Fig. 18*14,—^-curves for nonlossy case 

foo < I)* 

mined from the standing-wave ratio 
curve alone, as is gr0. The process 
is illustrated in Fig. 18-14. Equa¬ 
tion (8) is plotted in Fig. 18-15. 
Ql is determined from Eq. (7), and 
the other Q’s are given by 

Qu = Ql( 1 + po), 

Qe = —• (10) 
Pa 

Although it is possible to deter¬ 
mine the Q’s as described above from 

the standing-wave ratio curve alone, it is frequently more accurate to 
make use of the minimum-position curve. The value of go must still 
be determined from the standing-wave ratio at resonance as before, 
but the half-power wavelengths are taken from the minimum-position 
curve. Since the minimum position is determined by the angle of the 
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reflection coefficient, the problem is to compute the angular shift in 
q or 0, from resonance to the half-power points. At resonance 6 = 0 
because the load admittance yi = go < 1. At the half-power points 
where b = ± (1 + go), 

d — Ad = + tan- 

4 
x 1 +JL* + tan- = T ftan- ^-° + 

- go l+^o \ 1 - go 4/ 

From Eq. (4),X0 = — 2^Ad = — ±Tc(Ad/\0), where Ad is the minimum- 
position shift from resonance^ to the half-power frequency. V Substituting 
the value for AS and po = 1 /go, 

The positive sign corresponds to the high-frequency side of resonance 
for by Eq. (6) the slope of the b against w-curve is positive (V being 
positive), and the positi\e sign corresponds to positive b. It should be 
noted that the minimum position shifts toward the load with increasing 
frequency when g0 < 1, a fact that will be used to identify this case when 
it is subsequently shown that the opposite is true when g0 > 1. 

Equation (11) is plotted along with joj 2 against p0 in Fig. 18*15. 
Case 2, g{) > 1.—This case occurs less frequently, except at low 

wavelengths where small cavity dimensions lead to high losses, because 
the condition gQ > 1 implies that the internal losses are greater than the 
power delivered to the matched transmission line. The standing-wave 
ratio at resonance is p0 = go instead of 1 /go as before. Equation (9a) 
wTas derived by putting yi = g{) ± j{g0 + 1) in Eq. (5), then putting 
\q\ in Eq. (3). Thus, Eq. (9a) holds for the present case as well, and it 
will be seen that replacing g0 by 1 /go leaves Eq. (9a) unchanged, and 
therefore Eq. (96) also holds. 

The minimum-position shift is slightly more complicated. At 
resonance, yi = go is greater than 1, and hence from Eq. (4) 6 = w. 
Then Eq. (11) subtracted from 7r/l7r = with p<, replaced by l/p0, 
reverts to the same Eq. (11) with the sign reversed and tv replaced by 
tV As the positive sign then corresponds to the low-frequency side of 
resonance, this case is identified by a minimum-position shift away from 
the load with increasing frequency. The Lawson curves for half-power 
point standing-wave ratio and minimum-position shift therefore are 
applicable to both cases. This latter case is shown in Fig. 18-16. ' 

Equations (10) are altered by replacing p0 by l/p0. 
Referring to Fig. 18*14, the resonant wavelength may be taken from 

either curve, as it is the center of symmetry in either case. When the 
resonant properties are only approximated by the simple circuit, the 
center of symmetry of the curves will be slightly off the resonant wave- 
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length; in this case the resonant frequency is taken from the minimum- 
position curve, for it is from this curve that the final Q readings are 
taken. The minimum position at resonance, which is the point in the 
line where the cavity appears series-resonant and which is a quarter 
wavelength from the point at which the cavity appears parallel-resonant, 
is obtained at the same time. 

The effect of a length of line between the cavity and the measuring 
device is shown in the Q curves of Fig. 18-14 in the slope of the minimum- 
position curve off-resonance. This slope is due to the change in electrical 
length of line caused by the change in wavelength across the curve. Its 
effect is to give the plot on oblique 
coordinates not at right angles to 
each other; that is, the curves are 
considered to be plotted on a verti¬ 
cal minimum-position axis but on a 
wavelength axis differing from the 

horizontal by an angle depenfe 
on the length of line between the 
measuring equipment and the 
cavity and on other frequency- 
sensitive elements in the lead. By 
thus considering the plot, all the 
corrections necessary to take this 
effect into account in the measure¬ 
ment are automatically made. 
Points Ad above and below the 
resonance minimum position art' 
projected at this angle instead of 
horizontally to the intersection with 
the curve. Incidentally, the value 
of the slope taken from the curve 
provides an experimental check on 
the equivalent length of line to the 
cavity, which in many cases may 
not be computed from the geometry because of the complicated structure 
of the line from the cavity. 

The circuit efficiency, or the ratio of the power delivered to a matched 
line to the total power dissipated in the matched line and cavity, is 
given by the expression 

r» = 00 
00+1 

The circuit efficiency is seen to depend only on the standing-wave ratio 
at resonance. 

Fig. 18-16.—Q-curves for lossy rase 

too > 1). 
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Another piece of information to be obtained from a Lawson-method 
Q-measurement is the loss introduced into the circuit by the output lead. 
The standing-wave ratio far off-resonance is a measure of this loss. The 
effect of this loss on the circuit efficiency may be deduced from the 
approximate equivalent circuit of Fig. 18T7. The value of the resistor 

representing the lead loss may be taken from the 
standing-wave ratio off-resonance; thus, gi = p. 

Ordinarily the lead losses are so small that they 
do not affect the Q-measurement; but if the off- 
resonance standing-wave ratio is low enough (of 
the order of 20 db), a correction must be made in 
the Q-measurement process. This correction is 
not given here but may be derived from the circuit 
of Fig. 18*17 in those cases which require it. 

An alternative approximate way of handling 
lead losses is to consider the transmission line to 

the cavity as having a complex propagation constant, the magnitude 
of the loss being again given by the off-resonant standing-wave 
ratio. 

Modifications of the Lawson Method.—One modification applicable 
only to tunable cavities and using the same equipment as the previous 
method has the advantage of being fast at the cost of some loss in accu¬ 
racy. The signal generator is set to the wavelength where it is desired 
to measure the Qm With the cavity tuned far off-resonance, the standing- 
wave detector is set at a voltage maximum point; this may best be done 
by reading the minimum-voltage point and setting it a quarter wave¬ 
length from this point (in either direction). The cavity is then tuned 
until the height of the pip on the spectrum-analyzer screen goes through 
a minimum, indicating that the minimum position has shifted one 
quarter wavelength. The resonant frequency of the cavity is then close 
to the signal-generator setting. Deviation from this condition may be 
due to variation of signal-generator output with load variation. The 
signal generator is next set as nearly as possible to resonance by measuring 
the standing-wave ratio at a few points on either side of the original 
wavelength. The standing-wave detector is then set to each of the half¬ 
power minimum positions (see Fig. 18*15), and the signal generator 
adjusted until the pip goes through a minimum at each point. The 
difference in wavelength of these two points may then be used to compute 
the Qfs as before. Although this method is fast, it does not take into 
account the variation of electrical line length with wavelength as described 
above, and the readings are somewhat inaccurate. It may be used for 
obtaining variation in Q over the tuning range of a tunable cavity where 
the large number of Q values to be taken requires a faster method of 

_■ Lead 
jr losses 

Fig. 18*17.—Equiva¬ 
lent circuit of cavity 
with lead losses. 
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getting the data. Here the absolute value of the Q may not be so impor- 
iant as its variation, and the absence of the line-length correction will 
then not be serious. 

A second variation of the Lawson method makes use of the standing- 
wave-ratio measurement obtained with the absorption-resonance indi¬ 
cator. As discussed in Sec. 18*2, the standing-wave ratio at resonance 
may be measured with this device, and from the Lawson curve of Fig. 
18*15 the standing-wave ratio at the half-power points is obtained. The 
adjustable transformer screw (see Fig. 18*7) is set to this value, the two 
wavelengths at which balance of the bridge is obtained being the half¬ 
power wavelengths. This process may be carried through rapidly. 
From the result the QJs may be computed. The errors of this method 
are large also, the principal source of error being the inaccuracy with 
which the standing-wave ratio determines the frequency. The value 
of the circuit efficiency, because it is obtained only from the standing-wave 
ratio at resonance, is usually good, but the half-power wavelengths for 
the measurement of the Q1 s cannot be measured so accurately and intro¬ 
duce errors in the Q’s. 

It should be noted that the two possible types of resonance illustrated 
in Figs. 18*14 and 18*16 may be distinguished by making use of the fact 
that the direction of the minimum shift is different in the two cases. In 
Case 1, go < 1, the dip on the screen of the oscilloscope increases in 
wavelength when the adjustable transformer screw is moved toward 
the T if it is set near the correct value for measuring the standing-wave 
ratio at resonance. The opposite is true of Case 2 (go > 1). 

The Lawson method gives good results until the Q falls below about 
50, when it is often desirable to modify the method somewhat. Then 
it is convenient to use the slope of the minimum-position curve rather 
than to locate the half-power points; data need then be taken over only a 
large enough range to get an accurate value of the slope. At the same 
time the error due to line length is much more pronounced and must be 
carefully taken into account. 

The external Q = Qe may be determined from the slope of the mini- 
mum-position curve. The result depends, however, on the standing- 
wave ratio at resonance, as does the minimum shift to the half-power 
points. This complication can be neglected when QE is low because, as 
a result of the heavy loading, the standing-wave ratio at resonance is 
always very high. The standing-wave ratio at resonance is given by 
Qv/Qe, and with reasonable Qu (typical value being about 2000 at S-band 
or 1000 at X-band) and low Qe there exists essentially a lossless circuit. 
For the lossless case then, 
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where m is the minimum position given in the same units as X and \g 
is the guide wavelength. The loaded Q is essentially the same as the 
external Q under the present conditions. The unloaded Q may be 
obtained by measuring the standing-wave ratio at resonance and making 
use of Eq. (5). Often, however, the unloaded Q is not needed. 

The correction for electrical-line-length change with wavelength 
may be made most easily by regarding the length of line as an additional 
resonant circuit whose external Q adds to that of the cavity being meas¬ 
ured. A direct measurement is possible by placing a short circuit across 
the line or waveguide at the coupling point with the cavity. The slope 
of the minimum-position curve is measured and its effective Qe computed 
by Eq. (7) and subtracted from the Qe of the cavity plus line-length 
combination. When the geometry of the coupling is simple, the line 
Qe may be computed from the equation 

Qe = \ 

where n' is the equivalent number of half wavelengths of line. In the 
case of coaxial line, n' becomes n, the physical number of half wavelengths, 
whereas n' = (\y/\)2n in the waveguide case. 

There exists an alternative method of obtaining the minimum-position 
curve vs. wavelength that may be convenient under certain conditions. 
If a certain wavelength is being fed into the cavity-plus-line system 
and the minimum position is noted, a short circuit may be placed at the 
minimum position to obtain a system resonant at the wavelength in 
question. Use is made of this fact to get the minimum-position curve 
by measuring the resonant wavelength of the system as a function of 
plunger motion when a movable plunger is varied along the output line. 
The resonant-wavelength measurement may be performed by any of the 
methods previously given, and from the data obtained and from Eq. (7) 
one may compute external Q looking into the output that is being tuned 
by the plunger. 

The unloaded Q may also be found by a transmission method. Power 
is fed into one small loop and detected in another small loop in a cavity. 
Transmitted power as a function of wavelength may be used to obtain 
the unloaded Q directly from the half-power points. Refinements of 
this method for high Q’s may be made using a sweep presentation on 
the screen of an oscilloscope so that the operation may be done rapidly. 

Location of Resonant-circuit Terminals.—The properties of a resonant 
circuit are ordinarily given when the Q’s and resonant wavelength are 
specified, but in the case of a transmission line at microwave frequencies 
there is an additional parameter that is needed to specify the resonant 
circuit completely. This parameter is the location of the terminals of the 
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resonant circuit in the line. There is an ambiguity which may be removed 

by specifying the character of the resonant circuit as either series or paral¬ 

lel resonance. A series circuit is transformed into a parallel circuit by an 

addition of a quarter wavelength of line, and the vsubtraction of a quarter 

wavelength of line reverses the procedure. Reference will be made in 

the following discussion to parallel resonance with the understanding that 

the terms may be changed to apply to those of series resonance if desired. 

The location of the resonant circuit in the line is accomplished to a 

certain degree of accuracy when the Lawson method of Q-measurement is 

employed. The point A of Figs. 18 14 and 18*16 is the point in the line 

where the circuit is series resonant, and therefore the parallel-resonance 

point is one quarter wavelength from 

this point in either direction. 

For some purposes it is necessary 

to measure the position of the termi¬ 

nals very accurately. A is 

described below in which thelo 'ation 

of this point may be obtained as a cor¬ 

rection to a previous determination. 

The method was first developed for 

attaching a stabilizing cavity to a 

magnetron in the output line where 

the distance between the resonant circuits had to be Aery closely an 

integral number of half wavelengths. 

Tn Fig. 18*18 are shown two parallel-resonant circuits connected by a 

length of transmission line. The two resonant circuits are taken to bo 

of the same resonant wavelength X0. Reference to other wavelengths 

will be made in terms of their percentage difference from X0, or by the 

relation 

X \o 

8= Xo ' 

-1 
I io 18 IS - Two lesouant circuits 

connected by transmission line 

c2jl 
U Yo 

The results of solving the circuit of Fig. 18T8 for its modes, or 

resonances, are 

5«_+ 5b = Al 
2 \„n} 

1 
2m'y'c 

(12) 

(13) 

where the subscripts a and b refer to the long- and short-wavelength 
modes respectively, l is the physical length of transmission line that is 
to be made equivalent to an integral number of electrical half wavelengths 
at the resonant wavelength of the parallel-resonant circuits after the 
correction —Al is made, X„ is the guide wavelength if the transmission 
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line is waveguide or the space wavelength in a coaxial line, and y'c is the 
characteristic series admittance for yc\ and yc2; that is z'c = zc 1 + zc2. The 
quantities yc 1 and ?/C2 are numerically equal to the corresponding external 
Q’s. The resonance whose wavelength is very near to X0 has been 
omitted as unimportant in the present discussion. 

Equations (12) and (13) form the basis of measuring the line-length 
error Al; and \g being known at the point where the correction is made, 
all that is required for Al is a knowledge of n' in Eq. (12). The value 

of Al/\Qn' from Eq. (12) is substituted 
in Eq. (13) along with the value of y'., 
which may be obtained from Q-meas- 
urements, and the equation solved for 
n'. This value put back in Eq. (12) 
gives the value of Al. 

The above equations have been 
developed on the basis of two resonant 
circuits. One of these may be omitted 
from the equations simply by making 
y'c equal to yc> the normalized charac¬ 

teristic; admittance of the remaining circuit. Use of both forms of the 
equations will be made. 

For the measurement of 8a and 8b, two cases will be discussed, one in 
which there are two resonant circuits or cavities separated by a length of 
line (Fig. 18-18) and the other in which there is one resonant circuit 
with a length of line terminated in a T as shown in Fig. 18-19. The first 
step in either case is setting up the first approximation to the correct 
length of line. The Q’s of the two cavities or of the one cavity (as the 
case may be) are measured by the Lawson method, giving the external Q 
and the minimum position at resonance. In the two-cavity system, the 
two circuits are connected so that their minimum positions at resonance 
occur at the same point in the line. In the T system, the T is placed so 
that a parallel connection of the three arms is made at a quarter wave¬ 
length from the minimum position at resonance or so that a series con¬ 
nection is made at the minimum position at resonance. Within the 
accuracy of the Q-run data, then, the connecting line will be of the correct 
length. Then the mode wavelengths are measured, and from these the 
correction to the tentative line length set by the Q-run data is computed. 

In the two-cavity case, there is usually a T of some sort for coupling 
the system to a load. If not, a probe may be installed for the purpose 
of measuring the wavelengths of resonance. The mode wavelengths are 
measured directly by any of the means previously described; the data 
put into the equations given above; and the correction to the line length 
computed. The line length is the total separation of the cavities. 

Fig. 18*19.—Resonant cncuit and T 
connected by transmission line. 
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A variation of the two-cavity system is one in which one cavity is 
replaced by a short circuit. It will be noted that a short circuit is a 
resonant circuit in which yc = °o. 

In the T case, use is made of a special technique for determining the 
mode wavelengths. Figure 18*19 shows the T connected to the length 
of line terminated in the resonant circuit. A variable reactance is 
connected to one pair of terminals. The resonances seen looking in the 
terminals A will be the resonances of the system of the resonant circuit, 
the line length, and the variable reactance. The resonance of importance 
here is the one corresponding to a short circuit at the T terminals. Since 
for this condition the system is short-circuited from the terminals A, 
the resonance will not be visible on the resonance indicator. As the 
reactance is varied about this point, the resonance dip on the indicator 
will progress as shown in Fig. 18*20, n deep resonance dip appearing first, 
becoming smaller, disappearing completely, and then reappearing, while 
the wavelength of the dip chy^njes continuously. The disappearance or 

Fig. 18*20.—Measurement of wavelength by null method. 

null wavelength is then the mode wavelength to be measured. There 
will be two such modes: one below the cavity frequency and one above. 
The wavelength measurement may be made very precisely because the 
indication is sharp; it is thus possible to obtain great accuracy in the 
line-length error measurement. 

The exact nature of the variable reactance depends on the individual 
problem. A plunger in waveguide in one of the T arms is suitable. 
Furthermore, another cavity may be used, the variation in reactance 
being accomplished by tuning the cavity. The two methods of getting 
mode wavelengths described here may be combined. Two cavities 
connected by a length of line and tapped into by means of a T may be 
adjusted for correct line lengths by measuring the over-all correction as 
in the first case and the cavity-to-T correction by the second method. 
The correct relationship between the two cavities and the T may then be 
easily adjusted. 

18*6. The Stabilization Factor.—The concept of stabilization was 
developed as the result of an effort to provide additional r-f energy storage 
in the resonant system of the magnetron for the purpose of stabilizing 
its operating frequency. Design of stabilizing equipment is discussed in 
Chap. 16. The measurement of the degree of stabilization by cold- 
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measurement techniques is described here, and the results extended to 

other uses. 
The concept of stabilization may be used wherever there exists a 

resonant system that may be divided into parts for convenience in 
analysis. Stabilization by means of an external cavity is a problem of 
this nature. The magnetron contains a resonant system of its own, and 
the addition of another resonant cavity to the entire resonant system 
simply adds to the r-f energy storage. The stabilization factor is defined 
as the ratio of the total r-f energy stored in the entire system to the 
energy stored in the part of the system used as a basis for reference. 
Thus, the stabilization factor of the stabilized magnetron system is 
the ratio of the total energy stored to the energy stored in the magnetron 
alone. This definition will now be related to practical methods of 
measurement. 

The measurement of stabilization factor rests on the same basis as 
the measurement of Q; that is, the energy storage in a resonant system 
is proportional to the rate of change of reactance with respect to fre¬ 
quency in a series-resonant system (a system in which resonance is 
defined as zero susceptance). Since reference to a specific energy level 
which depends on driving current or voltage is to be avoided, a ratio of 
energies is taken as in the case of the Q. 

A description is first given of a method for measuring stabilization 
factors that makes use of the Q-mcasurement methods already developed. 
Stabilization may be measured through the medium of Q-measurement in 
at least two different ways. One of these is based directly on the defini¬ 
tion of stabilization. If the external Q of a system is measured looking 
into a certain output where the measurement is made, a value is obtained 
that is proportional to the energy stored in the system. If all but the 
part of the system to which the stabilization factor is referred is shunted 
out of the system and the external Q measured again, the stabilization 
factor will be the ratio of the first to the second Q taken. In shunting 
out the remainder of the resonant system the fields at the division surface 
must be replaced by identical fields that are not frequency sensitive, or in 
other words that are not associated with energy storage. It is apparent 
that this process may be very difficult, and for this reason it can usually, 
be done only when the division surface is a surface of zero electric field. 
Then it is necessary only to replace this surface with a metal surface, 
thus providing a short circuit. For example, a cavity that is iris-coupled 
to a magnetron makes up a stabilizing system whose stabilization factor 
is the ratio of the external Q looking into the regular output under normal 
conditions to the external Q looking in the same way but with the iris 
filled with a wedge of copper. It is necessary for the field configuration 
to be kept the same for the two Q-measurements so that the external 
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coupling will not be changed. If the coupling were different in the two 
cases, the proportionality factor of the energy storage would change and 
the result would be in error. 

The second method making use of Q-measurements may be used 
when the coupling between the cavities is made in standard transmission 
line. Then the external Q’s looking into each cavity separately may be 
measured, the stabilization factor being 1 plus the ratio of the stabilizing 
cavity Q to the magnetron Q, using the stabilized magnetron case as an 
example. 

A third method of measuring stabilization factor makes use of relative 
tuning rates. A tunable cavity, when stabilized, tunes less for a given 
motion of the tuner; that is, as implied by the term “stabilization,” 
the frequency constancy is in¬ 
creased. The quantitative as- + 
pects of this behavior are derived 
from Fig. 18*21, which show^'wo 
curves of reactance vs. radian fre¬ 
quency, one for each circuit. ^ 
Curv e A is assurcu d to be the reac- g 
tance curve of the tunable sta- •§ o 
bilizing cavity, and B that of the £ 
reference cavity. Resonance 
exists where the sum of the curves 
is zero. When the two curves 
both pass through zero reactance 
at the same point, their resonant Fiq* 18 21 —Effect of tuning the stabilizing 

frequencies are identical and equal cavit> * 
to co0. Shifting the frequency of A to o>i, corresponding to the cuive A', 
results in making the resonant frequency of the combination o>o* If AAu 
represents coi — m and A^o? represents w? — cc0) it may be derived from 
the geometry of Fig. 18*21 that 

Here, Sa,b is the stabilization factor of A with respect to B (B is the 
reference cavity) and Atoj/Aao) is the percentage tuning rate, the factor 
by which the tuning rate of the stabilizing cavity is reduced by using 
it for stabilization. The problem now becomes the measurement of the 
percentage tuning rate. This measurement may be made easily by means 
of the usual wavelength-measurement methods, the tuning rates being 
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made on the entire system and on the stabilizing cavity alone with the 
reference cavity blocked off. 

If it is more convenient to tune the reference cavity, the data may be 
changed to the desired form by means of the relationship 

Sa,b = 1 + 
1 

Sm'A 

Sb,A ~~ 1 
(15) 

The stabilization factor, then, may be measured by means of Q-meas- 
urements or by relative tuning rates. In practice, Q-measurements 
with and without stabilizing cavity are more .accurate for high-stabiliza¬ 
tion factors, relative tuning rates for low-stabilization factors, and 
independent Q-measurements in the connecting line for either. However, 
a high-stabilization case may be changed into a low-stabilization case 
by reversal of the sense of stabilization; that is, a cavity stabilizing a 
magnetron with a high-stabilization factor is itself stabilized by the 
magnetron with a low-stabilization factor. This fact is shown by 

Eq. (15). 
The concept of stabilization may be used for other purposes, such as 

the measurement of L/C ratio of a magnetron oscillator. This problem 
turns out to be that of measuring either L or C, because the other may be 
computed from the knowledge of the resonant frequency of the cavity. 

The problem of determining the value of C as seen by the electrons 
in a magnetron will be considered. It is assumed that a hole-and-slot 
magnetron is being measured; the vane magnetron is more difficult to 
measure, but the same method may be used. In the region of the slot 
the capacitance may be computed from the usual formula for a parallel- 
plate condenser. It is then recognized that the equivalent capacitance 
of the cavity is greater than that due to fringing fields and displacement 
currents in the inductive region of the oscillator. The problem then 
becomes one of measuring the stabilization factor of the extra equivalent 
capacitance with respect to the computed capacitance. (Energy storage 
in a parallel-resonant circuit is proportional to capacity.) This is done 
by inserting a slab of nonconducting material of known dielectric constant 
into the space whose capacitance may be computed and noting the shift 
in resonant frequency. The shift to be expected if the total capacitance 
were lumped into this space may be computed from the dielectric con¬ 
stant, and this value may be compared with the experimental value, 
the stabilization factor being computed from Eq. (14). The effective 
capacitance may then be computed by multiplying the computed capacity 
by the measured stabilization factor. 

18*7. Magnetron-mode Identification.—Much of the technique of 
mode identification has been discussed already in connection with the 
description of the rotary probe; a few remarks about the use of the 
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rotary probe are given here in addition to two elementary methods of 
mode identification. The electromagnetic-field configuration for the 
various modes is assumed to be known (see Secs. 1-4, 2*9, and 3-2). 

The use of a hand-operated rotary probe of the kind described in 
Sec. 18*4 is appropriate when the amount of data to be taken does not 
justify the use of the more expensive motor-driven device. The same 
data may be taken point by point with the aid of this simple equipment. 
The probe itself should be constructed in about the same way as the 
motor-driven one, but it is not necessary to provide brush contact; a 
wh*e connected directly to the crystal output may be run to the meter. 
This probe is mounted in a rigid frame so that it may be rotated by hand, 
a pointer indicating the angle against which the meter readings are 
plotted. 

Mode identification is straightforward in the light of the discussion 
in Sec. 18*4. The modes encountered in a symmetrical magnetron are 
easily recognizable, the in particular being nearly always sym¬ 
metrical. A magnetron employing strap breaks often presents a confus¬ 
ing picture on the lower modes, but the patterns observed on the screen 
can usually be interpreted. Long anodes should be searched for longi¬ 
tudinal modes. These appear with the same patterns as the standard 
modes, but they vary in intensity with longitudinal variation of the 
probe position, the most common one becoming zero at the center of the 
anode. 

The identification of the modes can be made from wavelength meas¬ 
urements if the spectrum of the magnetron is known. For example, 
a strapped magnetron has modes whose resonant wavelengths decrease 
with decreasing mode number, and the wavelengths of the modes plotted 
against number are points through which a smooth curve may be drawn. 
The series of wavelengths may then be measured and the various modes 
selected on this basis without the added complication of the probe meas¬ 
urements. A very simple test may then be made to verify these results. 

This test consists of inserting a screwdriver, pencil, or other similar 
object into each oscillator while the magnetron is excited at one of its 
modes and noting the detuning effect. On the 7r-mode the detuning effect 
is the same for all oscillators. On the other modes the detuning effect 
varies according to the energy stored in each oscillator. There will be 

two oscillators in which there will be no detuning for the 

where N is the number of oscillators (ordinarily an even number); four 

for the — 2^-mode, provided N/4 is an integer; and so forth. 

The greatest use of the rotary probe is in the investigation of field 
intensities in new types of magnetrons or other similar devices. 
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18*8. Cathode-lead Loss.—It is frequently necessary in magnetron 
design to install chokes in the cathode leads to prevent r-f leakage and 
radiation which would decrease the efficiency of the device. The first 
problem in this connection is to determine whether or not such leakage 
is present to an undesirable degree. Leakage can be detected on the 
spectrum analyzer during a standard Q-measurement. The signal 
generator is tuned to the resonant wavelength of the magnetron, as 
evidenced by the minimum standing-wave ratio. Then the movement 
of any conducting material in the neighborhood of cathode leads that 
couple out power will be reflected in a variation of the size of the signal 
seen on the spectrum analyzer. Touching the leads with the fingers is a 
very sensitive test for leakage. The degree of coupling may be estimated 
from the changes in the standing-wave ratio produced by placing reflect¬ 
ing objects near the cathode leads. 

A more convenient method of detecting calhode-lead leakage makes 
use of the magic T or directional-coupler resonance indicator. The 
detuning effect of variation in external conditions is easily observed 
because the data are presented over a band of frequencies and the very 
convenient form in which the data are presented allows the leakage check 
to be performed quickly. 

The usual remedy for cathode-lead r-f leakage is a quarter-wave 
coaxial-line choke soldered in each lead that comes out of the magnetron. 
It is possible, however, that a lead resonance may be set up if the place¬ 

ment of this choke is accidentally 
in the appropriate position. Be¬ 
cause this resonance is usually 
lossy in character, the unloaded 
Q of the magnetron is affected 
adversely with corresponding de¬ 
crease in the circuit efficiency. 
Furthermore, there may be a split 

in the mode spectrum so that the operation of the magnetron is erratic. 
There arises, therefore, the special problem to be attacked by cold- 
measurement methods in locating the cathode choke so that this reso¬ 
nance is avoided. 

The 2J42 magnetron is used for an example. This tube has an end- 
mount cathode so that there is a single cathode lead coming out of the 
pole piece on one side. The problem to be solved is the location of 
the places where the choke should not be placed. Figure 18*22 shows the 
movable cathode choke that was made especially for this experiment. 
As there is no current flow at the mouth of the quarter-wave choke, 
the fixed choke may be replaced by the movable one with practically no 
change in the operating conditions. The sliding movement thus pro- 

"7^— 

Sliding contact 

=0=0 

Wire to move 
choke from 
the outside 
Fig. 18*22—Movable cathode choke. 
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vided makes possible a continuous motion whose effect may be observed 

continuously on the screen of a resonance indicator. Figure 18*23 
shows a plot of the results observed on 
the magic T indicator. 

The cathode-choke movement x is 
plotted horizontally, and the effect on 
the resonant circuit is plotted vertically. 
The latter is measured by the height of 
the minimum point of the trace seen 
on the screen. The coupling loop loads 
the magnetron so heavily that the 
standing-wave ratio at resonance is 
high. As the loss due to the cathode- 
choke resonance enters a resonance 
region, the SWVR drops. The cath¬ 
ode-choke experiment may ^moral¬ 
ized to include a wide vaiiety of 
experiments in insertion loss. 

18*9. Tube-model Techniques* —An anode block that is similar to 
but not identical with a proposed design and is constructed especially 
for the purpose of cold-testing is called a “tube model.” Models have 
proved to be extremely useful for the investigation of the resonant proper¬ 
ties of a magnetron under development. Their principal advantage is 
that they are easier to construct than actual magnetrons and give a great 
deal of information on which the design of an actual magnetron may 
be based. Models may be made for any frequency where the conditions 
of construction and testing are most advantageous, because wavelength 
data scale reliably as the first power of the geometrical size. Thus a 
proposed magnetron that requires special construction techniques to 
be worked out before it can be constructed may have its properties 
investigated by means of a model which can easily be built at a longer 
wavelength. The resonances can be located; mode separation and 
patterns noted; and the data then scaled to apply to a magnetron at the 
desired frequency. Unloaded Q may also be scaled because for any given 
shape of cavity it is proportional to the square root of the wavelength. 

In selecting the wavelength at which to construct a model, the availa¬ 
bility of good test equipment is a Beal consideration. Of importance are 
signal generators with good power outputs and wide tuning range, spec¬ 
trum analyzers, calibrated attenuators, and slotted sections. As an 
illustration, most models at the Radiation Laboratory were constructed 
largely at 10-cm wavelength because of the general superiority of equip¬ 
ment at this wavelength. 

Model tubes can be modified as a result of the cold resonance obtained, 

x in cm 
Fig. 18-23.—Effect of cathode-choke 

position on SWR. 
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and for this purpose the model may be constructed of brass and bolted 
together to facilitate changes in form. Wavelength and mode data can 
be obtained in this way; but if unloaded Q data are to be taken, it is 
necessary to hard-solder the model and construct it from the final 
material. This added expense should not be incurred until such things 
as resonant wavelength are determined and found to be satisfactory. 
A typical procedure for the design of a magnetron is first to make a model 
of brass with various parts bolted or soft-soldered together. The size of 
certain parts such as the straps and vanes is varied, and the wavelength 
data taken for each variation. The wavelength-vs.-variation curve 
then provides the basis for the selection of the conect dimensions. Other 
quantities, of course, such as stabilization factor, may be adjusted as 
well. When the final dimensions are selected, a copper model may be 
constructed for the purpose of measuring the unloaded Q. 

OPERATING MEASUREMENTS 

By A. G. Smith 

Accurate quantitative measurements of the operating conditions 
of a magnetron are useful as aids to design, as production controls, and 

Fia. 18-24.—Arrangement of test bench components. 

as guides to intelligent operation. In addition, a magnetron is frequently 
employed in the testing of other microwave components, and in this 
application a knowledge of its output* power, frequency, and stability is 
essential. 

Although the proper use of scaling principles and cold-measurement 
techniques may save needless effort in the designing of a magnetron, an 
operating model must finally be constructed and tested in order to 
determine quantities that can at present be predicted only approximately. 
The quantities to be determined are the range of currents and voltages 
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over which operation is stable, the electronic efficiency, tuning range, 
cathode-heating effects, electronic leakage current, and the power¬ 
handling capabilities of the input and output circuits. 

mm 

m 

iTfKtss 
Neter control 

Average 
current meter 

Thermocouple 
mfcroammeter 

Coaxial 
transmission and waverheter 
wavemeter amplifier 

Fig. 18 26.—High-power waveguide magnetron test bench. 

Figure 18*24 shows in schematic form the components necessary for 
testing an operating magnetron and their arrangement on a typical 
test bench. Either coaxial line or waveguide components can be used; 
and although the construction of some of the components differs for c-w 
and pulsed testing, their arrangement remains essentially as shown. 
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Figures 18*25 and 18*26 are photographs of typical coaxial-line and 
waveguide test benches, comparable to the schematic view in Fig. 18*24. 

The components shown in Fig. 18*24 provide a rather complete set 
of data on operating magnetrons, but not included are certain pieces of 
equipment useful in special cases, such as Y-I oscilloscopes (see Chap. 8) 
or r-f viewers (see Yol. 11, Radiation Laboratory Series). 

18*10. Measuring Techniques. Performance Charts.—In general, the 
performance chart is the most useful presentation of the operating 
characteristics of a magnetron. (For specific examples of such charts 
see Chap. 19.) The following measurements must be made in order to 
plot a complete performance chart, including pushing-coefficient con¬ 
tours:1 magnetic field, (average) current, (pulse) voltage, (duty ratio), 
(average) output power, and frequency. 

A large amount of data is generally required, and a. systematic proce¬ 
dure should be followed in obtaining it. The technique described here 
has been found satisfactory for most types of testing. It is convenient 
to begin work at the lowest magnetic field that is to be used; for if a high 
field is selected first, each time that it is reduced the magnet must 
be demagnetized in order to preserve its calibration. After the magnet 
current has been set to the desired value, plate voltage is applied to the 
magnetron and increased until stable oscillation begins. The presence of 
r-f output may be detected most quickly and simply by means of a i- 
watt neon bulb which is excited by inserting its leads into the r-f line 
through the slot of a standing-wave detector or tuner. Stability of 
operation can be judged from the steadiness of the neon glow, from the 
current and voltage pulses on a synchroscope, or from the image on a 
spectrum analyzer. In the case of a pulsed tube, the spectrum analyzer 
is a valuable adjunct, for the spectrum of a magnetron frequently deteri¬ 
orates badly near the limits of its stable range. Having set the plate 
current at the lowest value at which satisfactory operation is obtained, 
the operator then records the voltage, current, power output, and fre¬ 
quency. If a water load is being used to measure power, the rate of flow 
must be determined and checked at reasonable intervals. The plate 
current is next increased somewhat, and the readings repeated. This 
process is continued until a limit is set by mode-shifting, arcing, or 
overheating of the cathode. When one of these occurs, the current is 
reduced to the starting value, the magnetic field is increased, and the 
process repeated. The performance chart may be extended in voltage 
until the magnet saturates or until arcing occurs in the magnetron even 
at low currents. 

The plotting of c-w performance data is relatively simple, requiring 
only the calculation of plate efficiency. Pulsed data require the con- 

1 The quantities in parentheses apply only to pulsed operation. 
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version of average-current and average-power readings to the pulse 
values through division by the duty ratio, which must be determined 
from a calibration of the apparatus. Performance charts are almost 
always taken into a matched line, and therefore a tuner and standing- 
wave detector are not needed, although the latter is a convenience in 
checking the match of the load. 

Riefce Diagrams.—The Rieke diagram is of great value in determining 
the effects of loading on the performance of a magnetron. Many 
examples of these plots will be found in Chap. 19 of this book. The 
information that is needed in the preparation of a complete Rieke dia- 

Fig. 18*27.—Waveguide double-blug tuner with Mycalex slugs. 

gram is1 (average) current, (pulse) voltage, (duty ratio), (average) 
power output, frequency, magnitude of standing wave, and phase of 
standing wave. The following procedure has, in general, proved to be a 
satisfactory method of obtaining such data. 

In measuring the Rieke diagram the magnetic field and the plate 
current are held constant, while a standing wave of variable phase and 
magnitude is presented to the magnetron. This standing wave is set 
up by means of a double-slug tuner (see Fig. 18-27) and measured by 
using a standing-wave detector (see Fig. 18*4) placed between the tuner 
and the magnetron. In the case of high-power magnetrons, it may be 
necessary to take the Rieke diagram at a power output well below the 
usual operating point because of breakdown in the slugs or magnetron 
output or arcing inside the tube itself when a high standing wave is set up. 

1 The quantities in parentheses apply only to pulsed operation. 
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With the magnetic field set at the proper value, the magnetron is put 
into oscillation and the distance between the slugs is adjusted until the 
standing-wave detector indicates that a match has been obtained. The 
magnetron plate current is then brought to the value that has been 
decided upon, and the voltage, power output, and frequency are recorded, 
giving a point that when plotted will lie at the center of the diagram. 
The separation of the slugs is next changed slightly until a standing 
wave of small amplitude is set up, and the plate current is reset to its 
previous value—if, indeed, it has varied at all. The magnitude and 
relative phase1 of this standing wave are recorded, the phase being 
measured from a scale on the standing-wave detector. Leaving the 
separation of the slugs unchanged, the tuner is now moved a fraction 
of a wavelength, and all of the readings are repeated. It will be found 
that although the phase of the standing wave has changed, its magnitude 
is virtually unaltered, with the result that it will appear on the diagram 
at the same radius as the second point and removed from it by an angle 
equal to the difference in electrical degrees between the phases of the two 
points. In this manner, the operator proceeds around a full circle on the 
diagram, corresponding to a half-wavelength movement of the slugs and 
a half-wavelength change in phase. The tuner is then readjusted to 
set up a higher standing wave, and another circle is completed. The 
process is continued until r-f breakdown occurs in the line, the magnetron 
becomes unstable, or the tuner reaches the maximum standing-wave 
ratio of which it is capable. 

Although the phase thus far is referred to a purely arbitrary origin, 
that is, the zero of the scale, it may be made more specific by referring 
it to a suitable plane at the magnetron output. This translation, of 
course, merely involves the measurement in electrical degrees of the 
distance between the selected plane and the zero point of the scale. 
It is conventional to plot motion of the phase toward the magnetron in a 
counterclockwise direction. The radial scale may be marked in SWVR, 
SWPR, or reflection coefficient. 

Pulling Figure.—The pulling figure of a magnetron is defined as the 
maximum change in frequency that occurs as a standing wave with a 
voltage ratio of 1.5 is presented to the tube and the phase is varied 
through 360°. Although the pulling may be determined from a Rieke 
diagram, this technique is needlessly laborious unless the other informa¬ 
tion contained in such a plot is desired. A more direct method consists 
simply in placing a tuner in the line, setting up a standing wave of 1.5 in 
voltage, and determining the frequency limits as the phase is varied. 
By far the most satisfactory indication of the frequency deviation is 
obtained with a spectrum analyzer; on the screen of this instrument the 

1 Always measured from the minimum of the standing-wave pattern. 
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spectrum moves back and forth along the baseline as the phase of the 
standing wave changes, and the amplitude of the motion is readily meas¬ 
ured by means of any of the frequency-measurement techniques discussed 
in connection with the spectrum analyzer in Vol. 14. It is sound 
procedure to check the standing-wave ratio at each of the two points at 
which frequency measurements are made. Even though the separation 
of the slugs remains constant, 
slight changes in the impedance of 
the line or the superposition of a | 
reflection from the load may alter g 
the ratio enough to impair the £ 
accuracy of the pulling figure that 
is obtained. The magnetron 
should be thoroughly warmed up 
before pulling-figure measure- 

. t 1'iit. i*>28.—Spectrum of a pulsed magnetron 
ments are attempted, or then$*&l as Been on a spectrum analyzer. 

frequency drift will enter into the 
results, although this source of error is more likely to occur in pulling 
figures obtained from Rieke diagrams. 

Spectrum.—Much can be learned about the operation of a pulsed 
magnetron from a study of the r-f spectrum. The theoretical form of 
this spectrum is shown in Fig. 18*28.1 Certain deviations from this shape 
are attributes of the voltage pulse that is applied to the magnetron, and 
others result from the action of the tube itself. A voltage pulse with an 
excessively sloped or rounded top will produce a frequency modulation 
that may broaden the spectrum appreciably, and a frequent concomitant 
of this condition is a marked difference in the heights of the secondary 
maxima on one side of the spectrum as compared with those on the other 
side. Another common phenomenon is the random, intermittent dis¬ 
appearance of one or more of the vertical lines that make up the spectrum; 
this is an indication that at the moment at which that line should have 
been formed, the magnetron had shifted modes or was arcing. In certain 
regions of the performance chart, usually at very low currents, the spec¬ 
trum may be observed to broaden as the region is entered and finally 
to break up completely into a distribution resembling noise. A similar 
deterioration is frequently noticed when a heavily loaded magnetron 
enters the unstable portion of a Rieke diagram. 

The spectrum of a c-w magnetron is of less significance to the operation 
of the tube. The spectrum analyzer is still very useful, as it provides an 
effective means of observing small frequency shifts. 

18*11. Operating Technique.—Before putting a magnetron into oper¬ 
ation, it is a reasonable precaution to test it with a spark coil and ohm- 

1 See also Vol. 11, Chap. 12, of this series. 
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meter to prevent possible damage to the pulse generator or power supply 
and the associated metering equipment. An ohmmeter will indicate 
whether or not the heater circuit is continuous and whether or not a short 
circuit exists between the cathode and the anode. 

The magnetron should be mounted so that it is well centered between 
the pole pieces of the magnet. In some cases the manufacturer indicates 
a preferred polarity of magnetic field. The output connections should 
fit well; if they are loose, r-f breakdown is likely; and if they are too tight, 
the tube may be damaged. Most trouble is caused by the center con¬ 
ductors of tubes with coaxial outputs. 

The lead that carries the plate current from the power supply or 
pulse generator is connected to the cathode lead of the magnetron; if 
it is connected to the heater lead, all the plate current will flow through 
the heater, and the transients brought on by arcing may burn it out. 
Full heater power should always be supplied for at least 60 sec before 
plate voltage is applied. In pulsed operation, the leads between the 
pulse generator and the magnetron should be kept short, since the 
reactance of long leads may distort the pulse waveform and introduce 
oscillations. Where forced-air cooling is indicated, it should be sufficient 
to maintain the temperature of the block below 100°C. 

The magnetron may be grounded through the r-f line, which should 
be part of a common ground system embracing the magnet, the power 
supply or pulse generator, the pulse transformer, and the chassis of the 
associated amplifiers, spectrum analyzers, etc. If the r-f line is acci¬ 
dentally left ungrounded, the operator may discover that it has become 
charged to full cathode potential. 

Gassy Tube.—When plate voltage is applied, a gassy magnetron will 
draw a large current and the synchroscope or voltmeter will indicate 
little or no voltage across the tube. A gas discharge may be seen inside 
the magnetron by looking into the input or output pipes. All mag¬ 
netrons evolve a little gas when they are left idle for long periods, but 
this normal outgassing will not produce the condition just described. A 
spark coil test will confirm the diagnosis. 

Cathode-anode Short Circuit.—Again, current will be drawn with zero 
voltage indicated, but there will be no gas discharge. An ohmmeter 
may be used to settle the matter. 

No Magnetic Field.—A high current will be drawn at very low voltage. 
Removal of the magnetic field during operation may result in the destruc¬ 
tion of the magnetron; precautions should therefore be taken when an 
electromagnet is used to prevent failure of the d-c power supply. 

Open Heater.—The magnetron will fail to start normally when plate 
voltage is applied and probably will spark. No plate current will be 
drawn. The usual glow of the cathode, visible in the input pipes of 
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many magnetrons, will be absent. An ohmmeter test is the final check. 
A magnetron in this condition may usually be started by continued 
application of plate voltage at a relatively low magnetic field, although 
care must be taken not to damage the associated equipment; once 
oscillating, back bombardment may provide sufficient cathode heating 
for normal operation. This type of starting cannot be repeated many 
times without destroying the cathode. A great many heater failures 
are due to transients accompanying arcing and may be prevented by 
placing a £-/xf condenser in shunt with the heater to bypass such surges. 

Arcing.—Arcing, or sparking, is commonly encountered in magnetron 
operation, especially at high powers. It may be due to traces of gas, 
to mode shifting, to high gradients caused by sharp surfaces, or to over¬ 
working of the cathode. A magnetron will withstand a surprising amount 
of arcing over a short period of time without apparent damage, but even 
intermittent sparking during continuous operation will affect its life 
adversely. Arcing appears as^ 'Unties in the input pipes, unsteadiness 
of the current meter, missing pulses on the spectrum analyzer, and 
transient traces on the synchroscope (Fig. 18*29). The evolution of gas 
occurring during long periods of quiescence may make it necessary to 
reseason a tube to “clean up” the gas; this should require no more than 
15 or 20 min of continuous attention. 
The operator should slowly increase the 
voltage until arcing becomes rather 
violent, occurring perhaps several times 
a second; as soon as the sparking has 
died down, the voltage may again be 
raised, and so on until the desired 
operating level has been attained. 
Should an unusually intense burst of 
sparks occur, resembling a continuous 
arc,, the voltage must quickly be backed off to permit the tube to 
recover. Arcing is frequently associated with mode instability, and it is 
difficult to determine which is the cause and which the effect. 

Mode Instability.—This is a phenomenon which occurs in certain 
regions of the performance charts of all magnetrons, usually at very high 
or very low currents or at low magnetic fields. A c-w magnetron changes 
modes abruptly, showing a marked decrease in output power, and may 
not return to the operating mode until the plate voltage has been shut 
off and the tube restarted in a more favorable region. Pulsed magnetrons 
change modes more gradually, passing through a region of operation 
partly in one mode and partly in another, as evidenced by double voltage, 
current, and VI traces on the synchroscope (Fig. 18*29) and by missing 
lines in the spectrum; operation in this region is likely to be accompanied 

Fig. 18-29.—Appearance of VI 
trace under various conditions of 
operation, showing (o) stable oper¬ 
ation, (b) mode shift, and (c) arcing. 
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by sparking and by falling output power. The tube will, however, 
resume normal oscillation as soon as the voltage is changed to bring it 
back to a region of stable performance. The location of the boundaries 
where mode changes occur is influenced by cathode quality and tem¬ 
perature, pulse shape, and loading (see Chap. 8). Mode-changing 
may become more troublesome as a magnetron ages and the cathode 
emission fails. Although a tube may be oscillating in a lower mode, 
it is not always possible to detect the wavelength of that mode in the r-f 
line, since conditions in the magnetron may be such that it does not couple 
to the output loop. Operation in lower modes is frequently accom¬ 
panied by serious overheating of the cathode. 

Overheated Cathode.—Operation of the cathode at temperatures in 
excess of the normal value (about 850°C) shortens tube life. The 
heater transformer should be checked for proper voltage; and when 
operating instructions call for reduction of the heater voltage during 
oscillation, they should always be followed. In many tubes the cathode 
glow may be seen directly or by reflection in the input pipes; if the 
operator familiarizes himself with the appearance of this glow at normal 
heater input, he will be able to judge for himself when the temperature 
becomes excessive. Continuous-wave magnetrons are especially likely 
to suffer from overheating of the cathode. 

Breakdown in the R-f Line.—This is usually announced by crackling 
or spitting noises. Coaxial tuners are very likely to break down, and 
magnetron couplers and transitions are also serious offenders. All 
components should be clean and well-polished inside; the joints should 
fit snugly and be tightly clamped. Ignition sealing compound (a heavy 
grease) may be applied in cases of localized breakdown. For laboratory 
use, carbon tetrachloride sprayed into the line through a slotted section 
is surprisingly effective in stopping breakdown, although the application 
must, of course, be repeated every feAv minutes. Pressurization, although 
troublesome, will greatly extend the power-handling capacity of any 
line, 4 mw having been transmitted successfully by a l£-in. coaxial line 
pressurized to 35 lb per sq in. gauge. 



CHAPTER 19 

TYPICAL MAGNETRONS 

By A. G. Smith 

This chapter presents specific data on the performance characteristics 
and dimensions as well as the over-all design of the principal types of 
microwave magnetrons in the frequency range of 1000 to 24,000 Mc/see 
and output-power range of 25 watts to 2.5 mw. The magnetrons included 
here were selected as being representative of various wavelength and 

Fia. 19*1.—Generalized figures for anode-block dimensions, (a) Rising-sun; (6) 
hole and slot; (c) vane. The dimension (a) is the distance between the pole tips or between 
the lids, whichever is smaller. 

output-power ranges and to illustrate particular design features. No 
attempt was made to make the list complete. Wherever possible, 
magnetrons that are available for purchase as a consequence of being in 
production were selected for inclusion, and these are designated by the 
RMA numbers. Several important magnetron designs that were 
developed but did not reach the production stage are also included, and 

739 
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these are referred to by the symbol assigned in the laboratory in which 
they were developed. Tubes in this category are probably not available 

for purchase. 
For each tube type there is a discussion that covers its general 

performance and limitations, frequency or frequency range, type of 
construction, and special features. A performance chart and usually a 
Rieke diagram provide complete information on the operating charac¬ 
teristics. A plan view and photograph together with a table of dimen¬ 
sions give the construction details. The meaning of the symbols in this 

(rf) <«) tf> 
Fig. 19*2.—Generalized figures for magnetron strapping dimensions. 

construction table may be determined by referring to Figs. 19*1 and 19*2. 
A table of characteristic scale factors is given as an aid to magnetron 
designers. The definitions of the symbols in this table are found in 
Sec. 10*5. Table 19*1 lists the magnetrons described in this chapter. 

19-1. The LCW L-band C-w Magnetron.—The LCW is an experi¬ 
mental c-w magnetron, capable of output powers up to 2000 watts at a 

fixed frequency of 900 Mc/sec. A radially mounted cathode and 
separate magnet are used. 

Operation is satisfactory between 2000 and 4000 volts and from 0.1 
to 1 amp. This region of operation, shown in Fig. 19*3, provides useful 
output powers ranging from 100 to 2000 watts; it is limited at high 
powers by overheating of the cathode and at low powers by deterioration 
of the spectrum. The pulling figure is 4 Mc/sec, and the pushing figure 
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Frequency of 0 Me contour=896.5 Mc/sec 
Fia. 19*4.—Rieke diagram for LCW magnetron. 
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Table 19-1.—Index of Magnetrons 

Frequency, 
Mc/sec 

Power output Type of operation Tube No. 
Chapter 

See. 

900 100-2000 watts C-w fixed freq. LCW 191 
2,830-3,240 5-150 watts C-w tunable CM16B 19-2 
3,245-3,333 2.5-10 kw Pulsed fixed freq. 2J381 

2J39J 
|- series 19-3 

2,700-3,333 2.5-300 kw Pulsed fixed freq. 
• 

2J22] 
2J34J 

[ series 19*4 

2,700-3,700 300-1000 kw Pulsed tunable 4J701 
4J77J 

J* series 19-5 

2,800 500-2500 kw Pulsed fixed freq. HP10V 19*6 
9,375 10-100 watts C-w, pulsed, fixed freq BM50 19*7 
9,290-9,330 200-1250 watts Pulsed tunable 2J41 19*8 
9,345-9,405 5-20 kw Pulsed fixed freq. 2J42 series 19*9 
9,345-9,405 10-70 kw Pulsed fixed freq. 725A series 1910 
8,500-9,600 100 kw Pulsed tunable 2J51 19-11 
9,345-9,405 50-300 kw Pulsed fixed freq. 4J50 series 19*12 
9,500 2-1000 kw Pulsed fixed freq. AX9 19*13 

24,000 50 kw Pulsed fixed freq. 3J211 
3J31J 

J- series 19*14 

24,000 50 kw Pulsed fixed freq. 22-cavity ; 
rising-sun 
magnetron 

19*15 

24,000 50 kw Pulsed fixed freq. Closed-end 
38-cavity 
rising-sun 
magnetron 

19*16 

11 ,500 500 watts C-w fixed freq. Iligh-power 
2-6-cm C-w 
magnetron 

19*17 

at an operating point of 3000 volts and 0.5 amp is 3 Mc/sec per amp. 
It is evident fromJFig. 19-4 that nothing is to be gained by loading the 
tube more heavily. 

A screened, oxide-coated cathode is used. The heater, which draws 
5.2 amp at 6.3 volts, is turned off after the magnetron has been started. 
Figure 19*5 shows the 16-vane anode block, double-ring-strapped on one 
end only to allow the addition of a projected electronic tuning device. 
Characteristic scale factors and dimensions for this block are listed in 
Tables 19*2 and 19*3. 

Table 19-2.—Characteristic Scale Factors for LCW Magnetron 

, 

X, cm <B, gauss 6, amp V, kv <P, kw g, mhos Q» Vo, % 
—jj— 

L 

33.5 125 0.761 0.423 0.322 1.80 X 10~8 1050 92 
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Because the block is short relative to its large diameter, the LCW 
requires a magnet with a gap of only 2* in. and a pole-face diameter of 
2-j in. Experimentally, the tube has been water cooled (Fig. 19-6). but 
because of its high efficiency air cooling should be feasible. 

Further details of the construction, operation, and projected tuning 
schemes of the LCW may be obtained from Radiation Laboratory Report 
No. 1005, “LCT, 900-Mc/sec F-m—C-w Magnetron.” 



19*2. The CM16B S-band C-w Magnetron.1—The CM16B magne¬ 
tron is an experimental c-w oscillator, tunable over the band from 2830 
to 3240 Mc/sec at power-output levels up to 150 watts. An axially 
mounted cathode and attached magnet are used, and the coaxial output 
shown in Fig. 19*7 fits standard £-in. line components. 

Operation is stable between 500 and 2000 volts, and from 25 to 200 
ma, with corresponding output powers ranging from 5 to 150 watts. 

1 Data for Sec. 19-2 submitted bv A. M Clogston. 
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The performance chart of Fig. 19.8 shows the useful region of operation, 
which is restricted at high currents by mode instability and overheating 
of the cathode and at low currents by poor spectrum and high pushing. 

Milliamperes 
Fig. 19 8.—Performance chart for CM16B magnetron. 

Figure 19*9 illustrates the variation of output power with tuning; the 
reliable tuning range is limited by a tendency to shift modes beyond 
the extremes of the band shown. The pulling figure is 8 Mc/sec, and 
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the pushing figure at an operating point of 100 ma and 1400 volts is 
20 Mc/sec per amp. 

The screened, oxide-coated cathode is capable of dissipating the back- 
bombardment heating that accompanies up to 600 watts input power. 

The heater rating is 3.5 amp at 
6.3 volts; this consumption is re¬ 
duced during operation at input 
powers in excess of 150 watts. 
Characteristic scale factors and 
dimensions for the 16-vane double- 
ring-strapped anode block are 
listed in Tables 19-4 and 19-5. 

Tuning is accomplished by 
moving a shorting choke in a 
coaxial line coupled to the straps 
oil one end of the block. As 
may be seen from Fig. 19T0, 

the vacuum is retained by a glass seal near the anode block, so that 
the portion of the line in which the choke moves is at atmospheric 

2700 2900 3100 3300 3500 

Frequency in Mc/sec 

Fig. 19*9.—Frequency characteristic of 
CM16B magnetron. 

Table 19*4.—Characteristic Scale Factors for CM16B Magnetron 

gauss amp V, kv (P, k\v 

— 
£j\ mhos 

1- 

Xo, % 

412 0.301 0 132 0 0397 2.28 X 10~‘ (SOO j 80 

Table 19*5.—Dimensions in Inches of CM1GB Magnetron 
a. Anode-block Dimensions: Soo Fig. 19-lc 

a b dn d, 
f- 
> h 
1 

t 

0.752* 1.330 0.230 0.136 0.400 0.023 

0.5771 

* Between lids, 
t Between pole tip». 

b. Strapping Dimensions: See Fig. 19-2c 

m | 

0.234 0.194 0.060 

pressure. Every effort has been made to reduce the frequency sensitivity 
of the tuner through keeping its length at a minimum, for such frequency 
sensitivity introduces mode-shifting tendencies that markedly restrict 
the reliable tuning range. A 4-cm motion of the shorting choke is 
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required to cover the band of Fig. 19*9. Without changing its con¬ 
struction, the CM16B has been made electronically tunable by the 
substitution of an ET10 reactance tube for the mechanical tuner, and 
it has been stabilized by a factor of 10 by replacing the tuner with a 
cavity. 

19*3. 2J38-2J39 Low-voltage S-band Magnetrons.1—The 2J38 and 
2J39 are fixed-frequency pulsed oscillators designed for operation at 
pulse-power output levels ranging from 2.5 to 10 kw. The frequency 
of the 2J38 lies in the band from 3245 to 3267 Mc/sec; that of the 2J39 
lies between 3267 and 3333 Mc/sec. Coaxial outputs that fit standard 
£-in. coaxial-line components are provided; the cathodes are mounted 
radially, and the magnets are attached to the tubes. 

Reliable operation may be expected with pulse current and voltage 
inputs ranging from 2.5 to 7.5 amp and from 3 to 10 kv. At currents 

1 Data for Sec. 19*3 submitted by J. R, Feldmeier. 
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above 7.5 amp mode instability may be encountered, and below 2.5 amp 
the spectrum becomes poor. Occasional tubes may be seasoned to 
cover the extensive region shown in Fig. 19*11. The operating lines 
for the magnets provided and set by the manufacturer are shown in this 
figure; it may be seen that the pulse-power output ranges available under 
this condition are 2.5 to 8 kw for the 2J38 and 5 to 12.5 kw for the 2J39. 
These low levels of operation were established to reduce magnet weight 
and input power and to ensure stability. A maximum of 200 watts 
average power, at a maximum pulse duration of 2 /xsec, may be put 
into either type. The pulling figures are 13 Mc/sec maximum for the 
2J39 and 7 Mc/sec minimum1 for the 2J38. Figure 19-12 is a Rieke 
diagram for these tube types. 

An unscreened, oxide-coated cathode with a heater rating of 1.3 amp 
at 6.3 volts is used; at average input powers in excess of 55 watts the 
heater consumption should be reduced, and above 160 watts the heater 
should be turned off. Characteristic scale factors and dimensions for the 
eight-oscillator vane-type bloci arc listed in Tables 19-6 and 19-7. 

Table 19-6.—Characteristic1 Scal* Fac tors for 2J38 and 2J39 Magnetrons 

X, cm (B, gauss 0, amp V, kv 
I 

(P, kw 9, mhos Qu Vc, % 
C 
L 

9.1 682 | 2.52 1.22 , 3 07 2 07 X 10~3 90 0 0020 

Table 19-7.—Dimensions in Inches for 2J38 and 2J39 Magnetrons 

a. Anode Dimensions: See Fig. 19-1 c 

a b 

-, 

da de h t 

0.750* 
0.550f 

1.330 0.316 0.120 0.475 0.060 

♦ Between lids, 
f Between pole tips. 

6. Strapping Dimensions: See Fig. 19-26 

m n * 1 Q u V 

0.242 0.211 0.180 0.039 

An unusual feature of the construction is the octagonal wire strap shown 
in Fig. 19-13. Separation of the frequencies into the two bands is 
achieved by adjustment of this strap. 

1 The unusual practice of specifying a minimum pulling figure was adopted in 
order to ensure that these tubes could be “pulled ” to a precise beacon frequency. 
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Section A-A 
showing cathode 
pipes revolved 90° 

Fia. 19 13.—Cross sections of 2J38 and 2J39 magnetrons. 
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Although identical internally, the 2J38 and 2J39 differ in their 
external features. The 2J38 shown in Fig. 19T4 is provided with a 
larger radiator and with a bracket in which a thermostat may be mounted; 
these additions permit close control of the block temperature as a means 
of preventing thermal frequency drift. Figure 19T5 shows the simpler 
exterior of the 2J39. Forced-air cooling is required by either type 

Fig 19 14.—2J38 magnetron 

Both magnetrons may be mounted from the output, and the 2J39 may 
in addition be mounted from a flange at the base of the input pipes. The 
total weight of the magnetron and magnet is 2 lb 10 oz for the 2J38 
and 2 lb for the 2J39. 

Further information on the operation of these tubes may be obtained 
from the manufacturer’s technical-information sheet. 

19-4. Type 2J22-2J34 10-cm Pulsed Magnetrons.1—The 13 magne¬ 
trons of this series are fixed-frequency pulsed oscillators, designed for 

1 Data for Sec. 19 4 submitted by F. F. Rieke. 
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operation at pulse-power output levels ranging from 25 to 300 kw. Three 
basic anode-block designs are employed: one for the 2J22 (3267 to 3333 
Mc/sec), a second for types 2J23 to 2J29 (2913 to 3100 Mc/sec), and a 
third for types 2J30 to 2J34 (2700 to 2900 Mc/sec); within each group 
different frequencies are obtained by varying the strap capacitances. 
Externally the tubes are alike, and they are mechanically interchangeable 

Fig 19 15—2J39 magnetron 

Separate magnets are used The cathodes are mounted radially, and 
the outputs are coaxial. 

Operation is reliable over a range of pulse current and voltage inputs 
extending from 8 to 30 amp and from 10 to 22 kv (Fig. 19-16). Low- 
power operation is limited by mode changing and deterioration of the 
spectrum, and high-power operation by arcing. With specially designed 
output connections it is possible to select and season tubes to perform 
satisfactorily at 2800 gauss, 31 kv, and 35 pulse amp, with a pulse-power 
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output of about 750 kw. A maximum average input power of 600 watts 
may be employed; the maximum specified pulse duration is 2.5 Msec. 
The pushing figure averages 0.3 Mc/sec per amp, and the pulling figure 
is corrected to a value not exceeding 15 Mc/sec by means of a trans¬ 
former incorporated in the output coupling; the Rieke diagram of Fig. 
19-17 applies to operation with the recommended transformer. 

Fig. 19 19—2J22 to 2J34 type magnetrons. 

The cathodes are oxide-coated, with heater ratings of 1.5 amp at 
6.3 volts. Characteristic scale factors and dimensions for the 2J32 are 
given in Tables 19*8 and 19*9. The eight-oscillator hole-and-slot 

Table 19 8—Characteristic Scale Factors for 2J32 Magnetron 

X, cm ■ Vo % 
C 
L 

10.7 577 12 0 3 47 96 0 012 

Table 19-9.—Dimensions in Inches of 2J32 Magnetron 
a. Anode-block Dimensions: See Fig. 19 16 

a 6 c ■MB d, h w 

1.279 1 310 0 398 0 235 0 777 0 090 

6. Strapping Dimensions: See Fig. 19-2o 

m n 0 q 8 U 

0.415 0 368 0 345 0 060 
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anode block of this tube is shown in Fig. 19-18; the magnetrons of the 
other two groups differ only in the oscillator dimensions and in the 

strapping details. 
A magnet with l^-in.-diameter pole faces and a gap of 1* in. is 

required. The magnetron is mounted from the circular flange at the 
base of the input pipes, and forced-air cooling must be provided. Figure 
19-19 shows the external appearance of a tube of this series. The weight 
of the magnetron is 2 lb 4 oz. 

Further data on the 2J32 are contained in Chap. 7 of this volume. 
See also Radiation Laboratory Report No. 451, “Analysis of Magnetron 
Operation, Part 2.” 

19*6. 4J70-4J77 High-power S-band Tunable Magnetrons.—The 
series of eight magnetrons numbered 4J70 through 4J77 provides tunable 

A B 
Fio. 19*20.—Typical characteristics of 4J70 to 4J77 magnetrons. 

Magnetic field =* 2700 gauss Peak current = 70 amp 
Pulse duration = 0.8 /usee 400 pulses per sec 

coverage of the region of the spectrum between 2700 and 3700 Mc/sec. 
Individual tubes of the series tune approximately 5 per cent (Fig. 19-20) 
by means of the attached cavity and operate as pulsed oscillators at 
pulse-power levels ranging up to 1 mw. From 4J70 through 4J73 
the output circuits are terminated in l£- by 3-in. waveguides, while the 
remaining types are equipped with lf-in. coaxial outputs. . The cathodes 
are mounted radially, and a single model of detached magnet serves the 
entire series. 

The useful range of pulse voltage and current inputs (Fig. 19*21) 
lies between 15 and 30 kv and between 20 and 80 amp, with corresponding 
pulse-power outputs from 300 to 1000 kw. At voltages or currents 
higher than those indicated, excessive sparking may occur; operation 
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in the low-power region is limited by mode instability. At a fixed operat¬ 
ing point, the power output varies less than £ db as the magnetron is 
tuned over a 6 per cent band. The rated maximum average input 

-1-1------ 
Frequency=2960 Me/sec 

Pulse duration^ 0.8m sec 

400 pulses per second 

Pulling figure=7 Me /sec __, 1000 kw 

l\900 

60 70 80 90 

Peak amperes 

Fig. 19*21.—Performance chart for 4J75 magnetron. 

Input pipe 

Vm 

'mSSSm 

£ -Jr*. 
m 

Cathode step 

^Coupling iris J Flexible J Scale Diameter of cathode * 0.452'* 

Diaphragm j 1 I 1 | Diameter of step * 0.531" 

0 1” 

Fig. 19*22.—Cross sections of cavity-tunable magnetron. 

power is 1200 watts. Pulse durations up to 2.5 ^sec may be employed. 
A maximum pulling figure of 10 Mc/sec is specified, and pushing does 
not exceed 0.1 Mc/sec per amp. 
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The screened, oxide-coated cathodes are provided with “steps” 
to improve operating stability (see Chap. 12). Heater consumption is 
3 amp at 16 volts; when the block input power exceeds 200 watts, it is 
desirable to reduce the heater voltage during operation. Vane-type 
construction and double-ring strapping are used in the 12-oscillator 
anode block (Fig. 19*22). Characteristic scale factors for the tubes at 
either limit of the series are listed in Table 19-10, and tube dimensions 
are given in Table 19*11. 

Table 19-10.—Characteristic Scale Factors for Cavity Tunable Magnetrons 

Type No. X, cm (B, 
gauss amp V, kv <9, kw 9, mhos <2u 1?C, % 

C 
L 

4J77 502 12.8 2.42 31.0 2000 92 0.019 
4J70 8.5 633 25.4 3.84 97 6 6.61 X 10“* 1500 89 0.031 

Table 19-11.—Dimensions in Inches of 4J70 and 4J77 Magnetrons 

a. Anode-block Dimensions: See Fig. 19-lc 

Type No. (i b* da dr TH t 

4J70 ■m 1.476 0.788 KM 0.138 
4J77 HIE 1.748 0.788 MM 0.138 

* Diameter across flats. 

b. Strapping Dimensions: See Fig. 19-2c 

Type No. m n 0 V 5 r & V 

4J70 0.558 0.499 0.448 0.075 

4J77 0.558 0.499 0.448 0.030 0.075 

Tuning is accomplished by the “cavity-tuning” principle described 
in Chap. 14. Figures 19-22 and 19-23 illustrate how the shallow, cylin¬ 
drical cavity is coupled electrically to the anode block by means of an 
iris. This cavity, in addition to its tuning function, stabilizes the 
magnetron by a factor of 1.6. The tuning diaphragm is actuated by a 
mechanism terminated in a standard fitting to which may. be attached 
a length of flexible shafting to permit remote control of the frequency. 
The rate of tuning is approximately 3 Mc/sec per revolution of the 
shaft, and the tuning range is limited by stops to the band shown in 
Table 19-12. Because the diaphragm is flexed beyond its elastic limit, 
mechanical hysteresis occurs, and a frequency difference of several 
megacycles per second may be observed at a given timer setting when 
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Table 19 12 —Frequency Bands of Magnetrons of the 4J70 to 4J77 Series 

See Fig 19 20 

Typo No Frequency at A, Me/sec Frequency at B, Me/see 

4J70 3540 3710 
4J71 3390 3560 
4J72 3240 3410 
4J73 3260 
4J74 2990 3110 
4J75 2890 3010 
4J76 2790 2910 
4.T77 2690 2810 

that setting is appi oached from different directions. The life expectancy 
of the diaphragm is 10,000 cycles 

Either the output or the mounting flange at the base of the input 
pipes may be used to mount1*t * magnetron The latter mounting is 

Fig. 19 23.—Cutaway view of 4J77 magnetron. 

most useful where it is desired to pressurize the high-voltage components. 
A magnet with a 1.770-in. gap and li-in.-diameter pole faces is required. 
The weight of the magnetron and its associated magnet is approximately 

401b. 
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A more complete description of the theory and construction of this 
series of magnetrons may be found in Radiation Laboratory Report 
No. 1006, “The 4J70-4J77 Series of Tunable Magnetrons.”1 

19*6. The HP10V High-power S-band Magnetron.2—The HP10V is 
a high-power pulsed magnetron, operating at a fixed frequency in the 

2800 Mc/sec band. Pulse-power 
outputs ranging up to 2500 kw 
are available. The cathode is 
mounted radially, and the high- 
voltage input is in the form of a 
moulded bakelite bushing designed 
to plug into a receptacle on the 
pulse transformer (Figs. 19*24 and 
19*25). The coaxial output fits 
standarl lf-in. magnetron cou¬ 
plings, w hieh must be pressurized 
for high-power operation (above 
1000 to 1500 kw). A detached 
magnet is used. 

Useful pulse voltage inputs 
range from 30 to 50 kv. At the 
lower voltage, operation is stable 
between 60 and 200 pulse amp, 
while4 at the 50-kv level the cur- 

Fig 19*24.—hpiov magnetron. rent range is restricted to the 
region between 100 and 140 pulse 

amp by excessive internal sparking at the upper limit and by deteriora¬ 
tion of the spectrum at the lower (owing, possibly, to the poor form 
of the impressed voltage pulse). Operation below 30 kv is satisfactory, 
but the efficiency is low. Reliable pulse-power outputs extend from 
500 to 2500 kw as shown in Fig. 19*26, with a recommended operat¬ 
ing point of 1850 gauss, 48 kv, and 130 amp at the 2500-kw level. The 
rated maximum average power input is 2500 watts, and the maximum 

1 The magnetrons numbered 4J31 through 4J35 are fixed-frequency pulsed oscil¬ 
lators with an anode-block and cathode structure identical with that of the 4J76 
and 4J77. These magnetrons have operating characteristics quite similar to those 
of the tunable series, and they are mechanically interchangeable with types 4J74 to 
4J77. The frequencies lie in the range 2700 to 2900 Mc/sec, with the different types 
separated by changes in strap capacitance. 

The group of tubes from 4J36 through 4J41 has an anode-block and cathode 
structure identical with that of the 4J70 and 4J71; these types are mechanically and 
electrically interchangeable with the 4J70 to 4J73 group. The frequencies are fixed 
and lie between 3400 and 3700 Mc/sec. 

* Data for Sec. 19*6 submitted by E. T. Young, Jr. 
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Fig 19 25 —Mounted HP10V magnetron 

Peak amperes 

Fig. 19 26.—Performance chart for HP10V magnetron 
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pulse duration is 1 psec. Pulling figures for average tubes fall between 
8 and 13 Mc/sec, and it is evident from Fig. 19*27 that nothing is to be 
gained by increasing this loading. 

The screened and oxide-coated cathode is provided with end shields 
which, to inhibit sparking, present only flat or rounded surfaces to the 
anode block, while for the same reason the supporting leads are designed 
for the minimum field gradients consistent with available clearances. A 
current of 8.5 amp at 13 volts is drawn by the heater when the magnetron 
is started; during operation the heater should be turned off. Localized 

Frequency of 0 Me contour =2820 Mc/sec 

Fio. 19*27.—Rieke diagram for HP10V magnetron. 

deterioration of the central portion of the cathode during operation is 
attributed to excessive back bombardment in this region because of axial 
nonuniformity of the magnetic field and/or of the r-f voltage. The 
unusually long 10-oscillator anode block is of vane-type construction, 
with a single ring strap, as shown in Fig. 19*28. Attempts .to increase 
the 3 per cent mode separation of this design by a heavier strapping 
introduced a mode change at high currents. Violent 50- to 300-Mc/sec 
oscillations of the current and voltage are observed in isolated regions 
of the performance chart; it is thought that an electronic instability, 
characteristic of the long anode block, may cause an excitation of an 
oscillatory circuit in the pulse generator or input leads. All sharp edges 
in the anode block and in the straps are broken. Characteristic scale 
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Output 

Fig. 19*13.—Characteristic Scale Factors for the HP10V Magnetron 

X, cm (B, gauss amp V, kv (P, kw S, mhos Qu Vo % 
C 
L 

10.6 533 70.8 8.03 568 8.82 X 10~8 1500 93 0.033 

Table 19* 14.—Dimensions in Inches of HP10V Magnetron 

a. Anodc-block Dimensions: See Fig. 19*lc 

a b da d. h t 

2.440 2.255 1.181 0.596 1.575 0.236 

b. Strapping Dimensions: See Fig. 19*2a 

m n 0 Q 8 u 

0.801 0.680 0.621 0.060 0.100 160 
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factors and block dimensions for the HP10V are listed in Tables 19*13 
and 19*14. 

The magnetron is mounted by means of the input bushing. A magnet 
with a gap of 2f in. and with pole faces of 2f-in. diameter is required; 
the combined weight of the magnet and the magnetron is approximately 
100 lb. A water jacket which is an integral part of the block provides 
the means of cooling the tube. 

Further details ot the construction and operation of the HP10V 
may be found in the following reports: Radiation Laboratory Report 
No. 793, “Present Status of High Power at S-Band”; Radiation Labora¬ 
tory Report No. 682-0, “Line Type Modulator and HP10V Magnetron 
Operation at 6 Megawatts”; and NDRC 14-423, “Final Report Concern¬ 
ing Development Work Done on Contract OEMsr-1146.” 

19*7. The BM50 Very Low Power X-band Magnetron.1—Of interest 
because it is designed to operate at a pulse-powor output of only 50 watts, 

Fig 19 29 —Anode block and cathode of BM50 magnetron 

the BM50 is an experimental magnetron with a fixed frequency of 9375 
Mc/sec. It has been tested under c-w as well as pulsed conditions of 
operation. The cathode is axially mounted, and the output circuit is 
of the coaxial-to-waveguide transition type, as shown in Fig. 19*29. An 
attached magnet has been used. 

As a pulsed oscillator, the BM50 operates stably over a range of 
pulse-input currents and voltages from 75 to 300 ma and from 600 to 
1600 volts. Reference to Fig. 19*30 indicates that the corresponding 

1 Data for Sec. 19 7 submitted by J. R. Feldmeier 
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Fig li**30.—Performance chart for BM50 magnetron. 

Frequency of 0 Me contour *9378 Mc/sec 
Fig. 19*31.—Rieke diagram for BM60 magnetron. 
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Anode block msei 
(Note staggering 

of vanes) 
Coaxial 

“halo loop" 
output 

Glass seat 

pulse-power output ranges from 10 to 100 watts. At currents in excess 
of 300 ma mode instability is encountered, whereas below 75 ma the 
efficiency is very low. Because of the heavy internal loading introduced 

by copper losses, operation is 
unstable at pulling figures in ex¬ 
cess of 15 Mc/sec (see Fig. 19*31). 
From the pushing contours in¬ 
cluded in Fig. 19*30, it may be 
seen that pushing is moderate at 
currents above 150 ma. 

The screened, oxide-coated 
cathode has a heater rating of 
0.33 amp at 6.0 volts. Limited by 
this cathode, which was designed 
for pulsed operation, the BM50 
has been oscillated under c-w con¬ 
ditions at input powers up to 130 
ma at 840 volts. Figure 19*32 
illustrates the novel method used 
in strapping the 20-vane anode 
block; to avoid the necessity for 
grooving the tiny vanes, they are 
staggered axially, so that the sin¬ 
gle ring strap at either end of 
the anode rests only on alternate 
vanes. Characteristic scale fac¬ 
tors and dimensions for this block 
are listed in Tables 19*15 and 
19*16. More detailed informa¬ 
tion may be obtained from Radia¬ 
tion Laboratory Report No. 1007. 

19-8. 2J41 Low-power Stabi¬ 
lized X-band Magnetron.1—The 

2J41 magnetron is a pulsed oscillator, tunable over the range from 9290 
to 9330 Mc/sec. Pulse-power outputs up to 1.25 kw may be obtained, 
with a frequency stability of 1 Mc/sec over a wide range of load, tem¬ 
perature, and input conditions. An X-band-waveguide coupling 
terminates the output circuit, and the magnet is an attached type. 

Operation of the 2J41 is satisfactory between 0.25 and 2.0 pulse amp 
and between 1.25 and 3.0 kv. At currents higher or lower than those 
indicated, mode instability is encountered. As may be seen from Fig. 
19*33, the useful pulse-power output ranges from 200 to 1250 watts; 

1 Data for Sec. 19*8 submitted by M. A. Herlin. 

Enlarged view of vane tip 

Fig. 19*32.—Cross sections of BM50 
magnetron. The vertical position of the 
vane marked A is that of a vane adjacent to 
the one in the plane of the drawing. This is 
done to illustrate their staggered arrangement. 
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the maximum average power input is 10 watts, and the maximum pulse 
duration is 0.5 /*sec. The pulling figure is 1.5 Mc/sec (see Fig. 19*34), 
and the pushing figure is approximately 2 Mc/sec per amp. 

Fig. 19-33.—Performance chart for 2J41 magnetron. 

An unscreened, oxide-coated cathode with a heater rating of 0.36 
amp at 5.0 volts is used. Characteristic scale factors for the 12-oscil- 

T\ble 19-1.5.—Characteristic Scale Factors for BM50 Magnetrons 

(B, gauss amp U, kv <P, kw S, mhos Q» Vc, % 
C 
L 

0.227 0.0363 600 71 

Table 19-16.—Dimensions in Inches of BM50 Magnetron 

a. Anode Dimensions: See Fig. 19-lc 

a b da dr e n t 

0.264 0.458 0.101 0.065 0.022 0.015 

* Vane length. 

b. Strapping Dimensions: See Fig. 19-2d 

m n 8 u 

0.110 0.070 0.005 0.005 



768 TYPICAL MAGNETRONS [Sec. 19-8 

lator double-ring-strapped anode block, shown in Fig. 19*35, are given 
in Table 19*17, and the dimensions of this vane-type block are listed in 
Table 19*18. 

Frequency of 0 Me contour=9310 Mc/sec 
Fig. 19-34. Rieke diagram for 2J41 magnetron. 

Table 19-17.—Characteristic Scale Factors for 2J41 Magnetron 

X, pm (B, gauss .4, amp V, kv (?, kw S, mhos Qu Vcf % 
C 
L 

3 22 1450 1.19 0.382 0.455 3.12 X 10~3 
750* 

5000f 62 0 033 

* Anode block only, 
t Anode block and stabilizer combined. 

Table 19-18.—Dimensions in Inches of 2J41 Magnetron 

a. Anode Dimensions: See Fig. 19-lc 

a b da dc e / h l 

0.250 0.435 0.015 0.007 0 0225 

b. Strapping Dimensions: See Fig. 19-2e 

m n 0 V Q ■ I 8 u 

0.153 0.015 0.030 
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The magnetron is tuned by means of a plate suspended above one end 
of the block. This plate, which appears in Fig. 19-35, is perforated with a 
circular hole concentric with the anode block, so that only the rear 
portions of the oscillators are covered. Adjustment of a screw raises 
or lowers the tuning plate, the frequency being increased as the plate 
approaches the block. A stabili¬ 
zation of approximately 10 is ob- i Y ! „ . 

tamed by coupling a high-Q, \ |! / 
temperature-compensated, invar j | 

cavity to the output line; at this 
high value of stabilization it is 
necessary to introduce heavy yf 
mode damping by the insertion ^Tini 
of polyiron posts in the wave- v\WdF\wn 
guide at null-voltage points for 
the operating mode. The 4.0- 
Mc/sec tuning range shown J.J.1 

Fig. 19*36 is covered by tuning ^ " ^ 
t he stabilizer only; by tuning both r ,niul^, po|e p(ece Tun,ng 

the magnetron and the stabilizer lyf'^yyyinf y 
a range of 100 Mc/sec can be w,y ''s'//'/ pi 
achieved without excessive drop ^y^' * '///fy/'*', 
in power or increase in pulling / ^y 
figure. N/yX - J 

Figure 19*37 shows the unusual .. 
construction used in the 2J41. A . . K1 . _cathode 
stainless-steel envelope, acting as : 
the vacuum seal, surrounds the LHah 11]J1I 11 «T5n 
block, pole pieces, and tuner - //X 
mechanism. The pole pieces, 

while bolted to the block, are A//* '////v'/,///^ 
electrically insulated and are oper- _ n Tl T ^ 

, , 19*35.—Cross sections of 2J41 mag- 
ated at cathode potential, so that netron. 

they serve as end shields. The 
assembly of magnetron, magnet, and stabilizer, weighing 0 lb, is attached 
rigidly to the output flange, from which the tube is to be mounted. This 
is shown in Fig. 19-38. Forced-air cooling is not required. 

Further details of the theory and performance of the 2J41 may be 
obtained from the following Radiation Laboratory Reports: 52—5/10/45, 

If? v/y/v y//y 
y y 

19*35.—Cross sections of 2J41 mag¬ 
netron. 

“ Magnetron Frequency Stabilization with Application to the 2J41 
Magnetron”; and 52—9/3/45, “Performance Characteristics of the 
2J41 Stabilized Magnetron and the Effects of Parameter Variation.” 
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19*9. The 2J42 Low-voltage X-band Magnetron.1—The 2J42 magne¬ 
trons operate as pulsed oscillators with fixed frequencies located in the 
band from 9345 to 9405 Mc/sec. Pulse-power outputs ranging up to 
20 kw are available, and later models of the tube arc stabilized by a 
factor of 2. The cathode is mounted axially; and as manufactured, the 

magnet is attached to the tube. The output is of the coaxial-to-wave- 
guide transition type, terminating in an X-band-waveguide ooupler. 

The useful range of pulse voltage and current inputs lies between 
4 and 8 kv and between 2.5 and 6.5 amp, with corresponding pulse-power 
outputs from 5 to 20 kw. To make use of the full range an electromagnet 
must be substituted for the standard permanent magnet. At voltages 

1 Data for Sec. 19*9 submitted by J. R., Feldmeier. 
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Fia 19 38 — 2T41 magnetron and magnet 

Peak amperes 
* Operating line for standard attached magnet 

Fig 19 39.—Performance chart for 2J42 magnetron. 



Table 19*20.—Dimensions in Inches for 2J42 Magnetron 

a. Anode Dimensions: See Fig. 19*lc 
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greater than 8 kv, excessive sparking may occur; while at currents below 
2.5 amp or above 6.5 amp, mode instability is encountered as illustrated 
by Fig. 19-39. Up to 80 watts of average power may be put into the 
magnetron, and pulse durations up to 2.5 Msec are permissible. A 
maximum pulling figure of 15 
Mc/sec is specified (Fig. 19*40). \ 
For currents greater than 4 amp / v 
the pushing figure is usually less / /\ 
than 1 Mc/sec per amp. I f \ \ 

A screened, nickel-sleeve cath- l 1 I 
ode with oxide coating is used. \ J J 
During operation at average in- \ / 
put powers in excess of 30 watts, ;!! ■ 1/ 
the normal heater power con- 
sumption of 0.48 amp at 6.3 volts 
should be reduced. The 12-diru* 
lator double-ring-strapped anode 1 n,P™ 
block shown in Fig. 10*41 is of 
vane-type construction. Charac¬ 
teristic scale factors for this block 
are listed in Table 19*19, and tube 
dimensions are given in Table 
19*20. 

Later models of the 2J42 are 
stabilized by including in the out¬ 
put circuit a special waveguide 
section containing a half-wave- Anode 

length resonant cavity formed by 
two cylindrical posts extending 
across the guide. When tuned to 
the .magnetron frequency, this 
cavity provides a stabilization of 
2, which has been used to increase 
the power output at the 15 Mc/sec -Halo" output loop —1 

pulling figure rather than tO re- 19*41. Cross sections of 2J42 mag- 

duce the pulling figure. By mak- lietron* 
ing the cavity adjustable, it would be possible to obtain a 1 per cent 
tuning range. 

The 27-oz Alnico V magnet supplied with the tube provides a field 
of 5300 gauss at saturation; this field is reduced during the factory 
processing until the operating voltage at 4.5-amp pulse current lies 
between 5.3 and 5.7 kv (see Fig. 19-39). Figure 19-42 shows how the 
magnet and the block are rigidly attached to the mounting plate, which 

PS 

■ 

■WiSS 

HI 
MM 
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serves also as the output flange. Two struts connecting the block to 
the mounting plate are used as cooling radiators, and a small current of 
air should be directed over these during operation. The weight of the 
entire assembly is 3 lb. 

Fig 19 43 —Cutaway view of 725A magnetron. 

19-10. The 725A Magnetron.1—This magnetron is a fixed-frequency 
pulsed oscillator operating at pulse-power levels up to 70 kw in the 
frequency band from 9405 to 9345 Mc/sec. The cathode is radially 
mounted, and a separate magnet must be used. A standard X-band- 
waveguide coupler terminates the output circuit, which is of thecoaxial- 
line-to-waveguide transition type as seen in Fig. 19*43. 

1 Data for Sec. 19-10 submitted by L. R. Walker. 
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The useful range of pulse voltage and current inputs lies between 7 
and 16 kv and between 4 and 16 amp. As may be seen from Fig. 19*44, 
the corresponding range of pulse-output powers extends from 10 to 70 
kw. Low-power operation is limited by decreasing efficiency, while 
the high-power boundary is determined by arcing and overheating of the 
cathode. No mode shift is observed within the operating region set by 
these conditions. The maximum average power input at a pulse duration 
of 1 Msec, and a repetition rate of 1000 pps is 150 watts. A maximum 

pulse duration of 2 Msec is permissible. Figure 19-45 shows a Rieke 
diagram for the 725A; the nominal pulling figure is 15 Mc/sec. 

The cathode consists of an oxide-impregnated nickel mesh, formed by 
sintering nickel powder to a heavy-walled nickel sleeve. The heater 
rating is 1 amp at 6.3 volts; during operation this heater power should 

Table 19*21.—Characteristic Scale Factors for 725A Magnetron 

X, cm (B, gauss a, amp “U, kv CP, kw 9, mhos Qu Vc, % 
C 
L 

650* 75* 
3.20 1480 7.05 1.82 12.8 3.87 X 10~3 82 f 

* Hole-and-Hlot version, 
t Vane type. 
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Reflection 
coefficient 

+5 Me / // 

Magnetic field 
5500 gauss \. 

Peak current 
10 amperes 

—----*— 

Frequency of 0 Me contour = 9375 Mc/sec 
Fig. 19-45.—Rieke diagram for 725A magnetron. 

5r Steel insert r- “Halo" output loop Y Cathode lead 

Fig. 19*46.—Cross sections of 725A magnetron. 
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be reduced. Both vane-type and hole-and-slot anode blocks have been 
manufactured, each with 12 oscillators. Characteristic scale factors for 
these blocks are listed in Table 19*21, and Table 19*22 gives the dimen¬ 
sions of both models. The hole-and-slot construction is illustrated by 
Fig. 19*46. 

Table 19-22.—Dimensions in Inches for 725A Magnetron 

a. Anode Dimensions, Hole-and-slot Version: See Fig. 19-16 

a b c d„ dr h w 

0.537 0.391 0.079 0.204 0 102 0.250 0 021 

b. Strapping Dimensions, Hole-and-slot Version: See Fig. 19-2c 

m ’1 n y 

0.173 0.047 

c. Anode Dimension*, Vane Type: See Fig. 19-lc 

a b da dc 

0.545 0.524 0.102 

d. Strapping Dimensions, Vane Type: See Fig. 19-2e 

m n 0 V 5 I s V 

0.178 0.153 0.123 0.114 0.015 0.025 

A magnet with a gap of 0.635 in. and a pole-tip diameter of f in. is 
required. The tube is mounted by means of a circular flange to which 
the anode block and radiators are rigidly attached. Forced-air cooling 
must be provided. The weight of the magnetron is 1* lb, while a magnet 
suitable for operating the tube at 12 kv weighs 8 lb. 

Several variations of the 725A have been produced. Type 730A 
is identical except for the positioning of the input leads, which are located 
180° from the output circuit. The 2J49 and 2J50 differ from the 725A 
only in frequency, the r-f output of the former lying between 9003 and 
9168 Mc/sec and that of the latter between 8740 and 8890 Mc/sec. 
The 2J53, with the same frequency as the 725A, has a special cathode 
structure designed for operation at high levels and at 5-/xsec pulse dura¬ 
tion: at 1 /nsec and 1000 pps the average power input can be as high as 
230 watts; whereas at 5 nsec and 200 pps, 200 watts may be put into the 
tube. * 
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19*11. The 2J51 Magnetron.1—The 2J51 is a mechanically tunable 
magnetron with an attached magnet, and it is designed for pulsed 
operation in the frequency range from 8500 to 9000 Mc/sec. 

Basically, the tube is an adaptation of the Western Electric 725 to 
permit mechanical tuning. The anode block in the tube is a simple 
variation of the block in the 725 (see Fig. 19-47a). Operation is at 14 kv 
and 14-amp pulse current at the magnetic field supplied by the attached 
magnets. The output circuit used*for the 725 has been modified in 
dimensional details so that the tube, when loaded by a matched wave- 

Fio. 19*47a.—Cutaway view of 2J51 magnetron. 

guide, will operate at a fairly uniform level of power output and pulling 
figure over the frequency band. 

The cathode is mounted axially through one pole piece of the tube. 
The tuning mechanism is mounted through the other pole piece. Tuning 
is accomplished by means of 12 copper pins which may be inserted to a 
variable depth in the 12 holes of the anode block. The pins are attached 
to a plunger which is actuated by an external mechanism through a 
monel-metal bellows. The external drive consists of a worm gear which 
may be turned from a remote point by means of a flexible shaft. 

A schematic cross section of the block region of the 2J51 is shown 
in Fig. 19-476. Note that the end space between the anode block and 
the pole face has been modified at the tuning end of the tube. This 

1 Data for Sec. 19-11 submitted by P. Kusch. 
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modification ensures that the resonances of the pin system lie at higher 
frequencies than any of the normal operating frequencies of the tube. 

The magnets are adjusted to permit operation at 14 kv and 14-amp 
pulse current at midband. Four magnetic shunts are provided to adjust 

Fig. 19-476.—Cross section of 2J51 magnetron showing tuning pins. 

Frequency in mc/sec 

Fig. 19*48.—Tuning characteristics of 2J51 magnetron. 

the field downwards. Operation at 10 kv and 10-amp pulse current is 
possible. 

The power output, operating voltage, and pulling figure for a typical 
tube are shown in Fig. 19.48. The performance chart, the Rieke diagram, 
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and characteristic scale factors for the 2J51 at any frequency are essen¬ 
tially similar to those obtained for the 725 (see Sec. 19-10). 

19-12. 4J60 (4J62, 4J78) High-power 3-cm Magnetron.1—The 4J50 
magnetron is a pulsed oscillator with a fixed frequency lying in the 
band between 9345 and 9405 Mc/sec. It is capable of a pulse-power 
output of 400 kw. The cathode is axially mounted, and an attached 
magnet is used. Radio-frequency power is extracted through a true 
waveguide output, which terminates in a standard 3-cm waveguide 
coupler. 

Useful pulse voltage and current inputs range from 12 to 25 kv and 
from 8 to 35 amp. Operation is limited at high powers by arcing and at 
low powers by excessive pushing, although the tube will operate stably 
at currents as low as 2 amp. The reliable range of pulse powers, indi¬ 
cated in Fig. 19*49, extends from 50 to 300 kw. Figure 19-49 shows the 
operating line for the attached magnet as supplied and set by the manu¬ 
facturer. The maximum average input power varies from 1200 watts 
at i Msec to 500 watts at 5 ^sec. At currents in excess of 15 amp, the 
pushing figure averages 0.2 Mc/sec per amp; the pulling figure is 12 
Mc/sec. 

The cathode structure, which appears in Fig. 19-50, is carefully 
designed for mechanical ruggedness and high heat dissipation. A 

1 Data for Sec. 19*12 submitted by L. R. Walker. 
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nickel mesh, prepared by sintering nickel powder on a heavy nickel or 
molybdenum sleeve, forms the base for the oxide coating. Permendur 
end shields on either end of this sleeve serve also to reduce the magnet 
gap and to shape the magnetic field. An oxide-blackened molybdenum 
cylinder extends the cathode structure into the opposite j)ole piece and 
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Table 19*23.—Characteristic Scale Factors for 4J50 and 4J52 Magnetrons 

Table 19*24.—Dimensions in Inches of 4J50 and 4J52 Magnetrons 

a. Anode Dimensions: See Fig. 19*16 

m n 0 

-- 
V q 1 r 8 u 

0.225 0.205 0.185 0.175 0.010 0 010 0 018 0.028 

The loading characteristics of the waveguide output are shown in 
the Rieke diagram of Fig. 19-51, and details of its construction appear 

Frequency of 0 Me contour *9375 Mc/sec 

Fig. 19*51.—Rieke diagram for 4J50 (4J52, 4J78) magnetron. 

in Fig. 19*52. At atmospheric pressure electrical breakdown occurs 
across the glass window of the output when the r-f power exceeds 375 kw, 
but this may be prevented by pressurization of the line. 
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A four-hole mounting plate, shown in Fig. 19-53, is used to support 
the magnetron in operation The magnet is protected by a cast-alumi¬ 
num sheathing Forced-air cooling is required. Total weight of the 
4J50 is 9 lb. 

L 

Fig. 19 52 —Cutaway view of 4J52 magnetron. 

Fig. 19 53 —4J50 magnetron. 

The 4J78 differs from the 4J50 only in its specified frequency, which 
lies between 9003 and 9168 Mc/sec. The 4J52, although identical with 
the 4J50 in anode-block structure and frequency, is assembled with a 
lighter magnet and a less massive cathode structure. Figure 19*49 
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shows the operating line for this magnet, as set by the manufacturer; 
the maximum average input power is limited to 500 watts, and the total 
weight of the tube is 5| lb. The 4J52 is illustrated in Fig. 19*52. 

19-13. The AX9 Rising-sun Magnetron.1—The AX9 is an experi¬ 
mental pulsed oscillator operating at a fixed frequency near 9500 Mc/sec. 
A pulse-power output approaching 1 megawatt is achieved by taking 
advantage of the long anode block made possible by rising-sun construc¬ 
tion and by designing the tube for operation at high magnetic fields. 
A direct waveguide output is coupled to one of the resonators through a 
quarter-wave rectangular transformer. The cathode is mounted axially. 

Peak current (amps) 

Fig. 19-54.—Performance chart for AX9 magnetron. 

Performance characteristics for an AX9 magnetron are shown in 
Fig. 19*54; note the anomalous efficiencies in the neighborhood of 3500 
gauss. The tube is intended for operation at magnetic fields greater 
than 5000 gauss and at currents above 30 amp. The decrease in efficiency 
at high magnetic fields is less pronounced than is usual in the rising- 
sun design because of the relatively low ratio of the cavity depths in 
this tube. At high pulse-power levels the AX9 must be operated at 
low duty ratios in order to avoid excessive cathode heating; the maximum 
average input power is 800 watts. When the output power exceeds 
500 kw, the r-f line is pressurized to prevent breakdown, which occurs 
particularly near the window of the magnetron output. A Rieke dia- 

1 Data for Secs. 19*13 through 19*17 submitted by 8. Millmau. 



Permendur end shields 

(a) <6> 
Fig. 19-56.—Cross sections of AX9 magnetion. 

Figure 19*56 illustrates the essential features of the AX9 design. The 
depth ratio r i of the resonators is about 1.6, which is appreciably less 
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than that of the 3J31 magnetron (Sec. 19-14). The mode separation 
between the operating or (n = 9)-mode and the (n = 8)-mode is only 
4 per cent as compared with 7 per cent for the 3J31. Permendur end 
shields similar to those of the 4J50 (Sec. 19*12) are used on the cathode. 
Characteristic scale factors and dimensions are listed in Tables 19-25 

and 19-26. 
The long anode block of the AX9 results in a gap of 0.920 in. between 

the inserted magnet pole pieces and requires the use of a magnet unusually 
heavy for tubes operating in this frequency region. A magnet capable 
of supplying 6000 gauss would vreigh approximately 40 lb. 

Table 19 25.—Characteristic Scale Factors for AX9 Magnetron 

X, cm (B, gauss V, kv Qu Qe Vcj % 

3 16 1220 3 45 1250 300 80 

This design has not reached production (1946), and only a small 
number of experimental magnetrons have been studied. No life data 
are available. 

Table 19*26.—Dimensions in Inches for AX9 Magnetron 

See Fig. 19*la 

1944. The 3J31 and 3J21 Rising-sun Magnetrons.—The 3J31 is a 
pulsed magnetron with a pulse-power output of about 50 kw at a fixed 
frequency of 24,000 Mc/sec. A direct waveguide output is coupled to 
one of the anode-block cavity resonators through a quarter-wave rec¬ 
tangular transformer. The cathode is mounted radially, and the magnet 
is separate from the tube. 

Figure 19-57 shows the performance chart of a representative tube. 
The useful range of peak voltage and current inputs lies between 11 and 
16 kv and between 6 and 18 amp, with corresponding pulse-power out¬ 
puts ranging from 20 to 50 kw. Low-current operation is limited by 
high pushing, poor spectrum, and mode instability, while the high- 
current limit is set by excessive sparking. At magnetic fields less than 
6800 gauss the efficiency becomes low and there is a possibility of inter¬ 
ference from the (n = 8)-mode. Operation at fields greater than 8400 
gauss is inadvisable because of the loss of efficiency that occurs in the \H 
region from 10,500 to 15,000 gauss-cm; this phenomenon is typical of 
rising-sun magnetrons. 
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10 12 14 

Peak current in amps 
nance chart for 3J31 magnetron. 

16 18 

itqr 



788 TYPICAL MAGNETRONS (Sec. 19-14 

The nickel cathode is screened and oxide-coated. In starting the 
tube the heater draws 1.7 amp at G volts. The usual operating point 
is at 7600 gauss, 14 amp, and 14 kv, with a pulse duration of 0.5 nsec 

and a duty ratio of 0.0005. Under these conditions the heater maj^ be 
turned off, and the magnetron will have a useful life of over 200 hr. 

' Output 
transformer 

Fit* 19 o9. Cioss sections of 3J31 magnetron. 

Fui 19*60. —3J31 magnetron. 

The nominal pulling figure is 25 Mc/sec (see Fig. 19 58), while pushing 
averages 0.5 Mc/sec per amp in the normal operating region. 

Rising-sun construction is used in the anode block, which has 18 
sector-shaped resonators of the open-cavity type, with a depth ratio 
ri of 1.8. Characteristic scale factors and dimensions are tabulated m 
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Tables 19*27 and 19*28. Details of the design of the 3.J31 are shewn 
m Fig. 19-59. The lids contain iron inserts, leaving an internal aii gap 
of 0.410 in. The magnet that is applied to these pole pieces has a gap ot 
0 710 in. and a pole-face diameter of f in. The weight of the tube, 
together with the magnet which is normally supplied, is 15 lb Forced- 

P io» 19 62 —3J21 magnetron 

air cooling is required. Figure 19*60 show’s the external appearance 
of the 3J31; a more complete description of its operation may be found in a 
technical report of the Columbia University Radiation Laboratory. 

The 3J21 magnetron (Figs. 19 61 and 19-62) is a modification of the 
3J31. In addition to an axially-mounted cathode and attached magnet, 
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it has a stabilizing cavity incorporated in the waveguide output. The 
cavity stabilizes the magnetron by a factor of 2 and increases the power 
output and efficiency 15 per cent. The usual operating point is 15 amp 
and 15 kv at a pulse duration of 0.5 /zsec and a duty ratio of 0.0005; 
this duty ratio may be nearly doubled if the heater is turned off during 
operation. 

The 3J31 has also been used as the basis for scaling 18-vane open- 
cavity rising-sun magnetrons to wavelengths ranging from 0.9 to 4.0 cm. 

Tables 19*27 and 19*28 give the characteristic scale factors and some 
of the 3J31 tube dimensions. 

Table 19-27.—Characteristic Scale Factors of the 3J31 Magnetron 

X, cm (B, gauss V, kv <P, kw 
-1 

Qu Qk 1?C, % 

1.25 3000 3 3 45 
1 

800 400 65 

Table 19-28.—Tube Dimensions in Inches of 3J31 Magnetrons 

See Fig. 19-la -, 
6 I t 

0.469 0.017 

19*15. 22-cavity Rising-sun Magnetron.—This rising-sun magnetron 
is very similar in construction to the 3.131 tube. It is designed for about 
the same wavelength and operating conditions as the 3J31, differing 
from it only in that the number of cavity resonators in the block is 22 
instead of 18. This is the largest number of resonators used in a success¬ 
ful rising-sun magnetron having open cavities and block design param¬ 
eters that are not particularly critical. (A sealed version of this tube 
at 6 mm is currently under development at the Columbia University 
Radiation Laboratory. A pulsed output power as high as 40 kw has 
been observed.) 

The important tube dimensions are listed in Table 19*30. No 
photographs or cross-sectional views are given for this tube, as these 
would be practically identical with those shown in Figs. 19*59 and 19*60 
for the 3J31 tube. The anode-block dimensions in Table 19*30 cor¬ 
respond to,a cavity depth ratio of about 1.75 and give a wavelength 
separation between the x-mode (n = 11) and the (n = 10)-mode of 
about 5 per cent. 

The performance characteristics of a 22-cavity magnetron are shown 
in Fig. 19*63. These are so similar to those of the 18-vane 3J31 mag¬ 
netron that they will not be further discussed. This applies also to the 
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Peak amperes 
Fig. —Pei formance chart of 22-cavity rising-sun magnetron. 

operating conditions and life of the tube. Only a relatively small 

number of these tubes have been constructed and tested. 

Table 19*29.—Characteristic Scale Factors for 22-Cavity 

Rising-sun Magnetron 

(ft, gauss V, kv (P, kw Qu Qt r],, % N 

2700 3 0 50 800 500 60 22 

Table 19*30.—Dimensions for 22-cavity Rising-sun Magnetron 

See Fig. 19* la 

da dc d, d. h t 

0.181 0.116 0.311 0.410 0.170 0.0145 

19*16. The Closed-end 38-cavity Rising-sun Magnetron.—This is an 
experimental pulsed magnetron with a rising-sun anode block of the 
closed-end type. The magnetron was designed for frequencies near 
24,000 Mc/sec for the purpose of developing a tube that could readily 
be scaled to higher frequencies. As in the 3J31 magnetron, an axially 
mounted cathode and direct waveguide output are used* 
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A description of the essential features of the 38-vane magnetron is 
given in the sectional view (Fig. 19*64) and in Fig. 19-65. For con¬ 
structional reasons, cylindrical holes are used in the large cavities of 
the block, producing a modification of the straight sector-shaped cavities 
commonly found in a rising-sun oscillating system. If the holes were 
replaced by equivalent sector-shaped cavities, the value ri for the result¬ 
ing ratio of cavity depths would be about 2.7. The height h of the 
closed-end block is 0.65X. 

Fig. 19-64.—Cross .sections of closed-end 38-cavity rising-sun magnetron. 

The large values of the cathode and anode diameters are particu¬ 
larly noteworthy in this magnetron. The anode diameter is about 
two-thirds of a wavelength. This represents the highest ratio of da/\ 
that has been used in a successful magnetron. 

The performance characteristics of a typical tube are shown in Fig. 
19*66. The advantage of the large number of resonators is made evident 
by comparing the magnetic field values at the optimum efficiency region 
with those for the 3J31 magnetron. The relatively high currents appear¬ 
ing on the performance chart are another result of the use of a large 
number of resonators. The increased heat dissipation made possible 
by the large cathode size is not evident from the data supplied in the 
performance chart, because experiments with the tube were limited to 
a study of the possibilities of the oscillating circuit. The operation of 
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Fig. 19 65 —Cutaway view of 3S-oavit> rising-sun magnetron 

the magnetron is relatively free from troubles due to mode changes, 
despite the fact that the wavelength separation between the x-mode 
(n = 19) and the (n = 18)-mode is only about 1 per cent. Tables 19*31 
and 19*32 give the characteristic scale factors and some of the tube 

Table 19 31 — Characteristic Scale Factors for 38-cavity Magnetron 

Tube type X, cm (B, gauss V, kv Qu Qt *lc, Vi 

Closed-end 38-vane 2060 56 
Closed-end 26-vane 1 26 3 35 860 46 

Table 19 32 —Dimensions for 38-cavity Magnetron 

Sec Fig. 19 lo and b 

da de h t c 

0 339 0 257 0 350 0 015 0 079 
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dimensions. Characteristic scale factors are also listed for a similar 
design having but 26 resonators. 

Fio. 19-69.—Longitudinal cross section of XCE magnetron. 

19*17. The XCR High-power 2.6-cm C-w Magnetron.—This magne¬ 
tron is a 34-vane experimental tube that utilizes a rising-sun anode 
block of the closed-end type. The tube is in an early stage of develop- 
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merit at the Columbia University Radiation Laboratory, and its descrip¬ 
tion is intended principally as an indication of the output power 
possibilities of c-w magnetrons at short wavelengths. At an operating 
frequency of about 11,500 Mc/see, an r-f output of 900 watts has been 
observed. The performance of the best of the few magnetrons that 
have been constructed up to the time of the present writing is shown in 
Fig. 19-67; complete test information is not available for this magnetron. 
Because of the absence of data on the Q’s, the circuit efficiency is not 
known. There is good ground for believing, however, that the elec¬ 
tronic efficiencies are not substantially different from those of pulsed 
rising-sun magnetrons operating at corresponding values of II/Ho. 

The essential constructional features of the 34-cavity magnetron 
are shown in the two section drawings (Figs. 19*68 and 19*69). The 
anode block is completely closed. The dimensions correspond to a 
block height of 0.78X, a cavity-depth iatio of 2.63, an Ho of 980 gauss, 
and a V of 700 volts. The axially mounted helical cathode is made 
of 0.040-in. tungsten wire, requiring about 45 amp at 3.3 volts for 
the starting of the magnetron. Only a fraction of this power, how¬ 
ever, need be supplied when the tube is operating with high input power. 
The waveguide design for the tube includes a rectangular guide trans¬ 
former and a mica window.1 

1 Professor W. E. Lamb, Jr., has kindly permitted the publication of the pre¬ 

liminary results that he has obtained with this tube. 
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Everhart, E., 620 

F 

Field distribution for modes, 17 

Field equations, 217-222 

Field fluctuations, 222-228 

Field-pattern measurements, 710-713 

Field theory, spectrum by, 66 

Field uniformity, 552 

Fireman, A., 676 

Fisk, J. B., 582 

Flux leakage, 545 

Flux plotting methods, 72 

Fluxes, 664-667 

Forgue, S. V., 692 

4J31 magnetron, 760 

4J33 magnetron, 427 

4J35 magnetron, 760 

4J36 magnetron, 760 

4J39 magnetron, 427 

4J41 magnetron, 760 

4J50 magnetron, 428, 780-784 

4J52 magnetron, 783 

4J70 tunable magnetron, 756-760 

4J77 tunable magnetron, 756-760 

4J78 magnetron, 783 

Fourier analysis, 340 

Frequency, 401 

complex, 300, 306, 357 

Frequency sensitivity, 482, 582 

of output circuits, 189 

Frequency sink, 328 

Frequency stability, 35, 408, 409 

Frequency stabilization, 402 

G 

Gap width, ratio of, to anode-segment 

width, 107 

Gas, residual, 395 

Gassy tube, 736 

General Electric Company, 563,573,621, 

677 
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General Electric Research Laboratories, 

564 

GK13-1 magnetron, 430 

Glass, No. 704, 483 

Corning, No. 707, 483, 487 

Glass seal, 482 

Kovar-to-, 483 

Glasses, laboratory, 679, 680 

Guide, chamfered, 488 

H-section, 199 

lumped, 198 

H 

H-section transformer, 498 

H-shaped cross section, transformer of, 

493 
Habann-type oscillations, 4 

Haeff, A. V., 601 
Halcomb Steel Division, Crucible Steel 

Company of America, 651 

Hall, N., 676 
Handy and Harmon Company, 667 

Hartman, P. L., 582 

Hartree, 30 
Hartree diagram, 30, 341 

Hartree's condition, 340 

Heat balance, 412, 519 

Heater, open, 736 

Heater construction, 687-693 

Heater power, 402, 411 

rated, 528 

Hinman, C. W., 651 

Hobbing, 654 

Hogaboom, G. B., 676 

Hogaboom, G. B., Jr., 676 

Hollow pole pieces, 411 

Housekeeper, W. G., 676 

HP10V magnetron, 426, 760-764 

Hull, A. W., 1, 615, 677 

Hull, F. C., 664, 665 

Hydrogen bottle, 669 

I 

Impedance, 290, 705 

cold, 329 

oscillator, 36 

static input, 401 

Indiana. Steel Products Company, 542 

Inductance, equivalent, 114 

Inductance-tuned system, multicavity, 

mode spectrum of, 165 

Instability, 345, 349, 355 

Instability voltage, 264 

Interaction field, 74, 92-98 

Interaction space, 11, 84, 403 

admittance of, 63, 84 

equivalent network for, 52 

trial design of, 403 

Interactions, 380 

Jons, 395 

Iris coupling, 194 

Iris output, stabilized, 498, 499 

Iris transformer, 494 

Iris windows, 203 

J 

James, H. M., 582 
Jepson, R. L., 684 

Jig assembly, 650 

Johnson Company, Lloyd S., 667 

Jones, F. D., 650 

K 

Kester Solder Company, 667 

Kilgore, G. R., 4 

Klystron, 597 

Kolin, A., 554 

Kovar, 677, 678, 695 

Kovar-to-glass seal, 483, 677n 

Kusch, P., 565 

L 

Laboratory glasses (see Glasses, labora¬ 

tory) 

Lamb, W. E., 471, 617 
Lamination, 650 

Large-signal conditions, 619 

Laws, F. A., 553 

Lawson method, 713 

L/C ratio of magnetron oscillator, 726 

LCW magnetron, c-w, 740-744 

single, 428 

Lead loss, 718 

Leakage, flux, 545 

of II-mode radiation, 501 

Litton Engineering Laboratories, 573,681 

LL3 magnetron, 352, 367 

“Lloyd's,” Lloyd S. Johnson Company, 

667 
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Load curves, 444 

Load g, reduced, 443 

Ijoad instability, 42 

Loaded Q, 188 

Loading, 563 

effect of, on mode spectrum, 141-147 
Long-line effect, 322 

Tjoop-coupling, 169 

Loops, 297, 305, 310 

center, 169 

halo, 169 

Lord, H. W., 549 

Lumped guides, 198 

M 

Machinist's Handbook, 650 

Machlett X-ray Corp., 650 

McIntosh, It. O., 667 

Magnet, 402 

permanent, 13 

design of, 540 

Magnet charging, 548 

Magnet weight, 414 

Magnetic circuit, 414, 540-557 

Magnetic Circuits and Transformers, 543 

Magnetic field, 436 

characteristic, 416 

Magnetic material, 414 

Magnetic stabilization, 550 

Magnetron, AX9, 429, 784-786 

BM50, 429, 764 

British cavity, 8 

c-w, CM16B, 744-747 

LCW, 740-744 

XCR, 795, 796 

early types of, 1 

family of, 416 

4J31, 760 

4J33, 427 

4J35, 760 

4J36, 760 

4J39, 427 

4J41, 760 

4J50, 428, 780-784 

4J52, 783 

4J78, 783 

GK13-1, 430 

HP10V, 426, 760-764 

index of, 742 

linear, 233 

basic equations for, 233 

Magnetron, LL3, 352 

low-voltage, 440 

microwave, 1 

packaged, 13 

performance of, 316 

pulsed, 42 

characteristics of, 45 

QK61, 428 

RD11-2, 430 

rising-sun (see Rising-sun magnetron) 
SCWC, 430 

scaling of, 236 

725A, 428, 774-777 

730A, 777 

single LCW, 428 

split-anode, 4 

stabilized, 2J41, 766-769 

3J21, 789 

3J31, 429, 786- 790 

tunable, 320 

4J70, 756-760 

4J77, 756-760 

2J51, 778-780 

2J22, 751-756 

2J32, 426 

2J34, 751-756 

2J38, 747-751 

2J39, 426, 747-751 

2J42, 770-774 

2J49, 777 

2J50, 777 

2J53, 777 
Magnetron design, 403 

Magnetron diode tuning, 615 

Magnetron efficiency, limiting, 240 

Magnetron fields, boundary conditions 

for, 234 

Magnetron Modulation Coordinating 

Committee, minutes of, 620 

Magnetron oscillator, L/C ratio of, 726 

Malearoff, D. E., 7 

Malter, L., 684 

Marion Electrical Instrument Company, 

553 

Massachusetts Institute of Technology, 

543 

Measurements, 553 

Mica windows, 489, 684 

Misfiring, 43, 346, 350, 354 

Mode changes, 343, 345, 376 

Mode changing, 43 
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Mode competition, 100, 474 

Mode damping, 769 

Mode degeneracy, 17 
Mode identification, 726, 727 

Mode instability, 737 

Mode jumps, 366 

Mode number, 29 

Mode number n, 33 

Mode selection, 339, 348, 575, 586 

Mode separation, 468 

Mode shift, 345, 351 

Mode-shifting, 562 

Mode skip, 345, 348, 350 

Mode spectrum, 474 

of double-ring-strapped systems, 133- 

138 
effect of loading and strap breaks on, 

141-157 
of multicavity inductance-tuned sys¬ 

tem, 165 

of multicavity segment-tuned system, 

161 
of multicavity strap-tuned system, 

159 
of single-cavity-tuned strapped sys¬ 

tem, 157 
of single-ring-strapped systems, 138 

Mode stability, 538 

Modes, 339 

component, 32 

degenerate, 75 

field distribution for, 17 

frequencies of, 19 

of oscillation, 627 

zero, 472 
Modulation, amplitude, 592 

frequency of, 592 

phase, 597 

Morton, G. A., 554 

Motion, equations of, 222-228 

nonrelativistic, 231-243 

Myers, L. M., 554 

N 

Network, equivalent, for interaction 

space, 52 
for side resonators, 52 
spectrum by, 54 

rings of, 123-130 
Neutrode, 423 

Noise, 365, 367, 388-398 

origins of, 395-398 

Noise fluctuations, 418 

Nonlinearity, 381 

of space charge, 313 

Nonoscillating states, 342, 362, 367 

Nordisieck, A., 494, 565 

O 

Oberg, E., 650 

Ohmic Ioks in cathode, 524 

Operating characteristics, 613, 614 

Operating constants, 405 

Operating curve, 296, 297, 307, 315, 332, 

338 

Operating data, reduced, 419 

()perating point, relative, 403, 435, 455 

Operation, efficiency of, 409 

Oscillations, buildup of, 43 

cyclotron frequency, 3 

Habann-type, 4 

modes of, 309 

negative-resistance, 4 

ir-mode, 16 

spurious, 418 

traveling-wave, 5 

Oscillator impedance, 36 

Oscillograph, 373 

Oscilloscope, 346 

Output circuits, 11 

coaxial-, 169, 191 

functions of, 187 

high-impedance level, 190 

low-impedance level, 190 

Output transformers, quarter-wave- 

length, 195 

Outputs, 481 

coaxial, 482 

waveguide, 486 

Oxygen-free high-conductivity (OFHO) 

copper, 650, 694, 695 

P 

II-mode, 461, 467, 470, 472, 474, 479 

n-mode field, distortion of, 97 

n-mode operation, 98 

(See also Zero component con¬ 

tamination) 

n-mode oscillations, 16 
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n-mode radiation, leakage of, 501 

IT-mode wavelength, ratio of, to anode- 

block diameter, 104 

Palmer, Frank R., 655 

Parallel-resonant circuit, 301, 310 

Parameter operation, 37 

Parameters, primary design, 401, 455 

secondary design, 405, 435 

Pattern distortion, 141, 144, 151, 180, 576 

Performance charts, 38, 317, 334, 732 

reduced, 436, 441 

universal, 448, 450 

variation of, with load, 441 

Permendur end shields, 781 
Phase coherence, 388 

Phillips, M., 617 

Plating, 676 

Pomerantz, Martin 692 

Posthumus, K., 6 ^ 

Power, back-bom bardment (see hack- 

bombardment power) 

characteristic, 416 

Power output, 401 

average, 402 

Power transmission, average, 484, 489 

Prater, C. D., 692 

Probe transition, 486 

Pseudo scaling, 450 

Pulling figure, 182, 186, 188, 326, 734 

Pulse durations, 402 

Pulser, 343, 380 

hard-tube, 343 

line-type, 344 

Q 
0, 301 

for buildup, 365, 374 

external, 181 

loaded, 188 

measurement of, 713-723 

unloaded (see Unloaded Q) 

Q-circle, 178-187 

0-measurements, 180 

Ox,, 303 
QK61 magnetron, 428 

R 

Radial cathode supports, 13 
Radiation, cooling by, 524 

Radio Corporation of America (RCA), 

613, 650 

Randall, J. T., 10 

Raytheon Manufacturing Co,, 650 

RD11-2 magnetron, 430 

Reflection coefficient, 706 

Relativistic corrections, 211 

Relativistic effects, 228 

Relaxation method, 71 

Resistance, equivalent, 114 

internal, 343, 356, 363, 371 

Resonance indicator, 704 

Resonances, end-space, 74 

tuner, 575 

Resonant cavity, 773 

Resonant circuit, internal, 7 

Resonant-circuit terminals, 720 

Resonant load, mismatched transmission 

line as, 320-329 

Resonant systems, U, 13-23, 297-304, 

406, 460 

components of, 406 

strapped, 461 

unstrapped, 49 

various, %2 

Resonator depths, ratio of, 102, 478 

Resonator shape, 108 

Resonators, 11 

annular-sector, 62 

cavity, 290 

closed-end, 471, 477 

hole-and-slot, circuit parameters of, 

463 

number of, 472 

effect of, 107 

open, 471, 477 

side, 49 

admittance of, 56 

of composite shape, 62 

cylindrical, 59 

equivalent network for, 52 

rectangular-slot, 57 

single, equivalent circuit of, 461, 466 

vane-type, circuit parameters of, 462 

R-f components, 32 

R-f line, breakdown in, 738 

R-f output, detection of, 732 

R-f patterns, 470 

Rieke diagram, 40,178-187,317, 327, 733 

Rising-sun magnetron, 21, 283, 528 

22-cavity, 790, 791 

38-cavity, 791-794 

Rising-sun resonant system, 470 
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Rising-sun systems, 83-117 

closed-end, 110-113 

partially closed-end, 113 

Rotary probe, 710 

Rotating-wave hypothesis, 219, 282-287 

S 

S-curve method, 177 

Sanford, R. L., 540, 553 

Saxon, D. S., 594, 599 

Scale factors, 448 

characteristic, 416, 441 

Scaling, 417, 450, 610 

pseudo, 450 

Scaling laws, 414 

Scott, H., 677 

SCWC magnetron, 430 

Seals, glass-to-Kovar, 677, 681 

metal-to-glass, 676 

Segment-tuned system, multicavity, 

mode spectrum of, 161 

Self-consistent fields, 265-274, 279 

704 glass, 483 

707 Corning glass, 483, 487 

725A magnetron, 428, 774-777 

730A magnetron, 777 

Shape factors, 403, 435, 455 

Short-line effects, 322 

Shot effect, 396 

Shulman, C., 597, 608 

Signal Corps, 553 
Signal-to-noise ratio, 388, 394 

Single^ring strapped systems, 119 

Single-stream states, conditions for, 251 

Sintering, 662 

Slater, J. C., 467, 582 

Slobod, R. L., 685 

Slot conductance Gl, 407 

Slot width, relative, 442 

Small-amplitude theory, 253-265 

Small-signal theory, 616 

Smith, L. P., 597, 608 

Smith, P. H., 40 

Smith chart, 318, 707 

Solder, 663 

Soldering, 662-670 

Sonkin, S., 657, 659 

Space charge, 24, 340, 391 

as circuit element, 288-338 

nonlinearity of, 313 

Space-charge configuration, 27 

Space-charge limitation, 211, 412, 418 

Space-charge properties, 316, 329-338 

Sparking, 24 

Spectrum, 83, 325, 345, 389, 735 

by equivalent network, 54 

by field theory, 66 

Sprocket tuning, 565 

Stability, 305, 313, 328, 362 

frequency (see Frequency stability) 

Stabilization, 408, 576, 586, 622-645 

cavity (see Cavity stabilization) 

frequency, 402 

magnetic, 550 

Stabilization factor, 625, 723-726 

Stabilizer, 406, 494, 622 

Standing-wave measurements, 705-710 

Stan ding-wave ratio, 707 

Stanley, F. A., 651 

Start, false, 372 

Starting, 357, 367, 376 

speed of, 365, 632 

Starting time, 365, 388 

Starting voltage, 370 

Strap breaks, 147-157, 470 

effect of, on mode spectrum, 147-154 

Strap-tuned system, multicavity, mode 

spectrum of, 159 

Strapped systems, double-ring, 119 

mode spectrum of, 133-138 

single-cavity-tuned, mode spectrum of, 

157 

single-ring, 119 

mode spectrum of, 138 

Strapping, 118, 384 

by staggering of vanes, 766 

Straps, 11 

definition of, 118 

effect of, 19 

Stratton, J. A., 598 

Strong, J., 664, 666, 667, 677 

Stupakoff Ceramic and Manufacturing 

Company, 677 

Symmetrical states, 243-253 

T 

Temperature, fluctuation in, 521, 523 

Terminals, 292, 298, 319 

Test bench, 731 

Testing, 553 
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Thermal behavior of pulsed cathode, 520 
Thermal expansion, 407 
Thorium oxide cathode, 534 
3J21 magnetron, 789 
3J31 magnetron, 429, 786-790 
Threshold (Hartree) voltage, 237 
Tibbs, S. R., 266 
Transducer, 298, 299, 319 

4-terminal, 171-177 
Transducer constants, 177 
Transformation formulas, 62 
Transformations, bilinear, 174 
Transformer, 489 

H-section, 498 
of H-shaped cross section, 493 
iris, 494 
quarter-wave, 482 
rectangular, 491 
waveguide, 491 > 

Transformer constant, principal, 1* < 
Transient behavioi, 330-387 
Transients, 315, 357, 359. 366 
Transmission line, mismatched, 309 

as resonant load, 320-329 
Transmission method, 702 
Tube gassy, 736 

reactance, KT10, 747 
reseasoning of, 737 

Tube construction, 649-697 
Tube evacuation, 693, 694 
Tube model, 729 
Tube processing, 693, 694 
Tuner, multicavity inductance, 165 

multicavity segment, 161 
muiticavity strap, 159 
smgle-cavity, 157 

Tujier resonances, 575 
Tuning, 622 

capacitive, 570 
cavity {see Cavity tuning) 
coaxial, 588 
coaxial-line, 746 
cookie cutter, 570 
coupled-circuit, 576 
double-output, 576 
electron-beam, 592 
electronic, 592-621 
inductive, 565 
iris-coupled, 583 
magnetron diode, 615 
mechanical, 561-591 

Tuning, by perforated plate, 769 
by pins in oscillators, 778 
ring, 572 
single-stub, 589 
sprocket, 565 

Tuning curve, 320, 324 
Tuning hysteresis, 562 
Tuning ranges, 402, 407, 408, 643 
Tuner resonances, 575 
2J22 magnetron, 751 
2J32 magnetron, 426 
2J34 magnetron, 751 
2J38 magnetron, 747 
2J39 magnetron, 426, 747 
2J41 stabilized magnetron, 766-769 
2J42 magnetron, 770-774 

cathode-tom peral ure characteristics 
for, 528 

2J49 magnetron, 777 
2J50 magnetron, 777 
2J5! tunable magnetron, 778-780 
2J53 magnetron, 777 

r 

Underhill, E. M., 544, 548 
Unloaded Q, 108, 113, 184, 466, 467, 561, 

575 

y 

Vacuum casting, 661 
Vane equivalent, 108 
Vane thickness, ratio of, to space between 

vanes, 473 
Variables, dependent, 294 

dimensionless, 415 
independent, 294, 316 
reduced, 232, 365, 416 

(7,/^characteristics, 343, 450 
(F,/)-diagrams, 341 
(F,/)-plot, 346 
(F,/)-scope, 347 
(F /)-trace, 347, 348, 358, 368, 372 
Vitter, A. L., Jr., 614 
Voltage, 291 

characteristic, 416 
instability, 264 
reduced, 233 

Voltage breakdown, 484, 488 
Voltage position, minimum-, 707 
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Voltage range, 401 

Von Hippel, A., 680 

W 

Walsh, E. J., 682 

Waveguide circuits, directly coupled, 195 

Waveguide-output circuits, 194-203 

Waveguide outputs, 170, 486, 497, 782 

Waveguide transformers, 491 

Waveguide window, 488 

Wavelength, 461 

shift of, with current, 410 

AX, shift of, 407 

Wavelength calculations, 479 

Wavelength measurements, 702-705 

Welding Handbook, 662, 667 

Westinghouse Electric Corporation, 588, 

667 

Westinghouse Research Laboratories, 

664, 665, 667 

Windows, 487 

iris, 203 

mica, 489, 684 

waveguide, 682 

Wright, F. I., 266 

Wulff, John, 662 

X 

XCR c-w magnetron, 795, 796 

Z 

Zero component contamination, 97, 98 

Zero mode, 472 

Zworkin, V. K., 554 








