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PREFACE

THE object of this book is to give a more systematic account of the
elements of the theory of Fourier integrals than has hitherto been
given. I have, however, not attempted to deal with a number of
important topics of recent growth: Wiener’s Tauberian theorems;
applications to almost periodic functions, quasi-analytic functions,
and integral functions; Stieltjes integrals; harmonic analysis in
general; and Bochner’s generalized integrals, and the theory for
functions of several variables, of which an account is given in
Bochner’s book.

The reader requires only a general knowledge of analysis, though
he will presumably be familiar with the elements of the theory of
Fourier series. The book may be read as a sequel to my Theory of
Functions.

A great variety of applications of Fourier integrals are to be found
in the literature, often in the form of ‘opcrators’, and often in the
works of authors who are evidently not specially interested in analy-
sis. As exercises in the theory 1 have written out a few of these
applications as it seemed to me that an analyst should. I have
retained, as having a certain picturesqueness, some references to
‘heat’, ‘radiation’, and so forth ; but the interest is purely analytical,

and the reader need not know whether such things exist.
E.C. T

NEW COLLEGE, OXFORD,
1937.
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I
CONVERGENCE AND SUMMABILITY

1.1. Fourier’s formulae. THE origin of the theory of Fourier
integrals is to be found in Fourier's Analytical Theory of Heat.}
Fourier’s argument, which would not now be called a proof, is sub-
stantially as follows. Suppose that a function f(x), of period 2w, is
represented by the Fourier series

f@) = dag+ > (an cos’ﬁ—*- b,,,sin’—lf).
2, (meos 3+ businy

The coefficients a,,, b, are obtained formally by multiplying by
cos(mx/A) or sin(mx/}), and integrating term-by-term over (—=A, 7A).

This gives m -
1 mi 1 . mt
e 4 —_— A I e — lt
a,, = /\f(t)(os 5 dt, b, = J;f(t)sm 3 dt,

and the formula may be written

7A nA
— 1 1(x—
flx) = 2717)\ ff(t) dt + z;;\ ff(l)nosy(l)‘ ) di.
ST n=1 A

Putting n/A = u, 1/A = du, and making A - o0, the suin passes
formally into an integral, and we obtain

flx) = ;T f du ff(t)cosu(.z:—t) dt. (1.1.1)

This is Fourier's integral formula.
It may also be written in the form (analogous to that of the
Fourier series) ®
flx) = f {a(u)cos vu + b(u)sin xu} du, (1.1.2)
o
0
where © o
1 1 .
a(u) =1 f fyosutdt, b == f fWsinut de. (1.1.3)
™
—x —_x

1f f(t) is an even function, then
B ’
a(u) = = ff(t)cos ut dt,
™
)

t See list of books and monographs, pp. 370-1.
4362 B



2 CONVERGENCE AND SUMMABILITY Chap. I

while b(u) vanishes; and the formula becomes
flx) = Ef cosxu du f f(t)cos ut dt. (1.1.4)
k)
0 0

This is Fourier’s cosine formula. Similarly, if f(z)is odd, @(u) vanishes,
and we obtain Fourier’s sine formula,

@ o]

flx) = % f sinxu du f Sf(t)sin ut dt. (1.1.5)
0 0

We can also regard (1.1.1) as merely a combination of (1.1.4) and
(1.1.5); for write

f@) = Hf@)+f(—2)}+3{f@)—f(—2)} = g(x)+h(x),
so that g(x) is even and A(z) is odd. Then
j? Sf(t)cos u(x—t) dt

[

= 2 cos ux f g(t)cosut dt + 2 sin ux f h(t)sin ut dt,
0 0

and (1.1.1) gives

9(x)+h(x)
2 o o 2 o o ‘
== f coszu du J g(t)cosut dt 4= f sin2u du f k(t)sin ut dt,
mw T
0 0 0 0

1.e. the cosine formula for g(x) added to the sine formula for A(x).

The above formulae were discovered independently by Cauchyt in
his researches on the propagation of waves. The formal basis given
by Cauchy is as follows. The right-hand side of (1.1.1) is, formally,
the limit as 8 — 0 of

o0 [ce]

1 - 1 [
~ | edudu | f(t)cosu(x—t)dt = - | f(t)dt | e~®cosu(x—t) du
il o]
1 [ 5
! J' 1035 g

The factor multiplying f(¢) tends to 0 except when ¢t = . We should
1 Cauchy (1), (2); see list of original memoirs, pp. 371-87.
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therefore expect the value of the integral to be unaltered if we replace
f(¢) by f(x); and this would give

J@) f“’ b wn
w ] st gy ® I
again verifying (1.1.1).
Another equivalent formula, given by Cauchy, is

f(@) = 31_ f e~ire dy f f(t)ei dt. (1.1.6)
&
Putting f(x) = g(x)+A(x), where g is even and k odd, as before,

Jf( Jeiw dt = 2]9 t)cos ut di —{—2sz (¢)sinut dt,

—w

and the right-hand side of (1.1.6) is

0w @
9

- f cosau du f g(t)cosut dt —}—2 f sinau du f h(t)sin ut dt
i 0 i 0 0
= g(x)+hx) = f(z).
We shall call (1.1.6) the exponential form of Fourier’s formula.
A formula of a slightly different type is obtained by expressing the
outer integral in (1.1.1) as the limit of an integral over (0,), and
inverting the order of integration. The result is

J'f sm)«(:r-—t)dt (1.1.7)

The same result may be obtained in the same way from (1.1.6). This
formula is known as Fourier’s single-integral formula.

1.2. Fourier transforms. It was pointed out by Cauchy that
these formulae lead to reciprocal relations between pairs of functions.

If we write

]i(u) = A/(;)ff(t)cosutdt, (1.2.1)
then (1.1.4) is o J(%) fp;,(u)cosxu du, . (1.2.2)

and the relation between f(x) and F(x) is reciprocal. Such functions
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were called by Cauchy reciprocal functions of the first kind. We shall
call functions so related Fourier cosine transforms of each other. Thus

2 1
- —_) —_
¢ A/(rr) 1422

are a pair of Fourier cosine transforms.
Similarly, from Fourier’s sine formula, we obtain

g [ )si N
F(u) = A/(‘”):[ J(t)sinut dt, (1.2.3)
- /(? .
flx) = A/("T) J F(u)sin xu du. (1.2.4)

These were called by Cauchy reciprocal functions of the second
kind. We shall call them Fourier sine transforms of each other.

Thus e-=, J g _% _ are Fourier sine transforms.
7| 1422

The formula (1.1.6) leads similarly to the unsymmetrical formulae

F(u) = o) f f(t)e dt, (1.2.5)
1
z) = -~ | F(u)e—=* du. 1.2.6
1@) = 5 _L @ (1.2.6)
We shall call such functions simply Fourier transforms of each other.
Thus N 1
— e—lxl _ -
sy = = [E) 1
are Fourier transforms of each other.
If f(z) is even, F(x) = F,(x); if f(x) is odd, F(x) = iF(z).

1.3. Generalized Fourier integrals. The existence of the in-
tegral defining F(u) implies a certain restriction on f(z) at infinity.
Even if F(u) does not exist, the functions

Fw) = 4(2 - f Ft)er dt, (1.3.1)
l 0
F.0) = S5 f ftyeiet dt, (1.3.2)

~— ®
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where w = u-iv, may exist, the former for sufficiently large positive
v, the latter for sufficiently large negative v. For

F (w) =

(1.3.3)

8o that F, (w) is the transform of the function equal to f(¢)e~*! for
t > 0, and to 0 for ¢ < 0. The formula reciprocal to (1.3.3) is

f _F u+w)e—1-m du = { fo(x)e_’”z (’II > 0)

2") ( < 0),
- AI__, an)p—ix(u+iv) —_ f(T) (x > 0)
or Jig7) *f F, (utiv)e du { 0 r < 0).

There is a similar formula involving F_. Adding, we may write
ia+ o b+
y)p—taxw y F 11 e-uu dw
F (w)e dw + /(2 3 f
ia— h—o (l 3. 4)

f@) = \/(,

where a is a sufficiently large positive number, b a sufliciently large
negative number.
For example, if f(x) = €%, then
1 1 1 1
T T, Ty F_ = e 1T T e
J(@m) T 4w () = iam 14w
In this case (1.3.4) is at once verified by the calculus of residues.
In this form Fourier’s integral formula may be applied to a

periodic function. Let f(z) have the period 2. Then for v > 0
o Hntlimw

F.(w) = \/(;—) {f(x)eix’“ dr = Z f f(x)ei= de

F,(w) = —

Z7r 12) ff P*(f+21m)w df = (2 ) jf e2mw
1 f(w)

= J(2m) 1—emiv’
2
where $w) = ‘[ f()eite de.

0
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Similarly, F_(w) = —J(; ) If(elszm (v < 0).

The reciprocal formula is therefore

Wb+
= — ¢' e=ivw apy — ‘ﬁ C =T gy
eme e..mw :

Lh @®

Here ¢(w) is an mtegral function. If it behaves at infinity so that
we can evaluate the right-hand side by the calculus of residues in
the obvious way, we obtain

J@ =5 S dmeton

n=—ow

We have thus returned to the Fourier series for f(r).

1.4. The formulae of Laplace. The formula
#(s) = j f@)es= dx (1.4.1)
0

is known as Laplace’s integral. If f(x) is the given function, ¢(s) is
in general analytic for R(s) > 0. The reciprocal formula is

k+io
o fx) (z>0) ;
kf b(8)e’r ds = { 0 < 0). (1.4.2)

From a formal point of view the formulae are a particular case of
those of § 1.2, as is seen on putting 8 = o+1t.

As a still more special case we obtain a reciprocity between two
analytic functions. Let

©
= Z a‘n xn’
n=0

and suppose that the integral (1.4.1) can be evaluated by term-by-
term integration. Then

® = nla,
H) =2 a, | eFxtdx = Z -
n=0"

gn+l’
n=0

or 1¢1——§n'aa”
3?5 = 2,

If f(x) is suitably restricted, ¢(s) will be an analytic function
regular in the neighbourhood of ¢ = co; and, if C is a closed curve
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surrounding the origin, but lying sufficiently far from it,

"11)
0 duwy =
i [ean = L S [

7L3

= S a2 = f(2). (1.4.3)

n=0

The function f(z) may therefore be represented as a trigonometrical
integral, but now along a closed curve.

1.5. The formulae of Mellin. Still another pair of formulae
embodying the same formal idea is given by

= ff(z)xs—l dz, (1.5.1)
1 c+1io
fl@) = o f F(s)x— ds. (1.5.2)

The idea of such a reciprocity occurs in Riemann’s famous
memoirt on prime numbers. It was formulated explicitly by Cahen,
and the first accurate discussion was given by Mellin.|| We shall call
the formulae Mellin’s inversion formulae.

These formulae arise naturally in the theory of Dirichlet series in
the following way. The particular case

© c+io
I'(s) == fe“’xs"l dx, e~¥ = 1 . f T'(8)x—*ds (c > 0)
2m
o .
is well known. Now let ¢(s) be a function expressible as a Dirichlet
series, @

n*

Then we have formally

$(s) = ZF( )fe—nzxs—r &= v )ffu o1 da,

n=1

where flz) = E a,e"";

n=0

t Riemann (1). $ Cahen (1). || Mellin (1), (2)
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and reciprocally

c+io c+1io

o f o)) ds = S On f I(s)(nz)-* ds

ﬁMa

a,e " = f(r)
1

The forms (1.5.1), (1.5.2) are obtained by putting ¢(s)I"(s) = F(s).

Mellin’s formulae may also be obtained by a substitution from the
exponential form of Fourier’s formula. In fact, putting x = €f and
8 = c+1t, (1.5.1) becomes

Fletit) — [ fiehefern g,

and (1.5.2) becomes

flef) = — f F(cit)e-bc+i dy.

The functions J@m)etf(ef), F(e+it)

are thus Fourier transforms of each other.
Suppose that, in Mellin’s formulae, the function f(z) is analytic at
the origin and in a region containing the positive real axis. Consider

the integral
[ fe)—zp-1de,
i

where I" is a loop coming from infinity on the positive real axis,
encircling the origin in the positive direction, and returning to
infinity. We define (—z)*-1 as e¢-Dlog(-2) where log(—z) is real on the
negative real axis.
Suppose I' compressed into the real axis on both sides. The part
of the integral above the real axis gives
— [ f(x)es-D08z—im dp o= gism
0

flz)xr*-1dx,

qu‘s

and that below the real axis gives

F oy s — e iy
° [}

Hence f f(2)(—2)*-1dz = —2isin s F(s).
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Let mx(8) = F(s)sinsm.
Then we obtain the reciprocal formulae

1

= — . —2)8-1 J~

x(8) oir f f@)(—z2)*-1 dz, (1.5.3)
E

1 c+io .

f&) =& f ’S‘:l); ds. (1.5.4)

A simple example is f(z) = e=%, x(s) = 1/I'{1—s). Such formulae
have important applications in the theory of functions of a complex
variable,{ but we cannot consider them further here.

1.6. For the early history of the Fourier-Cauchy formulae we may
refer to the article by Burkhardt in the Encyklopddie.

The theorems of this chapter are in the main analogous to classical
theorems in the theory of Fourier series. We do not actually assume
a knowledge of the theory of Fourier series, though the reader will
presumably be familiar with it. Almost all theorems on Fourier series
have some sort of analogue for integrals. In some cases the theorems
are so similar that the extension from series to integrals is hardly
worth making. In other cases there are new points of interest in
the integral case, which is even sometimes the simpler.

1.7. Notation. We use

0

{ flx) dx

0
to denote the Lebesgue integral of f(x) over (0,00) in the strict sense,
implying that the integral is absolutely convergent, i.e. that

[ @)1 de
[
also exists. If f(x) is integrable over (0, X) for every X, and

X
lim | f(z) dx
|

X—©
exists, we denote the limit by

Tmf(x) dzx.

0

+ Carlson (1).
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Such an integral is known as a Cauchy integral. A similar notation
is used in the case of other limits. Thus

flf (x) dx
0

—

1
denotes the limit of f fx) dx
3

as 8 - 0 through positive values.
In ‘formal’ analysis we use f f(x) dx to denote that the integral
0

exists in some sense or other. There is generally little risk of confusion
between this and the Lebesgue sense.
We say that f(z) belongs to, or is, L?(a, b) if f(x) is measurable and
b
{ |f(x)|? dx < 0.

«a

We write L for L!.
X
By Li.m. j f(x, o) dx
]

X—o

(limit in mean) we denote a function ¢(x) such that

b X »
‘ILLELJ‘ d(a)— l‘f(x, ) (1;1:‘ dx — 0,

«

a, b, and p having prescribed values.

As complex variables we use .

z=zx+ty, w=utiv, §=o+i, {=E&+in.
If f(x) is & given function, we denote by
F(z), F(x), Fy(x), F,(w), F_(w), F(s),

the functions defined in (1.2.5), (1.2.1), (1.2.3), (1.3.1), (1.3.2), (1.5.1)
respectively. In each case it is assumed that the integral referred
to exists in some sense or other. The ambiguity of the expression
‘a Fourier transform’, arising from the asymmetry of the formulae
(1.2.5), (1.2.6), is avoided by standardizing the use of small and
capital letters as in these formulae.

Similarly with other letters (g, @, G,, G_, etc.).

We denote by 4 an absolute constant, not necessarily the same
one at each occurrence; K is used in a similar way for a constant
depending on the data of the problem in hand.
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We say that the convergence of a sequence f,(x) to a limit f(z) is
bounded if |f, ()| < K for all » and z; and that it is dominated if
[fu(x)| < é(x), where ¢(z) is L over a prescrlbed set. It is knownt

t
tha lim f fulx)de = ( Sf(x) dx

n—>x0

if the convergence is bounded or dominated.

1.8. Fundamental theorems. The theorem of Riecmann-Lebesgue
is fundamental in the theory of Fourier integrals, as it is in the
theory of Fourier series. We shall state it as follows.

THEOREM 1. Let f(x) belong to L(—o0,w0). Then the integrals

ff(x)cos)\x dz, ff(x)sin)\x dx, (1.8.1)
S o
tend to zero as A - w.
Consider the cosine integral. Let ¢ be a given positive number.
Then we can choose X so large that

© -X
[Valde <o [1f@)]de<e
X - ®©

Hence < €, <Z €

o -X
J- f(x)cos Ax dx f f(x)cos Ax dar
X S

for all values of A.
Next, we can define a function ¢(x), absolutely continuous in the
interval (—X, X), such that

[lfu — ()| dz < e.

Then { flr)—d(x)}cosAx dr| < €
R
for all values of A. Finally
X
[ $(x)cosAx dx
_‘X X
¢(A )ill] AX +¢ — #A)\sm AX % L ¢’(x)sin AL der,

and (for a fixed X) we can choose A, so large that the modulus of this

t Titchmarsh, Theory of Functions, §§10.5, 10.8.
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is less than € for A > A;. Then

< 4e (A>A).

f f(z)cos Ax dx

This proves the theorem for the cosine integral; a similar proof
applies to the sine integral.

THEOREM 2. Let f(x) belong to L(—o0,00). Then a necessary and
suffictent condition that

‘rl—rfdu ff(t)cosu(r—t) dt =a (1.8.2)
18 that, for any fixed 3, -
]
tim [ {fe+y) -0 Yy —o0.  (183)
A= J Yy
Since [f(t)cosu(x—t)| < |f(t)], the integral
ff(t)cos u(x—t) dt

converges uniformly with respect to « over any finite interval.
Hence

fdu ff(t)cosu(x—t) dt = jf(t dtfcosu(x—t) du

_ J’f sm)«(x t)dt

Since f(t)/(x—t) is integrable over (—c0,z—38) and (z+8,0), it
follows from the Riemann-Lebesgue theorem that, for a fixed 9,

-3 @
Az—t) . sinA(z—t)
1 t MS_IB_._A."_..* d =0 J‘ . - —l = (.
im f) t , lm:0 f(t) pray dt =0

—t
Also .5
sin A(x t sin )ly
f(t) o {f(x+y)+f(x Y} = dy,
and —
lim | 2a sindy dy = hm 2a f Y3y = 2 f MY 2y = an.
A—® J Yy J v

These equations together show that (1.8.2) and (1.8.3) are equivalent.
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1.9. We are now in a position to extend all the ordinary conver-
gence tests for Fourier series to Fourier integrals. We shall, however,
content ourselves with proving the two following theorems, corre-
sponding to the tests of Jordan and Dini respectively.

THEOREM 3. Let f(t) belong to L(—o0,0). If f(t) 18 of bounded
variation in an interval including the point x, then

Hf(@+0)+f(z—0) =}T f du f ftycosu(z—1t) dt.  (1.9.1)
0 —

If f(t) s continuous and of bounded variation in an interval (a,b),
then

1 —>0 @
fx) == | du | f(t)cosu(x—t) dt, (1.9.2)
el

the integral converging uniformly in any interval interior to (a,b).

Let P(y) = fle+y)+f(x—y)—flx+0)—fl—0).
Then y(y) is of bounded variation over (0,8), if § is small enough,
and Y(y) > 0 as y - 0. We may therefore write

P(y) = ¢i(y)—2(y);

where ¢, (y) and y,(y) are positive non-decreasing bounded functions
in (0,8), which tend to 0 as y — 0.

Given any positive number e, there is a number 5 such that
¥i(y) < e for y < 7. Let

f¢( slfl)!ydy_fl/}l( sm)\yd +f‘/’l sm)\yd

By the second mean- value theorem, the first part is equal to
An

)fSIMy dy = g () f SNV g (0 <£< ),

%3
and the last mtegral is bounded for all A and £. Hence

1’ -
l f '/u(y)my)‘-y~ dy! < e,
0

|

for all values of . Having fixed %, ¢,(y)/y is integrable over (»,3),

80 that

8
Lim lﬁl(y)sm Y 4y

n
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Since e is arbitrary, it follows that

3
. inA
] S 4y = o.
AE?O f (y) v Y
Similarly, the integral involving y,(y) tends to 0. This proves the
first clause of the theorem.

If f(x) is continuous in (a,b), ¥{f(x+0)+f(x—0)} = f(x); and, the
function being uniformly contmuous in any interval interior to
(a,b), the conditions used in the proof hold uniformly, and so the
convergence is uniform.

THEOREM 4. Let f(t) belong to L(—o0,00). Then, for a given ,

(1.9.2) 18 true if 5

0
exists for some positive §; in particular it holds if f(x) is differentiable
at the point x.
This follows at once from Theorems 1 and 2, with a = f(x). If
f(z) is differentiable, the integrand in (1.9.3) is bounded, so that
the condition is plainly satisfied.

THEOREM 5.1 Let f(t)/(14 |t|) belong to L(—o0,0); let

al(x)_-— ff )?‘T’xy (1.9.4)

fe+y)+f(x—y)—2f(z) dy (1.9.3)
Yy

1

T%J —cosxyd (f f) cowyd

-1

(1.9.5)
be absolutely continuous over any finite interval 0 << 8 < x << A, and
let a(z), b(x) be their respective derivatives. Let f(t) salisfy the condi-
tions of Theorem 3 or Theorem 4 in the neighbourhood of t = x. Then

Hf(x+0)+f(x—0)} = Tw{a(u)cos xu+b(u)sin zu} du.
-0

Suppose. first that f(x) = 0 for |z] ) 1. Then

L f at f Slo)cosy dy = [

smxyd — ay(2),

+ Hahn (2).
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1
so that a(r) = 1 f fy)coszy dy
m™
-1
almost everywhere. Similarly,
1
o) =~ [ fwwinzy dy
S1

almost everywhere. The result then follows from Theorem 3 or
Theorem 4.
Suppose next that f(x) = 0 for |#| << 1. Then f(z)/z belongs to
L(—o0,00). Hence, by Theorem 3 or 4,
%{f(x—%—o)—{—f(x—o)} 1! f {—b,(u)cos zu+a,(u)sin zu} du.
P m™

0

Now

f by(u)cos xu du = [bl(u)sm xu] ! f b(u)sin xu du
zx |, =«
1] —0
1 .
= —= " b(u)sin zu du,
x L
)
since b;(u) - 0 as « —> 0.
Also
f a,(u)sinxu du = "——al(u) (l(%‘rzl'] +i; f a(u)cos zu du
: 0
0 —>

—y

— l— f a(u)cos zu du,
x

—0
since a,(u) tends to 0 as u— 0 or u —o0. The result in this case
thus follows.
The general result now follows by adding functions of the two
classes considered.

1.10. Monotonic functions.t The next theorem is based on the
fact that, even if :.[o f(¢) dt does not exist, the integrals
0

.jm f(t)cos ut dt, To Sf(t)sinut dt
) 0

exist for u > 0 provided that f(t) > 0 steadily as { >oo. Here it
1 Pringsheim (1).
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seems slightly more convenient to take the cosine and sine integrals
separately.

THEOREM 6. Let f(t) be non-increasing over (0, ), integrable over
any finite interval beginning at 0, and let f(t) - 0 as t - 0. Then for
any positive

—>00

Hf(x+0)+f(x—0)} = = f cosxu du J. f(t)cos ut dt.

—0

We have, by the second mean-value theorem,

H(T+0)
A

T ;
= f(T+0)foosutdt <
7

Hence the tintegral converges uniformly with respect to « over
0 <A< u<pu Hence

p —® B
f coszu du f Sf(t)cosut dt = f f@) dt f cos xu cos ut du
A 0 0 A

-0

l sm,u( -t) qm)\( —t) sinu(x-+t) sinA(z+t)
ff(t){ T et T apd T ati }d"

(&

0

Now

-—> 0 . |
f f(t)sn}f_(?_t:‘) dti £(T4-0) f sin (@ )dzl < 4f(T+0),
J - |

and similarly for the integrals involving A and z+¢. We can therefore
choose T so large that

f f® {““" t t)-.,.} dt! <e

for T' > Ti(e), for all values of A and . Having fixed 7 > «,

T
lim [ ) S_“ﬁ‘.(ﬁ. D 4t = yalf(z+0)+fz—0))

“—-‘)w
by the analysis of Theorem 3, and

tim [ o SmAEHD g
“_1};0 f )= et
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by the Riemann-Lebesgue theorem. Also

; sinA(x—1)

T
altJ <Al feydt—>o
<]

as A - 0; and similarly for the remaining part.

Turorem 7. If f(t) satisfies the conditions of Theorem 6, then for
any positive x

¢ -0

Hf(x+0)+-f(x—0) :g f sinzu du fj(t)sinut dt.
Asu—>0 0

®
l ff smutdi = if(l+0 frsmutdti
i

COS U — CO8 uT

_ Y1+0)

u

= f(14-0)

and flf(t)sin ut dt = O(1).

Hence the u-integral is absolutely convergent at the lower limit.
Apart from this, the proof is the same as that of Theorem 6.
Fourier’s formulae may be established under still more general
conditions by adding a function of the type of Theorem 3 to one of
the type of Theorem 6. The results of this process are sufficiently

obvious.

1.11. Functions containing a periodic factor.}

THEOREM 8. Let f(t) = g(t)cosat (a > 0), where g(t) s non-
increasing, integrable over (0,1), and g(t) > 0 as t—>oco. Then for
any positive x

] oy =37+ T du | dt.
Hf(x+0)+f(x—0)} ’7<0f —[—JL )cosxu u 5( f(t)cosut dt

The inner integral is

f g(t)cosat cos ut dt,
0
which is uniformly convergent over any finite interval not including
or ending at « = a. We may therefore invert the integral
a-—8 —»00
f coszu du f g(t)cos at cos ut dt
0 0
1 Pringsheim (1).
4362 C
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for every 8 > 0. To prove that

- —>0 —>® —>a

d dt= | ... | ..
!cosxu U 5[ g(t)cos at cos ut dt 5[ 5[

it is therefore sufficient to prove that
-0
lim | g(t)cosat dt J. coszxu coswt du = 0.
80
0 a-3
This is clearly true for the part 0 < ¢ < 7', with any finite 7'. It is
therefore sufficient to prove that

—»00

a
lim | g(¢)cosatdt f cosxu cos ut du = 0,
&0 T a—38

or

hmo J‘ g(t)cos at {sina( —t)—sin(a—3J)(x 7“')+

x—1

+81§g(ii—t)——sm( )(x+t)} dt — 0.
x4t
Clearly, if T > =,

f g(t)cos at {sin a(x—t)—sin(a—-S)(x——t)}(iit+ %) dt - 0,
T

since this integral converges uniformly with respect to 8. Similarly
for the integral involving x-¢. Hence it is sufficient to consider

fg(t)ct'___f_at{sina(x+t)—sin(a—8)(x+t)—
i —sina(x—t)+sin(a—38)(x—12)} dt
=2 f 9 t)qosat{cosaxsmat—cos(a-—&)xsm(a— 3)t} dt.

Now

] -

2 f Q(tt)cosatam(a —8)tdt = Jlgg:—){Sin(M—s)t—Sin&}dt’
T

which converges uniformly with respect to 8 as 8 - 0, since

7, T
f 0 gin 31 = o{gm) f sin ! dt} = Ofg(Ty)}:

Ty I,
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Hence fg()cosatsm(a 3t dt - [g()cosatsmatdt
7 T

and the result follows.
A similar argument applies to the integral over (a+85,1). It
therefore follows that

oo

(f f )cosxu du | f(t)cosut dt
o

1 sinA(x—1) | sinA(x+1)
= - [ A} ap— . o
3 [ it ekt g
Finally 0
7 in Ir—zx
[cosatsln_ (xé_i) dt = f coqa(r+y)sm)ud
7 - y
o T'—zx
= COS ax f Cmay%m)@!(/—-%mux f sinay Sln)ﬂ/d
T-z Y T—zx y

is bounded for fixed @ and x, T > 2z, A > 2a. Hence, by the second
mean-value theorem,

f g(t)cosatsmi(f;t) dt = Ofg(T)},

and the proof concludes as in Theorem 6.

THEOREM 9. Let f(t) = g(t)sin at (a@ > 0), where g(t) satisfies the
same conditions as in Theorem 8. Then for any positive x

a-—9o —>00 —0
+4-0)+f(r— = -——] + d tdt.
Hf(x+0) f:zc0 3 1m( )’ J )cosxu u 4 f(t)cosw

If, in addition, f (x)(l:r exists, then

-

2( 7 - wos ut db.
.%{j(x—|-0)+f(x——-0)}=;(‘! +:L)cosxudu J Sf(t)cosut dt

Proceeding as in Theorem 8, we find that, in the first repeated
integral, the integral over 0 < u << A (A > @) may be inverted if

f g(t)stin at{cos(a—{—S)x sin(a+48){—cos(a—38)x sin(a—38)t} dt - 0

d
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a8 8 —> 0, i.e.

—o
CO8 ax cos dx f “%t) sin at cos atsin 8t dt —
T

~—>©0

—sin axsin 8z f g(z—t) sin2at cos &t dt — 0.
T

The first integral — 0 by uniform convergence. In the second,

-+

f g%t) cos 2at cos 8t dt

T
is uniformly convergent, and so tends to a finite limit; and

—»c 1/8 4
f ~'q—(:~)cos St dt — 0( f %)—}‘O{Sg(%) f cos 8t dt}
T T 1/8
— O(log 1/8)40{g(1/8)} = O(log1/3),
and sindxlog 1/ - 0. This proves the first part.
In the second part of the theorem we have to consider

g(t)sinat
t
T
and this involves uniformly convergent terms, as before, and terms

involving ®
f 90 4
t
T
This proves the second part.
There is also a similar pair of theorems in which sines and cosines
are interchanged.

THEOREM 10.1 Let f(t) = g(t)h(t), where g(t) 18 ultimately steadily
decreasing to zero, g(t)/(14-|t|) belongs to L(—o0,0), and h(t) is
periodic (with period a) and integrable over a period. Let f(t) be of
bounded variation, or satisfy one of the alternative conditions in the
neighbourhood of the point t = x. Then Fourier’s formula holds in
the sense that

{cos axsin at — cos(a—38)x sin(a—3B)¢} dt,

© —(2n+2)7/a —+0
Hf@+0)+f(z—0)} = 2-71; f du f f(t)cos u(z—t) dt.
n=0 —2nmla ——w

t Hahn (2).
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1f g(?) is steadily decreasing,

(n+1)e (n+1a
J‘ lf(t)ldt= J’ ,l,g(t)h(t)ldt
1+t 1+t
(na) " ) T g
g(na - g(na - g(t
< £ I\ A
< f eyt ae < k 1 < f 0 a
na (n—1)a

Hence f(t)/(1+ |t]) belongs to L(—o0,c). Hence, as in Theorem 5,
515{.{(:::+0)+f(x+0)} = 717 f {—b,(u)cos zu+a,(u)sin zu} du,
0

where a,(u), b,(u) are defined by (1.9.4), (1.9.5).
Also n (v+la n G
> f h(z)eiwv dx = ) f h(z)etva+ov dg
0

v=m v=m
va

eimau__ ei(n+ay

a
e f h(x)eiv de,
0

1—etav
which is bounded in any interval not containing one of the points

y=0, :}:“%ﬂ', j:%—:—r,.... Hence the integrals
) 2 d

are bounded, for all ; and z,, in any such interval of values of y.
It then follows from the second mean-value theorem that the

integrals o

are uniformly convergent in any such interval, to a(y), b(y), say;
a,(y), b,(y) are the integrals of a(y), b(y) in the interior of such an
interval; and
(2n+2)m/a
by(u)cos xu du

2nw/a
(en+2)mla 1 —(2n+2)7/a

= [b () §§Y;f ?] - b(u)sin zu du,

2nmia —onnla

and similarly for a(w).
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Also a, and b, are continuous, so that, on summation, all the inte-
grated terms cancel, and the result follows.

1.12. Oscillating functions. In the above theorems our con-
ditions on f(z) are mostly restrictions on its oscillations. We shall next
obtain a case of Fourier’s theorem which depends on the oscillations
of f(x) being sufficiently rapid, provided they are of a regular kind.

TrEOREM 11.1 Let f(t) = (t)cos(t) or (¢)sin(t), where ¢(t) 18
integrable over any finite interval, continuous and of bounded variation
i any interval not containing the origin, and ultimately monotonic.
Let J(t) be twice differentiable, ' (t) and ' (t)/$(t) ultimately increasing
steadily to infinity, and

$(t) = oty (t)}. (1.12.1)
Then oo o
o
fle) == f :i"rfxudu ff(z);";utdt (1.12.2)

0 0
if (1) Y"(t) is mon-decreasing, Y"(t+1) = O{Y"(2)}, (t+1) = O{¢(?)},
or (ii) () 18 decreasing, tf" (1) > K, $(2t) = O{¢(1)}.
We use the following lemma.

Lemvma. If ¢ )[R (t) 18 monotonic, and g(t) steadily decreasing, then

f d(t)g cos h(t) dt = {g(a)max ;ft((t))}

Using the second mean-value theorem repeatedly, we have, if
$(2)/R'(t) increases,

b
J‘¢(t)9 (t)cos h(t) dt = Jh' ()R (t)cos h(t) dt

f foosh(t) &t (a < a < b)
s0) [
69 f K (t)cosh(t) dt (x < B < b)
= %%g(a {sin h(B)—sin k(x)},

and similarly for the other cases. Hence the result.

t Suggested by Landau, Vorlesungen itber Zahlentheorie, Satz 413.
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The inner integral in (1.12.2) is convergent if

-
lim f b(t)cos{ys(t) +ut} dt = 0. (1.12.3)

T.T—» P

_e) 40 ¥
YO tu O ¢ 0L
and the first factor tends steadily to 0, while the second factor is

1+

Now

u
Pt

and the last term is steadily decreasing in absolute valuc. Hence
(1.12.3) follows from the lemma; and the convergence is plainly
uniform over any finite range of values of x. Hence

B e o0 by

J- cosxu du f Sf(t)cosut dt = f ft)dt f cos ru cos ut du.
0 0 0 0

As in previous cases, it is now sufficient to prove that

lim f £t ?iﬂgg;t) dt =0

A

for a sufficiently large 7.
Take Case (i), and suppose that ¢(¢) is non-decreasing for ¢ > 7',
and consider, e.g.
= o+ 8 w

f¢()008{¢([ )+A(x—t)} dt ~-j f 4 j f

3o to+3
= 1+J2+']3+J4’
where '(t,) = A. Now (t)/{A—¢/'(t)} is steadily increasing for t <tg;
hence, by the lemma,

= gyl = vl

5= ol st ofsris) = losital
(1.12.4)

provided that & = O(1). Fort >{,

s _ 0 (y .,
FO-A~ ¢'(t){ +¢<z)— }

is decreasing, and Jj also satisfies (1.12.4).
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to+d
Lastly, J, = 0[ f ‘Q:ﬂ—t)?‘ dt} _ O{Sqf;(to)}.

0

Taking & = {§)"(t,)}*, the required result follows from (1.12.1). The
corresponding integral with — A instead of A is simpler, there being
now no need to introduce ¢,. The result therefore follows in this case.

If 4(t) is decreasing, we obtain instead of (1.12.4)

_ o] _#(T)
: O{to 8¢”<to)} ’
and the result follows with 8§ = 1.

The argument in Case (ii) is substantially the same. Examples
are ¢(t) = e¥’, Y(t) = ¢; (1) = 1, (t) = tlogt.

1.13. The constant in Fourier’s formula. The constant =
enters into Fourier’s formula, according to our proof, through the
formula o

sin z
i
0

If we take the value of this integral as our fundamental constant,

and denote it by C, Fourier’s cosine formula, for example, is

flx) = é f cosxu du [ cosut f(t) dt
0 0
The values of other familiar integrals are then obtained in terms
of C; for example, taking f(t) = e, and z = 0, we obtain

©

1 du
=2 —
0 f du [ cosutetdt = l+u2’
r du
8o that f Tt =
0
Taking f(x) = z~* (z > 0), we obtain (by Theorem 6)
1 1 i —mcos ut
B0 f coszu du e dt

(1}
-0

_1 T COo8 U cosy cosyd
=g [ St [ G a= o«x(f )
0
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b d’ o]
CGs
so that Y gy — .
Vy
(1]

Many other such examples may be derived from the formulae
of Chapter VII.

Later, §1.27, we shall give another proof of a case of Fourier’s
formula, in which the constant = comes from the theorem of residues.

1.14. Fourier’s single-integral formula. This is the formula
(1.1.7). Conditions for its validity are suggested by several of the
foregoing theorems; but it holds still more generally, since now it is
not necessary for the Fourier transform of f(x) to exist.

THEOREM 12.1 The formula

Hf@+0)+fx—0) =hm_ f 0 sm?w (=t 4

holds if
i(a) f(x)/(1+ |x|) belongs to L(—o0,0),
or i(b) f(z)/x v8 of bounded variation in (a,0) and (—o0, —a) for

some positive a, and tends to 0 at infinity,
xT
or i(e) 1 f J@t) dt is of bounded variation in (a,0) and tends to 0
x

at infinity, and a similar condition holds in (—oo, —a);

and (ii) in an tnterval including x, f(t) is of bounded variation, or
satisfies one of the other conditions for the wvalidity of
Fourier’s series or integral.

After the analysis of § 1.9 it is sufficient to prove that we can choose
T so large that

f f(t)sm-.)‘(“’ Dat| < e

for all values of A > A, w1th a similar condition for (—oo0, —7'). This
is clearly true if i(a) holds. It follows from the sccond mean-value
theorem as in § 1.10 if i (b) holds.

To prove that i(c) is sufficient, let

¢x>——ff<t

+ Prasad (1), Prmgshelm (1), Hobson (1).
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Then f(x) = x¢'(x)+¢(x),
and z¢’(x) satisfies i (a), while $(z) satisfies i (b). Hence the result.
Condition i (¢) includes i (a); for

#0 =12 [ a

The first term belongs to L(1,00) if i(a) holds; and so does the
second, since

£ x ¢ ¢
[ % [wora = —¢ [1rora+ [ i)
4

1 -
< [ 21f@) dz < K
i
as ¢ >o0. Hence ¢'(x) belongs to L(1,00), and hence i(c) holds. On
the other hand, i(c) does not include i (b).

1.15. Summability of integrals. We say that the integral

8

f(x) dx is summable (C,«), where « >> 0, to the sum I, if

S,

A
lim (1 —;)af(x) de = 1.

A

The case « = 0 is ordinary convergence In the case o = 1 we have

f( )(x)dn, fdxff ) dy,

a form analogous to the sum

818+ o 8,
n
in the definition of (C, 1) summabiiity of a series. The whole process
is analogous to the C-summation of series, which is too well known
to need much discussion here. The main points are (i) the process is
more general than ordinary convergence; for example,

A
;im f sinax dz (a > 0)
|~+Q0 0
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does not exist, but
A ' .

lim (l ——f) sinax dxr = lim (}_sm a'\) = 1;

Ao A -+ \@ a?\ a
and (ii) that it is consistent with ordinary convergence, in the sense
that, if an integral is convergent, it is summable (C, o) to the same
value for every o > 0. This is a particular case of the following
theorem.

If an integral 18 summable (C, ), where a == 0, it 18 summable (C, B),
where B > a, to the same value.
A

Let 30\, a) = f (1—%‘)0}(@ da.

0

Then if 8 > «,

f(l—%)ﬁ_aﬂlz\%()t,a) dA :(f(l—%)ﬁ—a_1Aa d)\‘f(l—;)af(x) dx

®

M
A\B-a-1 xr\% o
=ff(x)dxf(l——;) (I'X) A d)
0 a
— F(B_“)I‘(a—f:_l,) lef(x)(]__'z)ﬂ dx
=" rgty * ; 7
- r@+n 1 [ AP
— CL 1]—— A%h(A, ) dA.
#P) P(ﬁ-—a)r(a+1)m+1of () e
Hence

m
I(g-+1 1 A\B-o1
BT = g o) el [ () - D i

0
If ¢(A,a) -> I, suppose that I\, a)— 1| =2 M for all A, and . e
for A > A. Then

N RE e P ey
$(, B)— 1| < T(g—a)TaF1) (p* i

2 B-a-1
+ M (l—é) A d)\}.
}I_Ml ) n
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The first term is < € (it is € if A = 0), and the second is O(u~*-1) for
a fixed A. It follows by choosing first A and then p that ¢(u, 8) - 1,
the required result.

1.16. Summability of Fourier integrals. We have formally

}rf (l—%‘) du f Sf(t)cosu(x—t) dt

= %—f f(® dtf (l—-—;)cosu(x——t) du

- 2sm2%)«
f s 4o D . (L16.1)

This integral is analogous to Le]ér s integral in the theory of Fourier
series. We shall deal with it as a particular case of the following
theorem.

THEOREM 13. Let
E@,y,5) = 0(;) (lz—y| <8  (1162)

S
B O(Ix—iy|d+1) (le—y| > 3) (1.16.3)

Jfor some positive o, and let
lim f K@yddy=1, lim [ K@yd)dy=}
30 o
Let f(z)/( 1+]x]°‘+1) belong to L(—o0,0). Then

lim f K(x,y,8)f(y) dy = () +d(x)} (1.16.4)
30 o

wherever

h h
[ fa+n—¢@Idt= o), [ Ife—t)—d(x)l dt = o(h)
0 [\

(1.18.5)
as h—> 40. The result therefore holds (i) with ¢(x) = f(x+0),
Y(x) = f(x—0) wherever these expressions have a meaning, (ii) with
$(x) = Y(x) = f(x) wherever f(x) i3 continuous, and (iii) with

$(x) = Y(z) = f(z)

for almost all values of x.



1.16 CONVERGENCE AND SUMMABILITY 29

It is sufficient to prove that
;l_rf; K(z,y,0){f(y)—$(x)} dy = 0,
z

together with a similar result with (z); and by (1.16.2) and (1.16.3)
this is true if 45

tim & [ ) —gte)] dy = 0

30
and lim 3« 'f i d’ )l da J
3—0 |I y|°‘+l
x+d

The first part follows at once from (1.16.5). Next, let

h
x(h) = [ Ifle+0—4(@)| dt < eh
for b << 3. ‘Then °

)~ f fe+) @) ,,

Ix y[m+1 t°‘+1

o+ 1 g2 2

5«[ ()]:+(a+1)a sf X0 g,

7
dt

< €+€(fx+1)8°‘f[&h (l+a+1)
]

Having fixed %, plainly
lim Sm J. ’f(’/ f(x J — 0.

50 lx ]a+1
z+n

This proves the theorem.
As a particular case, let 8 = 1/A, and
2sin*{A(z—y)
‘K(x’ yi ) = ‘”A(x y) .
The conditions of the above theorem are satisfied (with « == 1). We
therefore deducet the analogue of Fejér’s theorem on Fourier series:

TrEOREM 14. Let f(t) belong to L(—00,00). Then the integral

1 @ -]
— | du | f(t)cosu(x—t)dt
J ]

1 Hardy (5).
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18 summable (C, 1) to }{f(x+0)-+f(x—0)} wherever this expression has
a meaning; to f(x) wherever f(x) is continuous; and fto f(x) for almost
all values of x.

An obvious corollary is that if f(t) is L(— o0, ), and a(u), b(u),
defined by (1.1.3), are 0 for all u, then f(x) = 0 for almost all x.

As another particular case, let

A
K(x,g/,;) = %f (l-—j\f)acosu(x—-y) du
0

1
= A f (1—w)*cos Av(z—y) dv
ks

(xa—y) f (1—v)*-18in Av(x—y) dv

Alz—yl
« IJ‘ sin{Alz—y|— w}d

= A I x—:r;i}-]—"»‘-‘” wl—«

The second formula shows that K(z,y, 1/A) is O(A), and the fourth
that it is O "“Ix——y[—a—l Also

- 00

J- A(x ¥, )(IJ = - f f v)*-1sin Av(y—x) dv

1
f(l—@ )1 dp f S‘“Mdt_ kaf(1~v)a-ldv:
0

Hence

THEOREM 15. Theorem 14 is still true if (C, 1) is replaced by (C, «),
where 0 < a < 1.

1.17. Cauchy’s singular integral.t Tn the theorem of the pre-
vious section we have replaced Fourier's formula by a limit of the form

]nn-—quSu ) du ff(t cos u(x—t) dt. (1.17.1)
S—0T
For summability (0, o) we take
. (1—u)* O<u<l), 11
$(u) = [ 0 (> 1). (1.17.2)

t Cauchy (1), Sommerfeld (1), Hardy (4), (5)-
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Next let d(u) = eu, (1.17.3)
The integral in (1.17.1) is then

1!1- f J(t) dtfe’ Sucosu(e -t) du = - f f( 5t *_ " dt.
o v - ® (1.17.4)

8 (1.17.5)

7 824 (x—y)?
and the conditions of Theorem 13 are again satisfied, with « = 1.
In particular it follows that (1.17.4) tends to f(x) almost everywhere.

This result is the rigorous form of Cauchy’s argument givenin § 1.1,
and the integral (1.17.4) may be called Cauchy’s singular integral.
The type of summability obtained is analogous to ‘summability 4’
for series.

Here K(x,y,8) =

1.18. Weierstrass’s singular integral. Now let

d(u) = e
The integral (1.17.1) is then

w

fj't) dff e 8" cosu(x—t) du = "8\ Jf e\p{ (x_st)}dt.

0

- _)2
Here K(x,y,8) = 55V e\p{ (J48§/) }, (1.18.1)

and the integral is known as Weterstrass’s singular integral.t

The conditions of Theorem 13 are satisfied for any positive «; but
in fact the result holds still more generally.

THEOREM 16. If K(x,y,d) is defined by (1.18.1), the results of
Theorem 13 hold if e~C*'f(x) belongs to L(—w0,®) for some positive
value of C (and so for all greater values).

We argue as in §1.16, with « = 1 say, for the integrals over
(x,z+8) and (x+8,2-+7). It then remains to prove that, for fixed

x and 7, gy
M me f exp{ 452 +Cy?g(y) dy = 0,
z+n
where g(y) is L. Now
(x‘"?/) +Cy (3' /) +C :L‘ y)g '2 < (33—?/)2_[_(96‘*3/)2

452 (x—y)? 452 ' 882
+ Weierstrass (1), Hobson (1), Lebesgue (1), Hardy (0).
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. 1 7?
if D

882 (x4n)?

Hence the modulus of the above expression does not exceed

1 e [
57 [ o)l ay,
T+

and this tends to 0.

1.19. General summability. If we merely require to deal with
the case in which f(x+0) and f(x—0) exist, we can use the following
simpler theorem.

TarEorEM 17, Let K(x,y,8) > 0,
b x
lim fK(x,y,S) dy = 1, hme(x,y,a) dy = }; (1.19.1)
8—*03 8—»()“

and let lim K(z,y,8) = 0 (1.19.2)
8—0

uniformly for all x and y for which {x—y| = ¢ > 0, and also, in the
case a = —o0, b = o0,

z—

€ o]
lim | K(z,¥,3)dy = 0, lim f K(z,y,8)dy = 0 (1.19.3)
8—-»0—-00 8—90x+€

for any fixed positive .
Let f(x) belong to L(a,b). Then

b
lim [ K(z,3,8) f(y) dy = Hfe+0)+f@—0)}  (1.19.4)

wherever the right-hand side exists.
If f 18 continuous at the point z, (1.19.1) can be replaced by

lim [ K(z,y,8)dy = 1. (1.19.5)

80
—®

We have to prove that
b
[ K@y, 8}f@)—f(z+0)} dy >0,

with a similar result for (e,z). This integral does not exceed in
absolute value
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b
max |f(y)—f(z+-0)| j K(2,9,8) dy +

r<y<sxte
b

+ max K(z,y,3) f If)| dy + |f(x+0)] f K(z,y,9) dy,

T+e€ xt€
which tends to 0 by choosing first € and then 8. Similarly for the
other part.

The relevant parts of the summability theorems are clearly cases
of this theorem. They may, however, be exhibited as direct conse-
quences of the form of the summability factor; the general result is
as follows.

THEOREM 18. Let ¢(x) belong to L(0,00) and have only a finite
number of maxima and minima in (0,00); let $(+0) = 1; and let ¢(x)
be the integral of ¢'(x), which is ultimately negative non-decreasing.
Let f(x) belong to L(—-oo,oo). Then

]imqu&(Su) du ff(t)cosu(z—-t) dt = }{f(x+0)+f(z—0)}
8—»071'0 E

wherever the right-hand side exists.
This follows from the previous theorem if

K(x,y,8) = %fo,‘)(Su)cosu(x—y) du
0

has the properties stated.
Suppose first that ¢'(x) is negative non-decreasing for all z. Then

K(z,y,8) = 1r(x8—_y) f {—¢'(du)}sinu(z—y) du
0

(a+)m
w =l
= vrlx—yl z f &' (du)sinu|zr—y| du.
Iz vl
The sum is positive, and its value does not exceed that of the first
term. Hence 5 nllz—yl
0< Kiz,5,8) < - j — (5u)) du

mle— yl{¢(+) ¢(lx y)}

4362 D
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which tends to 0 as 8 — 0, uniformly for |x—y| > e. Hence (1.19.2)
holds. Also

. sl dy [ e

J. K(x,y,3 =— f sy J ¢’ (du)sin u(x—y) du
x x

0

98 , * sin w(x—y)

~ ;!¢(8u) du!u- He

= —15 [ ¢/(8u) du = §g(+0) = 4,
0

the inversion being justified by dominated convergence, since ¢'(6u)
belongs to L(0,00). Similarly for (—oo,z), and (1.19.1) follows.
Similarly,

[ @

f K(z,y,8) dy = —° f & (5u) d [ imuf;y) dy
Y

= 0(8 f {— ¢'6u)} du)+0(% [ =#eu) du)

= O{p(+0)—¢@)}+0(Y ),
and (1.19.3) follows from (1.19.2) on choosing first Y sufficiently
large, and then § sufficiently small.

In the more general case, we can write ¢(x) = ¢,(x)—d¢y(2), where
¢, and ¢; are negative non-decreasing. Let K, K, be the correspond-
ing K-functions. Then K, and K, are positive, and satisfy (1.19.2);
the integrals © o

[ Es@y,8)dy, [ Eur,y.8)dy

3

are bounded; and (1.19.1) holds as before. These conditions are
clearly sufficient for the theorem.

1.20. In all the particular cases considered, we have
K(xv Y, 8) = K(x—?/, 8):
where K(u,8) is an even function of u,

fK(u,S) du = 1,

and hm j K(u,8)d



1.20 CONVERGENCE AND SUMMABILITY 35

for every positive . With these conditions, not only does
x(2,8) = [ K(z—y,5)f(y) dy

tend to f(x) at particular points, but in the sense of the following
theorem it tends to f(x) on the average.

TuEorREM 19. If K(u,3) is positive and satisfies the above conditions
and f(x) 18 L(—o0,00), then

hmf|xxa—f )| dz = 0.

For ©
v, 8)—f(x) = fAuS{fa u)—f(x)} du,
[ x5~ do < [ do [ Kiwd)fe—w—e) du
- f]{(u,smu f (@ —u)—f(x)] d.
Now b = | fe—u)—f)| do

is bounded for all %, and tends to 0 with u. Let [|y(u)| < € for
|u| < . Then

<e f K(u,8)du = ¢,

—

f K(u.,d)y(u) du

I& 8 I/I U du Ju 1‘ u 5 du

which by hypothesxs tends to 0 with 8. Similarly for (—co, —7).
Hence the result.
For example, in the case of (C, 1) summability,

cos)«(x Y)
f 1) Ma—y)? “

converges to f(x) on the average, in the above sense, as A - 0. (Take
A=1/8.)
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1.21. Further summability theorems. In all the foregoing
thecorems we -have imposed on f(f) conditions which ensure the
existence of the inner integral in Fourier’s formula in some sense
or other. We shall next prove a theorem in which, without imposing
any particular condition, we merely assume that the inner integral
exists.

Here we are not particularly concerned with the behaviour of f(t)
in finite intervals, and for the sake of simplicity we shall suppose
that it is continuous.

THEOREM 20.1 Let f(t) be integrable over any finite interval, con-
tinuous at t = x, and let

];w Sf(t)cosu(x—t) dt

converge uniformly over any finite interval of values of u. If the limit i3
g(x,u), then

A
;1:21% (l—z;-)g(x, u) du = f(x).
We have ’
A -0 A
f(l-—‘%)g(x,u) du = f f(@) dtf (I—;)cosu(x—t) du
0 - 0
‘)1 -~ e
f I f f + f = Sy,

say, where T > |z|. The inversion is justified by uniform con-
vergence.

t
Let St = f f(v) dv.
By the case u = 0 of the data, f,(¢) is bounded, say |f;(t)] << M. Now
—f(T 2qm 2Nz —T)
! Ma—T):
2
f f A f oS g

t The analogue for Mellin integrals was proved by Hardy (8). See Macphail and
Titchmarsh (1).
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on integrating by parts. Hence

. M w nM M
Jy| < — N Tl
l Jl = r11 )>+ J .E)2+ f x 3 (7,__‘17)2‘*‘ T _+

This can be made arbitrarily small by choice of 7', for all X > A,; and
a similar argument applies to J;. Having fixed 7T, .J, - =f(x) as in
§1.16. This proves the theorem.

1.22. The general result of the above type appears to be that, if
the inner integral is summable (', k), the outer integral is summable
(C,k+1). The above theorem is the case k = 0, and we shall next
prove the case k = 1. The proof of the general case does not seem
to require any new idea, but it would be rather laborious to write out.

THEOREM 21. Let f(t) be integrable over any finite interval, continuous
at t == x, and let

|l

0
and lim f( ]fl)f(l (r—1t)dt

p—roo

I
lim f(l——i)f(t)cosu(x—t) dt
H

e
exist, uniformly over any finite interval of values of u. If the sum of
these limits is g(x, u),

lim lf (1-—§)zg(x, u) du = f(x).

Ao T

It will be sufficient to consider the case where f(t) = 0 for ¢t < 0.
By uniform conveirgence

A p
(,[ ( ,\) glx,u) du #B;f uf S(t)cosu(x

The repeated integral is equal to

f (1—£>f(t) dt f (1-:{-)200511(1:_;) du
0 0

. I A(x—t)? A%(x—1)3 J ) 2

0
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say, where |z| < T < y Define f(t) as before, and let

fult) = ffl(v ) dv ~tf(l—?)f( v) dv.

Then f,(¢)/t is bounded, as a particular case of the data.
On integrating by parts twice, we obtain

J, = (1——)f1'1’ )+ {f (o) — o TIB(T)) +

+(1——) T)——ff t)dt+f(1—~) 4" d

where
2 2sinA(x—t)
g[’(t)_,\(' —1)2 Na—t)p
iy 4 "cos)«( —t)_6sin/}(gt—t)
¢ (t) — )«(x——t)“ A( —t) )\2(x—‘t 1
¢"(t) = 12 2sinA(z—t)  12cosA(r—t) 24sinA(z—1)
- Alx—1t)4 (= —t) ( t)4 ’ A2( 1) -

Making p — 00, we obtain

T
i~ [ fop) dt
0

> —A(MTD) (T (T)+ [ f:(04"(0) dt.
T

We can choose 7' so large that the last two terms are arbitrarily
small for all A > A,. Having fixed 7, f,(7)$(7T') - 0 as A > w0, and

T
[ 10p(0) dt > mf(z)

by the theory of Fejér’s integral, § 1.16, and the consistency theorem
for C-summability, §1.15. This proves the theorem.

1.23. We have seen that the (C, 1) of Theorem 14 can be replaced
by (C, ), where a is arbitrarily small. This is not true of Theorem 20;
in neither Theorem 20 nor Theorem 21 can the order of summability
of the outer integral be reduced. We shall now prove this by means
of examples. A

Let LAt = f (l—g)acos ut du.
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Asin §1.16,if 0 < o« < 1,
At
. 1
I(At) = ,\ata+1 f v*-I8in(Ad—v) dp = O(Adiaiu)
0
as A o0, t >00. Also

At M
ol oAl
R -1 (!(Cl—}"l) aelesd
o = an fv”‘ cos(At—v) dv — Aogare v*-1sin(Af—v) dv
0 n
Ml—a -0

- 1 1
== f v¥-leous(At—n) dv +0(t_2)+0()@t&#2)

0
= I'(a41)AT-%¢-1-2cog(X— dma) + O(t-2).

Suppose that we try to prove Theorem 20 with (C,«), where
0 < o < 1, instead of (C,1). We encounter a term

Jy = [ fOLOx—0) dt
T

= —ADLAz=T)+ [ 05 L0z .
T

Take T fixed (>>]z|). Then everything is bounded except possibly
the term ©
Mot 1)Ar- f fult)t=1-2cos(Ax— M — }ma) dL.
' T

Let f&) = 2" 2%sin2% (v <t < (v+1)m),
forv =1,2,..., and f(¢) = 0 elsewhere. Then

filt) = v-¥1—cos2"t) (vm <t < (v+1)m).
Clearly

T T
ff(t)cos w(x—1t) dt = fi(T)cosu(x—T)—u f fi(®)sinu(x—t) dt - limit
0 0

as T — oo, uniformly with respect to u, so that the conditions of
Theorem 20 are satisfied.
Let A = 22, Then
(v+1)fr

]
- 1 1—cos 2°t)cos 2°¢
ffx(t)t"“"cos/\t =1 f Qoo
ym

v=1
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The term v = p is

(p+1)m (p+1)m
1 cos 2°t dt 1 1+4-cos 2P+ d
;i ol - E—Pz T el T ¢
pm pm
1 1
. ol=).
 2p%p+ 1)°‘7r°‘4r (2")
The remaining terms are
v+
1 cos 2°t—} cos(2¥— 2°)t—4 cos(274-2P)¢ dt
2 ol
v#p vr _ _0 1
Z v"‘+3|2p—2 | 20)°
vEp
Similar] CA@sinX g, o1
Ys jari 2p .

Hence |Ja] > 4 ]cos()\x——i}rra)])\l—"‘(log A)-2-2140 (1),

for A = 2¢. Finally, the sequence cos(2Pz— }ma) does not tend to 0,
since, if one term is small, the next is approximately — cos }ma.
Hence J; is unbounded.
Also, by Theorem 15, J, tends to a limit. It follows that,in Theorem
20, (C, 1) cannot be replaced by (C, ), if « < 1.
If1 < a < 2, we can write
At

—1
IAt) = m—-%»:-t&h.—) v*~2co8(At—v) dv.

0
Hence 921/0t? contains a term

M
bl (f";i)l)‘z.w * f v*~2cos(At—v) dv
0
1)A%-« 1
Fia__ttjrz ——sin(Af—4ma)+ 0(—3),

and, in the argument with (C, «) analogous to that of § 1.22, we
obtain the term

D(at1)A%-2 f fa)t-*sin(Ax—At— }mra) dt.
T

Let f(t) = 22v-2c08 2t (vm <t < (v+1)m)
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for v =12,.., and f(t) = 0 elsewhere. Then

o) = v¥(1—cos2%) (vm <t < (v41)m).
Since

lf(l——)f(t)cosu(av-—t )dt = f(p) : W _

— 6[fz(l){gfsinu(:v—-t)-}—(l_l—i)uzcosu(x——t)} dt,

which clearly tends to a limit as u -» o0, the conditions of Theorem 21
are fulfilled.

The proof that the sclected term is unbounded now proceeds as
before. The remaining terms are easily scen to be bounded, and the
desired result follows.

1.24. The integrated form of Fourier’s formula. It is well
known that the result of formally integrating a Fourier series term-
by-term is true, whether the original series is convergent or not.
The corresponding theorem for integrals is as follows.

TaEOREM 22. If f(x) belongs to L( —o0,0), then

I3 —>0 @
J' flz) de % f ’1;_‘ f FO)sinw(—O)+sinuty dt, (1.24.1)

A
ff(x = hm .e—_—g du f ft)ei di (1.24.2)
‘ﬂ’ —> 00 -

for all wlues of &; and

>0

¢ , w
f f(x) d :i f 5“;5” du f f(t)cos ut dt, (1.24.3)

—>00

ff.r)d”c_g J‘ l—coqfud ff t)sin ut dt (1.24.4)

for§ >0
The formulae correspond to (1.1.1), (1.1.6), (1.1.4), (1.1.5) respec-
tively. Consider for example (1.24.2). We have

A
ifu__ em(l E)___ewl
J"” 1 fj(t)e'“‘dt-z ff(t dtf Sy
. e
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by uniform convergence. The inner integral is

A
5 f sinfu—sin(t—€)u 5
u
0

which is bounded for all £ and A, and, as A - o0, tends to 27 (0 < ¢ < §),
0 (t<<O0ort>¢). The result therefore follows by dominated con-
vergence. The other formulae are easily deduced from this, or proved
in a similar way.

1.25. The complex form of Fourier’s integral. The theory of
the complex form of Fourier’s integral is substantially the same as
that of the forms alrcady considered. We shall state briefly the most
important results.

We have so far supposed that all the functions are real. There is,
however, no additional difficulty in dealing with complex functions
of a real variable, and it is natural to apply the complex form of the
theorem to these. The extension of all the definitions is immediate;
a complex function f(x) is integrable, of bounded variation, etc., if
its real and imaginary parts scparately have these properties.

THEOREM 23. Let f(t) belong to L(—o0,00), and let it be of bounded
variation in the neighbourhood of t = x. Then

A ©
:}{f(x+0)+f(x—0)}=%1}i_{g f e-iv 4y f F)e dr. (1.25.1)
A

If f(t) satisfies the conditions of Theorem 4 in the neighbourhood of
t = z, the left-hand side may be replaced by f(x).
We may invert by uniform convergence, a.nd obtain
A

fe’”‘"du jf tyeivt dt = ff(t) dtfe—’““‘-’)du

=2
_ f s g,

and the result follows as in the proof of Theorem 3.

As a particular case, suppose in addition that f(z) is analytic for
y = 0, and f(2) - 0 a8 |z] > oo uniformly for 0 < argz << #. Then
by Jordan’s lemma (Whittaker and Watson, Modern Amnalysis,
§6.222) F(u) = O for v > 0. The formulae reduce by a change of
variable to those of Laplace, (1.4.1), (1.4.2).
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If we use the functions F,(w) and F_(w), we obtain a theorem in
which f(z) is less restricted at infinity.

THEOREM 24. Let e°¥f(t) belong to L(—c0,00) for some positive c,
so that F,(w), F_(w), defined by (1.3.1), (1.3.2), exist for v >c,
v < —c, respectively. Then, if f(t) satisfies conditions corresponding
to those of Theorems 3 or 4 in the neighbourhood of t = =,

ia+A

Hfwt O Hfe—0) = 4, )hlg [ Bwgeer aw +
] ib+A
et fA Fu)e-ic* du,
where a > ¢, b < —c.
Let g(z) = e~%f(z) (x > 0), 0 (x < 0). Then by the previous

theorem ©
Ho(x+0)+g(x—0)} = ! — lim e~iTu dy f g(t)er™ dt

A @
e-ivu du f flt)eicurian gy
0

A
}ml f sizuR (u-+ia) du
—> 00 A
ia+A
or  }eg(x+0)+g(z—0)} = ;]—(;;) }gg F(w)e-i= dw.
Similarly, if A(z) = €**f(z) (r < 0), 0 (x > 0), then
ib-i-A
—bx — 1 f ~-ixw
te-t={h(x+0)+h(z—0)} = Ten }1_{1“10 F_(w)e dw.

b -

The result stated follows on addition.

1.26. Perron’s formula.t The formula known as Perron’s formula
in the theory of Dirichlet series can be deduced from Theorem 24.

THEOREM 25. Let fe)=a,er
n=1

be convergent for o > o,, where the A, are real and steadily increasing
to infinity, and let A(x) = z a,
,,‘§ xT

t See Hardy and Riesz, T'he General Theory oj Dirichlet’s Series, 12-14.
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Then if k > 0, k > o,

HA@+0)+A(x—0)) = — lim f £ o ds.

‘lT’t T—o

Let Ay=0, A,=a;+a,+ ... +a,.

If B > o § a,e~MB is bounded for all m, and hence, if also 8 > 0
1

= i a,e-’\vﬂ.e%ﬂ = O(GA"B)
v=1
Hence, if N is the greatest » for which A, <
A(z) =
Hence for o > B,

f(S) = i (An——An_l)e«)na — i An(e—)\,.s__e-hﬂﬂg)
n=1 n=1

z,

Ay = O(eMPB) = O(eP?).

An+l

= O}O: 4,3 f e dy =38 f A(y)e~ dy.
n=1 X h

Since A(y) is of bounded variation in any finite interval, the result
follows from Theorem 24.

1.27. Fourier’s theorem for analytic functions. The following
form of Fourier’s theorem applies to a class of analytic functions

THEOREM 26. Let f(2) be an analytic function, regular for
—a <y <b,
where a > 0, b > 0. In any strip interior to —a < y
O(e—(A—e)x) (x - o0)
= 1.27.1
10 ={ teiey)  (os oy (1.27.1)
Jor every positive e, where A > 0, u > 0. Then F(w), defined by (1.2.5),

y (1.2,
satisfies conditions similar to those imposed on f(z), with a, b, A, p
replaced by A, ., b, a; and

< b, let

1 F —t2w D
flz) = 3(2;5 f F(w)e ¥ dw (1.27.2)

Jor every z in the strip —a << y < b.

We have Fw) = J(;w) f et de,
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and the integral converges uniformly for —A < v < pu. Hence F(w)
is analytic in this strip. By an obvious application of Cauchy’s
theorem we may take the integral along any line of the strip parallel
to the real axis. Thus

1 [ L\ e .
F(w) = J(Z;) f f(§+zn)e1‘f+”')‘“+‘”> df = O(e—m),

and by taking 7 arbitrarily near to —a or b the order-results for
F(w) follow.

The reciprocal formula (1.27.2) can be deduced from Theorem 23;
it can also be proved directly by the theorem of residues. Let
—a < —a<y<B<b. Then

if+w®
— f F(w)e—=" dw = — j e~ dw f f&)e's dt
1ﬂ——
iﬂ+w
5 | Ja f et
15—
- _1_ f(C)
2mi 2--
iB—wo

the inversion being justified by absolute convergence. Similarly,

0 +
]‘ —lew — l f(g)
o f o= o [ 104

and, by an obvious application of the theorem of residues, the sum
of the right-hand sides is f(z).

1.28. Summability of the complex form. The various sum-
mability theorems have obvious extensions to the complex form of
the theorem. It will be sufficient to state one of them.

TurorREM 27. Let f(t) belong to L(—o0,0), or, more generally, let
J’ f(t)er dt

— —

converge uniformly in any finite interval. Then

A —+®
1 lim (l - M)e—“‘ u dy J‘ f(e)eivt dt
T A= A J o
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18 equal 1o }{f(x+0)+f(x—0)} wherever this expression has a meaning;
to f(x) wherever f(x) is continuous; and to f(x) for almost all values of x.

On inverting the order of integration the integral reduces to (1.16.1),
and the result then follows from Theorems 14 and 20.

1.29. Mellin’s inversion formula. Theorems on Mellin’s formula
may be obtained from theorems on Fourier’s formula by a change of
variable, as the formula itself was obtained in §1.5; and of course
there is no difficulty in adapting the arguments to give a direct proof
in each case.

We shall state only the most important theorems.

THEOREM 28. Let y*-If(y) belong to L(0,00), and let f(y) be of
bounded variation in the neighbourhood of the point y = x. Let

F() = f f)es-tde (8 = k-it). (1.29.1)
° k+iT

Then Hf(@+0)+f(x—0)} = %r—i}‘im f F)x2ds. (1.29.2)
kir

THEOREM 29. Let F(k-+iu) belong to L(—oc0,00), and let it be of
bounded variation in the neighbourhood of the point u = t. Let
k+io

f(z):é.:;, f F(s)a~* ds. (1.29.3)
k—iw0

Then A
HFeti(t+0)}+ F{k+i(t—0)}] = lim [ fla)ak+i-2 di.
B (1.29.4)
Both theorems are obtained by changes of the variable in
Theorem 23.
In some examples the following theorem is required.

THEOREM 30. Let
: Flk+it) = $(t)eiwo,
where ¢(t) and (t) satisfy the conditions of Theorem 11, both as

t >0 and t > —o0; or let -
eaf(en) = g(z)eh),
where ¢ and | satisfy such conditions. Then Mellin’s formulae hold,
the integrals being non-absolutely convergent.
This follows from Theorem 11 by the usual substitutions.
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TarorEM 31. Let f(z) be an analytic function of z = re®, regular
Jor —a<O0<B, where 0 <am, 0<B<m and let f(z) be
O(|z|~9-¢) for small z, and O(|z|~4+¢) for large z, where a < b, uniformly
in any angle interior to the above.

Then §(s), defined by (1.29.1), is an analytic function of 8, regular for
a<o<<b; and 56 — O(e6-9% (¢t o0)

B {O(e“‘""‘) (t > —o0)
Jor every positive e, uniformly in any strip interior to a < o < b; and
(1.29.3) holds for a << k << b.

Conversely, if §(s) is a given function satisfying the above conditions
and f(x) is defined by (1.29.3), then f(x) satisfies the conditions pre-
viously tmposed on it, and (1.29.1) holds.

This follows from Theorem 26, or it may easily be proved by an
analogous argument.

THEOREM 32. Let f(x)a*-1 be L(0,00); or, more generally, let
j fl@)at-1 da = F(s) (1.29.5)
—0
be uniformly convergent for s = k-+-1t, t in any finite interval. Then

. k+1iX .
)

18 equal to 3{f(x—+0)+f(x—0)} wherever this expression has a meaning,

and in particular to f(x) wherever f(x) 8 continuous; and to f(x) for

almost all x.
In the inverse form the assumption is that F(k--it) is L, and the

conclusion u
lim |. (1— Llogﬂ)f(x)xs—l dxr = 8(8)
log p

‘L—’ 0

almost everywhere.
This follows from Theorem 27 by the usual changes of variable.
A particular caset is that, if

[feusrar, [ fw-rd,
—0

where a < b, converge, then the result holds for a < k < b; for then
+ Hardy (8).
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(1.29.5) converges uniformly in any finite region interior to the strip
a < o < b. In this case J(s) is analytic in the strip.

1.30. The Laplace formulae. The simplest theorem on the
formula (1.4.3) is

THEOREM 33. A necessary and sufficient condition that f(z) should

be of the form 1
1) = o f $w)e duw, (1.30.1)
T

where I' 18 a closed contour surrounding the ortgin, is that it should be
an integral function of exponential type, i.e. such that f(z) = O(e)
Jfor some c.

The formula (1.30.1) plainly defines an integral function of z; and,
if |w] < ¢ on the contour, f(z) = O(e?¥'). Hence the condition is
necessary.

Converscly, suppose that it is satisfied, and let

f) =n§0an 2"
Then by Cauchy’s inequality

Kecr
rﬂ

2a] < = max|f(z)] <
r® lzl=r

for all values of r. Taking r = =,

la,| < Kee*n—n.
—nla
Hence the series H(w) = E n
wn+1
n=0

is convergent if w is sufficiently large, say for |w| > M. Let I" be a
simple closed curve surrounding the origin, and lying entirely outside
the circle |w| = M. Then by uniform convergence

wr +1

% f d(w)e dw = %,:E f —ezwdw =nioanz” = f(2),
r r

n=0

the required result.
The reciprocal formula is

$(w) = [ flz)e=* do
0

as in § 1.4, but in general this holds for R(w) > c only.
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For f(z) in (1.30.1) to vanish identically, it is plainly not necessary
for ¢(w) to vanish; it is sufficient for ¢(w) to be regular within I.
Hence, if we are given f(z) and T', (1.30.1) does not determine ¢(w)
uniquely. It does so, however, if $(w) is given to be regular and zero
at infinity; and there is a more general result of the same kind.

THEOREM 34. Let ¢(w) be regular for sufficiently large w, except for
a pole of order m at infinity, and let

f d(w)et dw = 0
P

for all t, T" being a simple closed contour surrounding the origin. Then
¢(w) = ay+a,w+...4+a, w
Let Y(w) = p(w)—ay—...—a, w",
where ay+...+a, w" is the principal part of ¢(w) at infinity. Then

f Yw)e dw = 0,
P
and (w) - 0 as |w| — co.
Multiply by e%, where R(z) > max R(w), and integrate over

T

dw = 0,

Z—Ww

(0,00). We obtain 1
f P(w)
P

and this holds by analytic continuation for any z outside I'.
Hence, by the calculus of residues, if I is a circle of radius

R > IZ', 1 ¢(u})

Y(z) = dw,

27 ] w—=z
o

and, making R - oo, the right-hand side tends to 0. Hence i)(z) = 0.

4362 E
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AUXILIARY FORMULAE

2.1. Formalities. Ir F(zx) and Q(z) are the Fourier transforms of

f(x) and g(z), we have formally

on 1 e o] [+ o] )
_ i- FE@o@ dr = oo i O() dx:o[ F(tye= dt

- J(.;.;) f f(t) de f G(z)ei do — f fOg(—tyde. (2.1.1)

If g(¢) is replaced by §(—t), G(x) is replaced by G(z), so that an

equivalent formula is

[ee]

f F@)G(x) dx = f f@)j(z) da.
If g = f, we obtain
[ F@)2dz = j () 2 da.

For even functions the formulae reduce to

[ E@)G(x) dz = [ f(x)g(z) dx
0 0

and J {F(x)}? dx = f {f@))? de;
0 0
for odd functions they reduce to

[ F2)Gy() de = [ f)g(z) da
0 0

and w{ﬁ}(x)}z dx = °°{ f(x)}? de.
! !

These formulae are analogous to Parseval’s formula

2T -
[y dr = o+ 3 @i eed

(2.1.2)

(2.1.3)

(2.1.6)

(2.1.7)



2.1 AUXILIARY FORMULAE 51

in the theory of Fourier series. They will be known generally as the
Parseval formulae.t Again,

o

1 . 1 [ . r .
T f PO dt = f F(t)e== dt [ g(ueit du

=% f g(u) du f F(t)e-ita-w gg
= 2.1.8)
(217 f glu du. (
Thus the functions N ~
;/én) f gWfe—u)du,  F(z)G(), (2.1.9)

are Fourier transforms. The integral obtained is called the resultant
of f(x) and g(x).
The process may clearly be repeated. The functions

o0

.21_ f h(v) dv f gw)f@—u—v)du,  F@)x)H(z)
w

o (2.1.10)
are transforms. So generally are

(é;)in J fn(un) dun f fn—l(uu—l) du’n—l"' X

r (21.10)
f Hlu)fle—u, — ... —u,) du,

and F(x)F(x)...E, (). J

There are analogous formulae for Mellin transforms, which may ‘be
obtained by transformation from the above, or directly as follows.
If (s), G(s) are the Mellin transforms of f(x) and g(x),

k+ i k+io

-2—71;. f FO6(1—s) ds =—‘§1;2. f G(1—s) ds J f(x)rs-1 dx
0

k- k—1io
k+io o
szf k ! (1—s)e5—t ds = of f(@)g(x) dz, (2.1.12)

t The earhesb reference to the formulae of which I know is in Rayleigh (1). Sce
also Hardy (3-5), Ramanujan (1).
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or, alternatively,

1 k+io k+1io ©
i | Be60—0ds = [ 36 ds [ glan—ras
k—iwo k—1ic
1 © k+1io ° ©
= | g(x)dx F)x2ds = | g(z)f(x) dz.
2me f!‘ k:[o (‘f
Similarly,
1 k4 i 1 @ k+ i
5 F(8)06(s8) ds = — | g(z) dx &(8)x*-1ds
27nk —!«: 2ms bf k—‘[w
— J‘g(x)f(é)i‘f. (2.1.13)
0
If g = f, and both are real, (2.1.12) with k = } gives
5 [ maipa= f {f(@))? da. (2.1.14)
Also - o ’ k+io
f f@)g(x)es-1 da: = 2_17;; f g(z)a*1 dx f F(w)z— dw
0 1 (;D“Ha’ k;LCD
=g F(w) dw J. g(z)zs—v-1dx
k—1o 0
k+io
- % f F(w)6 (s—w) duw, (2.1.15)
k-t
k+io
ie. f@)(@), .2.177_1 f S (w)G(s—w) duw (2.1.16)
are Mellin transforms. ke
Again,
1 k+io 1 © k+io
o f FO)6(s)o~r ds = f g(w) du f F(e)us-1z* ds
k=i 0 ko
fg(u)f( ) (2.1.17)
[

another sort of resultant.
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Hence we obtain as Mellin transforms

fg(u)f(g) %“, F(5)6(s). (2.1.18)
0

Repeating the process, we obtain as Mellin transforms

f Fltg) e f Froa(aty ) 1 d““ f £l u( x )‘“i

Uy uz Up/ Uy

(2.1.19)
F($)F1(3) ... Fals)-
From the Laplace integral formulae we derive similarly the
formulae

k+im -
. 1 ,
57;;: f ¢(8)¢(3)e~‘\-t d,s = :_Z_;;J.‘/,(s)eﬂ.t dsff(y)e_sy dy
k—io
= i d?/ 8)e’ -1 ds
27t
0
{ (3/ g(x—y) dy, (2.1.20)
and .

2:", f Blapp(—s)er ds — o f () dy f P(—s)eeV ds

0
©

= [ Jwaly—z)dy. (2.1.21)

max(z, 0)
We can also introduce parameters into the formulae without aitering
them essentially. Since

S f flay)eiss dy — -\-/(12#)_ f Syiesi du = P (%),

the transform of f(ay) i is — ((—1) Thus e.g.

ff(at)g( —bt) d ':chb mF(x)G(b)dx (2.1.22)

Similar changes may be made in the other formulae; e.g.

f flaz)a*-1 dx = a-* f fle)es-1de,
0 0
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so that the Mellin transform of f(ax) is a—*F(s). Thus
@ k+1i0
f flaz)g(ba) dz — 51_; f F(6)G(1—s)a—be-1ds, (2.1.23)
T
0 k—1ic

and similarly in the other formulae.

2.2. Conditions for validity. We shall now give some sets of
conditions for the validity of the above formulae. Some of the most
important conditions depend on the theory of mean convergence, and
must be postponed until later chapters. The conditions which we give
here depend on analysis resembling that of Chapter I.

We begin with (2.1.1) and its special cases.

TrEOREM 35. If f(x) and G(x) belong to L(—o0,0), and F(x) and
g(x) are their transforms, then (2.1.1) holds.

For the inversions used in obtaining (2.1.1) are justified by absolute
convergence. The theorem implies that f and G are the given func-
tions, and F and g defined in terms of them.

The theorem of course includes the corresponding theorems for
cosine and sine transforms.

It follows also that, if f(x) and g(x) are L(—c0,00), and G(x), defined
as the transform of ¢(z), is L(—o0,c0), then (2.1.1) holds. For, by
Theorem 27, g(x) is the transform of G(x).

2.3. We next take some cases of Parseval’s formula suggested by
Theorem 6. Here the conditions are more appropriate to the half-
line (0,00), and we consider cosine and sine transforms separately.

TaEOREM 36.1 Let f(x) belong to L(0,00), and, vn some tnterval ending
at 0, tend steadily to a limit as x — 0. Let g(x) be the cosine transform of
G.(x), which is integrable over any finite interval, and tends steadily to
0as x—>o0. Then

f F(z)G(x) dx = f J(x)g(x) dx. (2.3.1)
0 —0
We have to justify the inversion
f G.(y) dyf flx)cosxy de = f f(x)dx f G,(y)coszy dy.
0 0 —0 0 (232)

t Hardy (5).
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Now ®

® A
J G(y) dy ff(x)cos:cy de = ff(x) dx f G (y)cosxy dy,
0 4 8 0 (2.3.3)

for every finite A, by uniform convergence. By the second mean-value
theorem

f G (y)cosxy dy = G,A)
A

ey

coszy dy = O{QC(A);.
x

Hence }im ff(x) dx f G(y)cosxy dy = 0, (2.3.4)
—> 0 8 A

and (2.3.3), (2.3.4) give

[ G dy [ f)cosy dz = | fi) dx _fmac(weos xy dy
0 5 F 0

(2.3.5)
for every 6 > 0. It is now sufficient to prove that
— 3
lim f G (y) dy ff(a:)cosxy dx = 0. (2.3.6)
50 F F

1f, e.g., f(x) is steadily decreasing in (0, 8),

v ) ) I8
[ 6w dy [ f@)coszy dz = [ f@) dx [ G(y)coszy dy
0 0

h Y

f Vs
= f(+0) [ dz [ G (y)eoszy dy
0 U

= f(+0) f G.) 5*‘;‘5?’ dy,

where 0 < ¢ < §; and
Vs . 7.
[ 6™ ay — ) [ ay = ofeury
b2 y 7Y
for all £, while, for a fixed Y,

Y .
[ oo
21

as £ - 0. The result therefore follows on choosing first Y sufficiently
large and then 8 sufficiently small.
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THEOREM 37. The corresponding theorem for sine transforms holds
provided that, in addition, Gy(x)/x belongs to L(1,00).
In this case we encounter

[ =2 4y

LN
at the last stage of the proof, and the extra condition is required here.

2.4. In the above theorems the functions on which the conditions
bear are on opposite sides of the Parseval formula. We next prove
a theorem in which they are on the same side.t

THEOREM 38. Let f(x) belong to L(0,00). Let g(x) be positive, non-
increasing, and tend to 0 as x — oo, and let

1 t
f’f(tt)l dtfg(u) du < . (2.4.2)
0 0

Then f F(x)G,(x) dx = f fa)g(x) dr, (2.4.3)
—0 1]

and similarly for sine transforms.
We have

X X )

_ A fe
! F@)6.(x) da J (ﬂ) f G(z) dx f fit)cos at dt
= J

ERRS)

) jf(t) dtf G.(x)cos xt dix

2 @
== | ft)dt | cosztdx | g(u)coszu du

¢ fioafowarsc |

© —0 X

2
== | ft)dt | g(u)du | cosztcoszu dx

R R
= 2 [ ftyfgt, X)—g(t, £)+9(—t, X)—g(—t, &)} dt,

0 (2.4.5)
where g(t,z) = - f g(u )smx(u 9 du.
[\}

1 See Hardy and Titchmarsh (5).
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The inversion of the = and ¢ integrations is justified by the uniform
convergence of the ¢-integral, and that of the > and u integrations by
that of the u-integral.

Since g(t) is non-increasing, g(¢, X) - g(t) as X — co for almost all
positive ¢, and g(—¢,X) > 0. Also as é > 0

U .
9.8 = [ ot **5 " au +ogv)

.
= 0(§ f g(u) du)+0{g(U)} = 0(1)
0

by choosing first U and then ¢£.
Now

| —>® Vi
sin z(u—t) _ sin z(u—t)

| J olu) = "= du] = !g(%t+0) f R

I it

t

it
< Ag(3t) < % fg(u) du < % fg(u) du,
0 0

and it ) [t it
—t _ .2
| f g(u) sin ;cf?_‘t_) du£ < tgﬁt':i du < 7 { g(u) du
t
< ? f g(u) du
t
Hence ittt < 4 VO [ gy

which belongs to L(0, 1), by hypothesis; and it belongs to L(1,00),
since f(t) belongs to L(1,00), and

t
%fg(u) du - 0.
1]

The result now follows from (2.4.5) on making X — o0, £ - 0, by
dominated convergence.
Immediate corollaries are
(i) If f(z) belongs to L(0,c0), and g(z) is of bounded variation in
(0,00), and tends to 0 at infinity, then (2.4.3) holds.
(ii) If fis L and g bounded in (0, 1), then (2.4.2) holds and the
theorem follows.
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(iii) If f is bounded and g(x)log(1/z) is L in (0, 1), (2.4.2) holds and
the theorem follows.
Apparently f bounded and ¢ L in (0, 1) is not sufficient.

2.5. In a later chapter we find some examples of Parseval’s
formula which evade all the above theorems. These are cases where
the existence of the transforms and the convergence of the integrals
involved is obvious enough, and all that is needed is to prove the
equality of the two sides of Parseval’s formula. We can deal with
some such cases by means of the following theorem.

THEOREM 39. Let f(x) and g(x) be integrable over any finite interval.
Let

F(x,a) = :/(_;;;) ff(t)eirl dt, G(z,a) = ;/(;;.) f g(t)eizt dt,

and x(z,a,b) = fb g(u)f(x—u) du
be all O(e?'®) for some positive c,_z'andependently of a and b, and tend to
F(x), G(x), and x(z) as a - c0, b — o, for almost all xz. Then
lim f F(@)6(x) dx = Hx(+0)+x(—0)}
provided that the limits indicated exist.

Let A > 0. Then by dominated convergence

f F(t)e-+iut g¢ — lim

a—»w

f F(t,a)e-1t+iut gy

-0
0

= lim f x) dx f e~ WA+iut izt gy
aro J(2 ) f( )

= lim /(2)) j fla)e-Na+w* gz,
a—»o

and the convergence is uniform over a finite u-interval. Hence

b
f g(u) du f F(t)e - it gy — llm J(2/\) '[ g(u) du ffx)e—/\(z-i»u). dx
-b -
a+u
= lim (22) f gwde [ fle—ujedo

-b —-a+u
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. a+b min(z +a, b)
= lim \/(2)) f e M dy f g(w)f(x—u) du
a—® —a—-b max(zr—a, —b)

= J(2)) f e 'y(x,b,b) dz,
by dominated convergence. Also we may invert the left-hand side,
by uniform convergence, and obtain

J(2m) f) F)G(t, b)e-t dr.

—on

Hence, making b — oo, and using dominated convergence,

fF(t)G(t)e‘”""dt:A/(%) fe‘h‘x(x) dx.

Making A - o0, the result now follows from Theorem 16.

In particular, the result holds if f and ¢ belong to L(—a0,0), and
one of them is bounded.

2.6. Transform of a resultant. We now turn to (2.1.8), giving
the Fourier transform of a product, or of a resultant. From one point
of view this is merely a case of Parseval’s formula, since f(x—u) is the
transform of F(t)e-**. A new problem arises, however, when we
consider all values of x at once. We then ask whether (2.1.9) are
transforms belonging to one of the general classes already considered.

THEOREM 40. Let f(x) be the transform of a function F(x) of
L(—o00,0), and let g(x) belong to L(—o0,00) (80 that its transform G(x)
18 bounded). Then \/(2n)F(x)G(z) belongs to L(—o0,00), and its trans-
form 1s ®

k(x) = f g(uw)f(x—u) du.

@

For the inversion in (2.1.8) is justified by absolute convergence.
THEOREM 41. Let f(x) and g(x) belong to L(—c0,00). Then so does
k(zx), and its transform is \/(2n) F (x)G(z).
For a
f k(u)ei** du =

-a

eire dy ff(v)g(u—-v) dv

Q—.‘a

f(v) dv fu g(u—v)et = du

—a

il

a—v
Sf(v)ers dv f g(t)e'=t dt.

—a—v

I

1
Q=g g——g ®
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The inner integral converges boundedly to /(27)G(x). Hence
f k(w)ei™ du = ,/(2m) f f@)e*zQ(x) dv = 27 F (x)C(x).

2.7. Mellin transforms.

THEOREM 42. Let 2%-1f(x) be L(0,00), and &(1—k—1t) be L(—c0,0),
or alternatively let §(k-1t) be L(—o00,00), and x~*g(x) be L(0,00). Then
(2.1.12) holds.

For the inversion which gives the formula is justified by absolute
convergence.

THEOREM 43. Let f(x) and g(x) be integrable over any finite interval
not ending at x = 0. Let

a a
F(s,a) = J. f@)xs-1 dx, G(s,a) = J g(x)x*-1dx
1/a 1/a
tend to F(s), ®(8) for ¢ = k, 0 = 1—k respectively, for almost all t,
i such a way that e—°9%(s,a), e¥'G(s,a) are, for some positive c,
bounded independently of a. Let

b
£k ) . d
Ao f f(@)giéx) d.

be bounded for all a, b, £, and, as a — 0, b — 0o, converge to a continuous
limit in the neighbourhood of ¢ = 1. Then
k+1iA

—— lim FE)G(1—38)ds = | f(x)g(x) dx
J, ]

7Tl Ao

provided the left-hand szde exists.
This follows at once from Theorem 39.
The analogue of Theorem 41 is

THEOREM 44. Let o%f(x) and x*g(x) belong to L(0,00), and let

hz) = f f(y)g(g)%y-

Then xkh(x) belongs to L(0,00), and its Mellin transform 8 F(8)®(s),
with o = k+1.

2.8. Poisson’s formula. This is

BEEO)+ 3 Fmp)) = Vaif0)+ 3 fn],  (28)

where of = 27, a > 0.
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We shall provet
THEOREM 45. Let f(x) be of bounded variation in (0,00), and tend
to0asx —>o00. Then

B 3 Enp)
n=1 ar 1 M+
— Wx lim [%f(0+0)+m};‘lé{f(ma—O)+f(ma+0)}— =0 dt}-

E%

0

o (2.8.2)
If also [ f(t) dt exists, then
(1]

VBEE©O+ 3 Fmnp)

= \a[30+0)+ 3 Hfma—0)+fma+0)].  (28.3)
If also f(x) i8 continuous, then (2.8.1) holds.

Since f{(t) is the difference between two non-increasing functions,
each of which - 0 as x - c0, we may take it to be one such function.

The integral -
Fx) == J(g) f f(t)cosat dt
w
0

exists for x > 0, and

VB Z F(mB)

m=

-8 [0 ";fomﬁt NE f SRy

- LT ety

m= 0 2mm/B

2mn/B

w2, | o e -
oo 3 5o -

1
"= @M+1)m)B

_ J(%) f f)de. (2.8.4)

+ Ido not know whether this version of the theorem has been published previously.
I obtained it by combining one of my own with one communicated to me by Mr. W. L.
Ferrar. For other methods see Linfoot (1), Mordell (1).
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Now
(2m+1)7n/B 9 ( +% Bt
mamr sin(n
) o1+ 0) it @

- [

ﬁ/ﬂ
_ (2m+Nm ..m7r sin(n-+4)Bt
= PE o o) ] e
¢
by the second mean-value theorem. The last integral is bounded
for all n and ¢, e.g. as

/B (n+¥)m
ff sin(n+%),3t(2si; - B{) '3,” f) B sinw .
w s

is convergent. Hence the first series on the right-hand side of (2.8.4)
is convergent as M — co, uniformly with respect to »n; and each term
tends to 0 as n —>oco. Hence the limit of the sum is 0. Similarly for
the second series. This proves (2.8.2); and (2.8.3) and (2.8.1) clearly
follow from (2.8.2) in the cases stated.

There are also more complicated formulae of the same type. For
example, Ramanujant gives

VB{F(B)—F(3B)—F.(5B)+ F.(1B)+ ...}
= Vo{f(@)—f(32)—[(5a) 4.}
where off = {m; and
VB{F(B)— F(58)—F(1B)+ F,(118)+ F(138) —...}
= Vof(@)—f(52) ...},

where of = }=, and 1, 5, 7, 11, 13,... are the numbers prime to 6.
These formulae are easily verified by the above method.

2.9. There is another interesting formal method of procedure.}
Suppose that f(z) is represented by Mellin’s integral
¢+t
— 1 -8
f@) =, [ B
Cc—10

1 Ramanujan (2). 1 Ferrar (2).
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Then formally
2 fina) =

c+iw

T(s) i (na)=2ds (¢ > 1)

n—1

l\')'
ot

e—in
c+1io
_ < -8
= 5= F(8)L(s)a* ds.
c~1o
Move the line of integration from o = ¢ to ¢ = —b, where b > 0;
{(s) has a simple pole at s = 1, with residue 1; and

() = f (f) + J {f(@)—f(0)}x*-1 dx + ( ‘f(af)x“‘l dx

1
has in general a simple pole at s = 0, with residue f(0). Since
{(0) = —1 we obtain

O+ 3 fna)—a (1)

—b+1w

1 -3
- f F(s) () ds
—b—ix
14 b+ico
= [ sa—era—seas
2w
1+b~io
1{b+4 i
1 277' -#
= oo [ s0—areeosenze(2) "
amt «
14 b—1i
w 1tbtico 2 s
=o;rizl J 8(1———8)1_‘(8)(?085871'(—2—?) ds.
Pl tb—ieo

But by (2.1.23), with f and ¢ interchanged, and

g(x) = cosz, ®(s) = I'(s)cos 38, b =1,
k+io
F(a) = 51;1 f &(1 —s)['(8)cos jsma—* ds.
k—ix

We have therefore obtained (2.8.1) again.
We shall not attempt to justify this process here. The main interest
of it is that it suggests a method of dealing with sums such as

3 dw)f(n),

n=1
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where d(n) is the number of divisors of #. This sum, for example,

gives
c+io
1
o | S d

c—1m

—b+1io

= HO+F =280+ 5 [ G d,
and the last term is R
1 1+b+ic0
— - 2 -
1+b—iw
14b+iwo
=T_‘r2_ f F(1—8)'%(s)cosYsm 2-27—2(%(s) ds
1+b—1ic
— 2d(n) T
=2 mi §(1—8)["™(s)cos}sm (4n°n)~* ds.
n=1 14+b—io

From (7.9.7) and (7.9.11) we deduce

k+io
2 K(2)—Yy(z) = 2,15, f 2(3s)costism 2a—ds (k> 1),
ko MY

k—io

and, proceeding as before, the result is
3 dmfm) = HO+FO—-2F0)+
+ 3 dn) [ @K famy(na))— X, {dm ()] de.
0
. —z . 2
2.10. Examples. (i) Let f(z) = e-2, Fy(z) — J( )1+ Then
S —-no) — 2@ S P
Vofi+ 3 ) = ~/ (n)(*+;1+n2ﬁ2)'
(i) Let f(x) = e~¥", F,(x) = e~#¥". Then
o < —tatnt) w—ﬁ'n’.
vafi+ 3 eten) = vB(3+ 3 e i)
(iii) Let f(z) = e-#*"coskxz. Then F (x) = e-t*'+*cosh kx. Hence

Vo (H— > e-ta'r’cosk om) = B e’“"(%-{— 2 e~#B'""cogh kﬂn)

n=1
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sin v

(iv) The function f(z) = iz satisfies the conditions of Theorem

45, but does not belong to L(0,00).
(v) Let f(z) = z~%in% (1 < ¢ < 2). Then

F(z) = 1—g)sin ds7 (281 —f|z—2|5-1—} |z +2]"-Y) (x> 2),

1
42>(

F(0) = I"(1—s)sin Jsmr (—28-1),

J(2 )
Hence, taking o = }m, B = 4,

JEE) ()]
1“(11—/:231):1 b _pey 3 ((4n)~1=Y(4n—2)~1— Y (4nt-2-1),

n=1

or

l+§l;+-};+ o = $(1—s)sinjsm 7*-1 x

1 1 1
<=3+ 2 (s )

Nn=1

This is the functional equation for (1—2-28){(s).
(vi) Let
fla) =
Thent

F(H;(l =2t (0<z <), 0 (x=1)

Fyz) = aJ(x) (x>0),  F(0)=27/(v+1).

Hence

J,(nB) o) 24 2\p-.
2V+1Ftv+1)+z (nﬁ A/(18) FOT {H z (1—n2a?) ;},

where, in the case v = }, the term n = 1/a, if it occurs, is to be
halved.

This is a case of Theorem 45 if v >> }. Actually it is easy to see that
the same proof applies if —} < v < 4, provided that « is not the
reciprocal of an integer.

t See (7.1.11).
4362 F
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2.11. Sine transforms. The corresponding theorem is
THEOREM 46. Let f(x) be integrable over (0, 8), of bounded variation
over (8,00), where 0 < 8 < im, and tend to 0 at infinity. Then
BE(B)—F,(3B)+.-.}
= V[ ${f(a+0)+(a— O} —H{f(Sa+ 0)+Ba—0)) 4], (2111)
where off = }.

In this case the right-hand side is necessarily convergent.
Proceding as before, we obtain

VBLE(B)— F(3B)+ ...+ (—1)*F{(2n+1)B}]

. —-l "«/,8 sm(2n+2 ﬁt
- ff ~ cosft dt

(—g e TP 10 sln(2n+2)ﬂt i

(2m) EETRE cos Bt
i
1  1yme (m—3)m+4v) sin(2n-+2)v
= .2, ’ljf{ o

This differs from the right-hand side of (2.11.1) by

Z (1 lf[ {m Z)n-}-v} f{(m—ﬁé)ﬂ*‘o}]g‘i‘r‘l‘(gﬁ?‘)?d“f

1y f [f{m—i)ntv}_f{<m~;_>w_0}]sm(zn+2) .

B B sinv
—4

and the result follows as before.

ExampLE. Let f(z) = 2% (0 < 0 < 1). Then
F(x) = A/(E) I'(1—s)cos 3sma®-1,
w

and

N/(gf)P(l-8)COS dem{Be-1—(3B)* 1 +...} = Vafa~*—(3a)~*+...},
r (g),[‘(l——s)coé Ysm L(1—s) = L(s), L(s) = 1""%‘*‘5%""-'

2.12. More general conditions. The next theorem is a more
general one, in which f(z) is not necessarily of bounded variation.
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THEOREM 47. Let f(x) be integrable over any finite interval, let
aﬂ = 271', and

xv®) = 3 flg+ne) > x(v), (2121)
and |xn(y)| < ¢(y), where $(y) is L(—4a, 3a). Then
2 —00
FmnB)= [(Z} | f(x)cosnBx dx (2.12.2)
Jo]

exists for every n, and

g?;,vﬁ{m<0)+§f’c(nﬁ>e—s"ﬂ} = $V{f(+0)+ x(+0)+x(—0)}

(2.12.3)
provided that the right-hand side exists.t
We have
(N+da N (mtha
fl@)cosnBrdr = 3 f [f(x)cos nfx dx
i =1 n= pa
N ja o
=2 f Jly+majcosnBy dy = [ xx(y)cosnPy dy.
L i
(N+{)a ia
Hence J(x)eosnBx dx| < f d(y) dy.
1o —~;’q

Also, if (N+4)a < X < (N+3$)a,

X (N+§)a
f J(x)eosnBx dz| < f | flz)| dx
W+ N+Pa
1 ja
= [ Ixya@—xn@) de < 2 [ $u) dy.
X — o —jx
Hence f Jf(x)cos nfx dx

0

is bounded for all » and X. Also
(N’ +$)a

ta
fl@)cosnfz dz = [ {xw(y)—xn(y)}cos nBy dy
(N +$)a —jx

tends to 0 as N - o0, N’ - o0, by Lebesgue’s convergence theorem;
and similarly
N+ 7
f(x)cos nfx dx — 0, f(@)cosnfz dx - 0
T ‘ N+ ha
t Borgen (1).
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if (N—Pa<T<N+ha, N+Pa<T <N+, T->oo,
T’ - o0. Hence (2.12.2) converges boundedly for every .

In (2.8.1) with « and B interchanged, take f(x) = e3¢ coszy. Then

1 3 3
F ) — ——— .
0 = Jori o =i ot
and we obtain
3

Y/ < ~dnf , — o °" o
i Sevtcomntn = J(3) 3 oos iy
= J3am)K(y, )

say. Hence

{ T )ffy) y+J( )i ‘5"ﬂfcosnﬁyf(y)dy}

n=1

Y
— Va f J@K(y,8) dy
0

By the bounded convergence of (2.12.2), the left-hand side tends
to that of (2.12.3) as ¥ —oo0. Also since K(y,d) is periodic, with
period «,

ffy)Ky, )dy — {j+

(m-+ §)a

}f(y)K (y,0) dy
"‘ Lon =)
$x

= f J)K@y. 8 dy + 5 [ fy-+ma)K(y,5) dy
m=1_%,

:ffy)K v,8) dy + f x)K(y,8) dy,

—Ja

by the dominated convergence of the series, K(y,8) being bounded
for a fixed 8. The result now follows from Theorem 17, with x = 0,
a = —3a, b = }o, and K(0,y,8) = K(y,9d).



I1I
TRANSFORMS OF THE CLASS L?

3.1. Plancherel’s theory of Fourier transforms. Tuk formulae
(1.2.1), (1.2.2), connecting a pair of Fourier cosine transforms f(x),
F(x), express a relation between these functions which is formally
symmetrical. But in all the theorems which we have proved so far,
the two functions satisfy quite different conditions, so that the
symmetry is only formal.

A theory of the reciprocity which is completely symmetrical was
first given by Plancherel.f It depends, not on ordinary convergence
or summability, but on mean convergence.

For complex transforms Plancherel’s theorem is

THEOREM 48. Let f(x) be a (real or complex) function of the class
L?*(—o0,00), and let

F(z,a) - J(,;w) f f(y)ei=v dy. (3.1.1)

Then, as a — o0, F(x,a) converges in mean over (—w0,w) to a function
F(x) of LY—0o0,0); and reciprocally

flwa) = J(;‘n) f F(y)e-i=v dy (3.1.2)

—a

converges in mean to f(x).
The transforms f(x), F(x) are connected by the formulae

1 d d eiry 1 .
F2) = ~/<2¥r>35‘_£ Jw)* . (3.1.2)
1 d [, -]
f(x):wﬂ)% f F(y) iy dy, (3.1.4)

- 0

for almost all values of x.
It will be seen from the proof that we might replace F(x,a) by

b
Flz,a,b) = \‘/'(%;,) ff(y)ew dy,

where ¢ — 00, b — c0, in any manner.
1 Plancherel (1), (2), (3), (4)-
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At the same time we obtain

THEOREM 49. If f(z), F(z) and g(x), Q(x) are Fourier transforms
as in the above theorem, (2.1.1.), (2.1.2), and (2.1.3) hold.

For cosine and sine transforms the theory is as follows.
TrEOREM 50. Let f(x) belong to L*0,00), and let

o= | &) f fy)eoszy dy.

Then, as a - 0, F,(x,a) converges tn mean over (0,00) to a function
F(x) of L*0,0); and reciprocally

Jel@,a) = A/ (7—27) fﬁl(y)cosxy dy
0

converges in mean to f(x). We have almost everywhere

ro = [ & f 0™ ay, g = [ L f F™ .

TarorEM 51. T'he analogue of Theorem 50 for sine transforms holds,
with cos xy replaced by sinzxy, and sinzy by 1—cos xy.

THEOREM 52. (2.1.4), (2.1.5), (2.1.8), and (2.1.7) hold for transforms
of L2

The cosine and sine theorems may be obtained by taking f(x) even

or odd in the ‘complex’ theorem.
We shall give several different proofs of these theorems.

3.2. Fourier transforms, first method.t This is suggested by
Fourier’s formal process (§1.1). Let

w+1)/A
a, = f flxyde (v=0,+1,..),
vIA
and D, (z) = i a, e,

V== —n

Then if b6 > 0 and n = [Ab]—1,

b
lim®,(z) = [ fy)e= dy
>0 b

t Titchmarsh (1), (2).
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uniformly in any finite interval. For

b ] I (v+1)/A
@)= [ iy = | 3 [ o) dy -
—-b v=—n v/A
b ] —-nfA
~ | foemdy— | fyedy
(n+1)/A -b
b b —n/A
x
<iJvoia+ [ voiaw+ [ ina-o
-b (n+1)/A -b
since [e¢*A—eizv| < z/A in each integral.
Also W+ DA @+ D/A ) W+ D/A
< | ford [ @=] [ e
v/A v7)/\ vIA
Hence, if X << mA,
P ¢ . A

[ @) dz < fA Ou@)dz = [ ( 3 aern 3

d#e—fl‘xlx) dx
n

-X —mA [ S k==
n (n+1)/A b
=2m 3 laf<2r | |f@Pde < 2n [ [f(@)]? da.
v=—n /A b

Keeping X fixed and making A - oo, it follows that

X b 2 b
[ [ fwe=vdy| dz < 2n | |f@)]? de.
5. gL b
Making X -> o0,
@ b P b
[ 1] fwe= dy} dz < 2n [ |f(@)2 da. (3.2.1)
—© ' —b -b

If we take f(y) = 0 for —a < y < a, this gives
-9 —a b
[ e F o < ( [+] )lﬂx)lmx,

which tends to 0 as @ >o00, b »>c0. Hence F(x,a) converges in
mean, to a function F(x), say, of L¥(—o0,); and, making b - oo in

(3.2.1), o w®
f |F(@)[2 do < f If(x)|2 d. (3.2.2)

A similar argument now shows that f(x,a) converges in mean, to
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#(x) say. We have to prove that ¢(z) = f(z) almost everywhere,
and for this it is sufficient to show that

¢ ¢
f d(x) dx = f f(x) dz

for all values of ¢{. Now

3 £ £ a
(z) dz = lim | f(z,a)dz = lim 1 dz | F(y)e-i=vdy
a ) )
0

a—»o

a—m\/(z)J‘F() 2)f ()Alélf“l dy.

On the other hand, Theorem 22 (1.24.2), with f(z) = 0 for |z]| > a,
gives ¢

ff(xmxw(z )f M P du (] < a).

~tu_ it
But  lim f - 1 P, a) du = 9‘”&2 F(u) du,

since (e~%*—1)/u belongs to L*(—o0,0). The result stated therefore

follows.

Incidentally we have proved (3.1.4); since we may now argue
similarly with (3.1.2) instead of (3.1.1), (3.1.3) also follows.

Also we may interchange f and F in (3.2.2). Hence in fact

[ 1F@pde = [ |f@)?dz.

If G(x) is the transform of g(x) in the same sense, F 4@ is the
transform of f4g; hence

@ o

[ F@+6@rde = [ fe+o@] de,

ie.

[ (IF@(*+16@) [+ 2RF(2)G()} dx

= [ {If@I*+l9(@) |+ 2Rf(@)j(x)} da.
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@

Hence R [ P@)ia)ds=R [ f@)ie) do

—

Arguing in the same way with f4ig, we see that the imaginary parts
are also equal. Hence

f F(x)G(x) dx = f f(x)g(z) dz.

3.3. Fourier transforms, second method.t Let f(x) belong to
L?*(—o0,00). Then we can construct a sequence of functions f,(z),
each of which is continuous and of bounded variation over a finite
interval, and zero outside this interval, and such that

f @) ~ful@)|? dz > 0.

Let EF (x) = \/éﬂ f Fa(w)e=® du.
Then -
f |F(2)? da: = }" f: dz _E £ (weis duj: T (v)e-i=v dy
'9%, Z'f" du_[) F.(v)d :Eeiz(u-v)dx
_51; ffn(“ du J‘f 2§mA(u v)d

By the theory of § 1.9, the inner integral tends to 27, (u) uniformly
over any finite range, as A - co; and hence

[ e = f ) d.

-0

Similarly i .
[ 1Bn@)—F@)Pde = [ |falw)—falw)]* du,

-0

+ Bochner, Vorlesungen iber Fouriersche I ntegrale, § 41,
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and the right-hand side tends to 0 as m and n tend to infinity.
Hence F,(x) converges in mean, to F(z) say; and

f |F(@)}# de = lim f |F,(x)|? dx

-0
@

=lim [ |f(@)Pdz = [ |f(@)?da.

This function F(r) is the Fourier transform of f(z). It is of course
not yet obvious that it is equivalent to the transform obtained before,
or even that it is unique, since the sequence f,(z) is not unique.
However we have

j 2= o )fdx ffn u)einv duy = - 2 ) ff" ef,'f—_l i

(the range of integration being really finite). Making n —> 0o,
3 @
1 efu_1
0 -0

since (e¥*—1)/(su) belongs to L2. Hence
‘ eizu__ l

o= g [ 05

almost everywhere. Hence F(x) is unique (apart from sets of measure
zero), and is equivalent to the transform obtained by the first method.

In the first method we deduced the Parseval formula from the
reciprocity; in this method we have proved the Parseval formula
already, and we deduce the reciprocity from it. As before, the
Parseval formula gives

f F@)G(z) dz = f f(@)j(z) da.

Letglx) =1 (0 <z < €),9(x) =0 (x <Oorz > ). Then

£
Ga)= L 2 f et —1

J(27) dx u
0
1 d fze"_“_—-—ldu 1 eite—
\/('2"’)35,[ Ciu J(2m) ix ’
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Hence 2‘”) j dx = J flz) dz,

so that f(x) is the transform of F(x).
Again, let h(z) = f(x) (—a < x < a), 0 (x| > a). Then

H(z) = 2)dxff

with the usual notation. Hence the transform of F(x)— F(z,a) is
flx)—h(x), ie. it is 0 (|z] < a), f(z) (Jx] > a). Hence

[ 1P@)—F <xa12dx—(j +j)|f(x )2 da,

which tends to 0 as ¢ —co. Hence
F(z) = Lim. F(z,a).

a—+w

e11:u____1

du = —- f f)e=t du = F(z,a),

3.4. Fourier transforms, third method.{ Suppose first that
J(z) belongs to both L and L?, and let

F(z) = f f(t)ei=t dt.

Then

f €159 F(2) 2 dr =

-0

e ff(u)e“”“ du ff(v)e““ dv
27

1
27

é%s é“——us

s du [ Jerdo [ etverinnen ds

-

— E;‘J(lé' 3 f flu) du f Fo)e-iw-o5 dy,  (3.4.1)
U
and by Schwarz’s inequality for double integrals

[ [ swesesrs audv

-—00 — 00

e—iu—o18 f(p)e-Hu-0"8 dudy

t F. Riesz (2).
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© ®© W o

<[ [ [ e dudo [ [ {f0)prerke-srt qudo
— [ ] 1wy perseon duas

= f[f(u)]zdu foe—wﬁ' dt = 8,)(2m) fo[f(u)lzdu.

Hence f e ¥ | F(x)|2 dr < f If(u)]? du,
and, making & — 0, it follows that F(x) belongs to L2(—o0,0).
Also (3.4.1) is equal to

@

1 0 et
5 J(2ﬂ)_£ f(u)dui Flut-t)e-i8" gy

@

=szl2_17) f -8 dt_ l flw)fu+t) du = 1 f eI (t) dt

@

3\/(2m)

—® —®

say. Since f belongs to L?, 4 is bounded and continuous. Hence

@

-

f |F(x)|2 dr = lim J e~ 192" | F(x)|2dx = lim
_ 3—0 8—»08

= 9(0) = [ |fw)?du,

by the theory of Weierstrass’s singular integral (§ 1.18).
The existence of F for any f of L?, and the reciprocity, may now
be proved as in the previous method.

3.5. The Hermite polynomials.t The Hermite polynomial of
degree n is defined by

H,(z) = (—1)"2"(55)71”" (3.5.1)
and we write
8, (2) = e~ H () = (—1 )neiz'(dix)"e—z'. (3.5.2)

The interest of these functions for our theory is that they form an
orthogonal sequence, each member of which is, apart from a trivial
factor, its own Fourier transform.

t See Wiener, The Fourier Integral, 51-71.
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We have

g s e g

d\n+2 . d\n+1 . n+l . d\» .
(%-) et = (Ez) (—2xe=') = —2x(%) e —_2(n+l)((_l;_r) e,
Henc

= (@2—2n—1)d_(z). (3.5.3)
Thus y = ¢,() is a solution of the differential equation
d
ﬁ—xzy = —(2n+1)y. (3.5.4)
Putting y = e~#"y, we obtain
d>u du -
T 2xa-; = —2nu, (3.5.5)

so that H,(z) is a solution of this equation.
Further, it is the only polynomial solution. For let

U = @y+a; x4 ...
be a solution. Then

Yar(r—)a-—23arr" = —2n a2
Hence (r+1)(r+2)a,,, = 2(r—n)a,,
and the general solution is the sum of two series, of which the one
in which r has the same parity as » terminates, and the other does not.
The Hermite functions ¢,(x) form an orthogonal set. For by (3.5.3)

G (), (X) —Pn ()b, (%) = 2(n—m)d, ()P, ().
Hence

@

[ttt dz = 5 [ @~

-0

. =0
if m £ n.

3.6. TueorEM 53.1 If |t| < 1,

2. e—i@+y) 1 r2—y? (x—yt)?
gl L Hn(@)Ha(y) = \/(l_tz)exp{ s | (361
n=0 .
We have e—x‘z__l_ f e-uH2isu gy
N
—@

T See Watson (3).
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and hence H,(z) = (:%’)_nef. whe—w+2TU Joy
™
Hence ®
20 +1%)
S e, @), )
ne=0

1]
— e_‘(I» ) z ( 2!@’0) —ut -+ 2iru 420y dudv

n=0

@
el 1) f
— @

- [ o
— _;/_1;~ e— (1t +2i@-vhu doy

— @

@
=
-

—ut—v* 2tz u +2iyv -2 uv dudv

]
I

4(1 e"p"}(x“ = }

The inversion is ]ustlﬁed by the convergence of

j f (2puv )" e-ur—v"+24u+2Bv Jydy

-~ -—0

ifp <l
THEOREM 54. The fum:tiona

- ¢n(x)
form a mormal orthogonal set over (—oo,oo), i.e.
r _ {1 (m=n)
[z ={ g m=0
For m £ n the result follows from §3.5. Also, putting 2 =y
in (3.6.1),

i tre=~={H,(z)}* _ 1 ( o 1— t)

omlNe (1=} 1+t

Hence

25 f N = iy f exp{ 1 i) ¢
( 1+t) 1 _ 3%

t 1—¢ n=0

\/{ﬂ(1-t2)}
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Equating coefficients of ¢»,

[ ) dz = fe—z'{H,,(x)}z da = 201,

and the result follows.

3.7. TueoreMm 55. If f(x) is any function of L*—o0,0), and

= ff(xwm(x) dz (m=0,1,2,.), (3.1.1)

then lim f lf 2 > a,,( x)] dx = 0. (3.7.2)

n—x0

We can write (3.6.1) as

2_ t )
2 " (@ Wny) = = i (1 p{x—zy (’”l y,z)}- (3.7.3)

Denote the right-hand side by K(x y,t). Then K(z,y,t) > 0, and
(putting y = 2xt/(14-12)+u)

© 11-#

Kayhdy= ¢ 2" [ qaalev g

=/( %2)6 RCON
1422

as ¢t > 1. The conditions (1.16.2), (1.16.3) are also plainly satisfied.
Hence, if f(z) is any continuous function, vanishing outside a finite
range, by Theorem 17

o]

lim J K(z,y,0)f(y) dy = f(x). (3.7.4)

t—1
—®

‘Hence, multiplying (3.7.3) by f(y) and integrating over (—o0,0),
3 @, (@) = [ K(@,y,0f@) dy > f@)

as t > 1, and the convergence is plainly bounded. Hence, multi-
plying by f(z) and integrating again,

ngo atn ~>-fm {f(@))? de,

so that ' ioa?, = f {f(x)}? d=.

n=
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Now let f(x) be any function of L?—c0,0). Let f,(x) be a continu-
ous function, vanishing outside a finite range, such that

(-]

[ @)@ dz < e,

—
[

and let a,, = f [ (@), (x) de.
Then -

[ @) —ay, da(@)— .. —ay,, Yo (@) dz

= J. {f(x)}z dz + iafn,v_2$am,vam

[} @

> [(@pdr—3a = [ f@—ah@— .. —a,p @) dz,

and also

9]

< 2 f {f(x)_fv(x)}z d.’l: +2 J. {fv(x)_al,v¢l(x)_ _an,v¢n(x)}2 dx

< 2+2 f {f,(*)}? dz —2a% ,— ... —2a%, < 3e

for n sufficiently large. This proves (3.7.2).

TeEOREM 56. If a,, a,,... are given numbers such that > a2 1is
convergent, there 18 a function f(x) of L* —o0,00) such that (3.7.1)
holds.

This is the Riesz-Fischer theorem for the set ¢,(x). By Theorem 54

TN 2 N,
J. l z am‘pm(x)[ dr = 2 a?m
' 'm=n m=n
which tends to 0 as n and N tend to infinity. Hence, as n - o0,

n

m==

converges in mean, to f(x) say; and

[t de = lim [ 3 a,fp(elic)do

= a,.
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3.8. THEOREM 57. The Fourier transform of ¢, (x) is i, (x).
For

| #@eivaz = 1y [ () e as
dx
- [

- ©

a0
= el¥* —x? a\" Hx+iy)
= e e T el@+y)’
—®

= iy | e-x-(i)"ewm
dy

J— (_2 neiu'( ) f e~ +iry—4vt o
—

= i) yory-v

= "/(2m)$,(y).
Alternatively, let

'n(y) \/(2 f ¢n(x e”:” dzx.

Then O, (y) = — \/T;‘;j f 22, (x)et™v dzx.

—@®

Also, integrating by parts twice,
1 .
oY) = — f (@)= da
W=~ | #O

Hence
O (y)—y* @, (y)+ (2n+1)D,(y)

= Vé?) f (B1@)— 2%, (@) + (2n+ g (2)eie dx

= 0.
Thus ®,(x) satisfies the same differential equation as ¢,(z); and it is
easily seen that, if et*'$ () is a polynomial, so is e¥*'®, (z).

4362 G
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82 TRANSFORMS OF THE CLASS IL?
Hence d’n(x) = Cp ¢75 (x)
Now ®
. 1 .
s —Wrvizy dy
© = e K Y
d\r L
. —trt — - ymeizv o 8
(dx) ¢ I f eryeT
and also (ad;)ne*!x’ = {(—=1)"a"+...}e 4=,
Hence \7(-%—) f e~W'yneiny dy = {(—1)"xn+...}e-17,
and hence )
1 . 1 ,
_— W dy = —— 2nyn 4 )e~iv'eizv
NET) f $a(y)e” dy T f (2ry"+ .. )evei dy
= (27" ... )e 1%,
Hence c, = 1"

3.9. Fourier transforms, fourth method. Take, for example,

an even function f(x) of L%0,00), and let
= f @ (z) de.

Then a, =a3=..=0,

f (@)en(®) d,

and zoagn =2 f {f(x)}? da.

By Theorem 56 there is an even function g(x) such that

(—1)'ay, = 2 f 9@y, @) dz (0 =0,1,..);

and f{g(z)}z dr = 2 ai, = f{f(x)}’ dzx.

The relation between f and g is plainly reciprocal.

We now identify g(z) with the Fourier cosine transform of f(z)

previously obtained.
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We have

0 0

- (—1)3/( ?) f on(t) dt f 8‘”"43}99”% - (—-1)'3/(’5') [ banlt) dt,

since i, (t) belongs to L(0,00) and the y-integral converges boundedly.
Hence

f oy Bmx-’/ dy = lim f sinzy z (—1)"ag, P20 (y) dy

N—>wo

= ( ),Zo%" f Yo (1) dt = J (’Z’) f £ dt,

so that f and g are Fourier transforms in the ordinary sense.
Similarly, by taking f(r) odd, we obtain the theory of sine trans-
forms.

3.10. Convergence and summability. We can now prove
theorems for L2 functions corresponding to Theorems 3 and 14.
TaeoreEM 58. If f(t) belongs to L*—c0,0), and is of bounded
variation in the neighbourhood of t = x, then
A

Hf(@+0)+f(z—0)) = J(;;) lim [ Plueries du.

The transform of G(u) = e~ (ju] < A), 0 (Ju]| > A), is
A

o
o) = <o f izu-iue dy = J(i) e,

Hence, by Parseval’s formula,

: 2 ¢ sin\(x—v)
_J:\ F(u)e-izv dy = »./ (;) —Jc; flv) v dv.

The result now follows from the theory of Fourier’s single integral
(Theorem 12, case i(a)).
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THEOREM 59.1 If f(t) belongs to L*(—o0,0), then

A
flz) = J 1 lim (l-—%)_p(u)e-iw du

(Zﬂ') Ao
-A

h
wherever f [f(x+2t)+flx—t)—2f(x)| dt = o(h)
1]

as h— 0, and so for almost all values of x; and Fourier’s repeated
integral for f(x) holds almost everywhere, if both integrals are taken in
the (C, 1) sense.

The transform of G(u) = (1—%‘.')e~fxu (le] <), 0 (Ju] > A), is

glv) = - Jiem )f ( 'ul)e—u:u —iuv Jy — A/(1_7) flln':i/\*(‘x;)};v).

Hence by Parseval’s formula

f( lj\tl) (w)e=i du — /() ff §g1f§/\(x v)d
2

and, as in § 1.16, the result follows from Theorem 13.

The result also holds with f and F interchanged, and this gives the
second part of the theorem.

We also deduce

THEOREM 60. If

flx) = lxm‘/2 )j¢(te—’“dt

a-—»o©

where s belongs to L?, and also
1 .
o) = gz | e

where x belongs to L, then § = x.
For by the above theorem

e

is equal to () almost everywhere, and by Theorem 14 it is equal to
x(x) almost everywhere.
t Plancherel (3).
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3.11. Convergence almost everywhere. If f(t) belongs to L2,

the integral ®

f f(t)ei=t dt
converges in mean; it is also summable (C, 1) almost everywhere, by
Theorem 59, since in this theorem f and F are interchangeable.

It is not known whether the integral necessarily converges in the
ordinary sense almost everywhere. Asin Theorem 58 it would be easy
to make it converge almost everywhere by imposing extra conditions
on F(z). The object of the next sections is to state simple additional
conditions on f(r) itself which make the integral converge almost
everywhere.

THEOREM 61.1 If f(t) belongs to L*(—oc0,0), then

A
[4®ei= dt = o (1ogd) (3.11.1)

wherever

h
= [ IF@+y)+Flr—y)—2F(@)| dy = o(k)
0

as h — 0; and so almost everywhere.

As in the proof of Theorem 58

ff(t)ew dt = J (%) f F(x+y)3_il‘?7"}/. dy.
R\ J

Now

[ Farn™ dy] < [ IFa+dy f W < f FOP dt

51 1

and similarly for the integral over (—oo, —1). Also

1 ) 1 )
f F (“’+3/)§3';M &y = [ (Fletn)+Fa—y) s";"y dy
(V]

siny

1
- j (Fa+y)+ Fla—y)—2F@)22Y dy 1001
0

t Plancherel (3).
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if F(x) is finite. The modulus of this integral does not exceed
1A
dy

Ajwu+w+nbm Huww+fwu+m+mzy>zn)J
1/A

If x(2) = o(h), the first term is o(1), and the second is

fxw> [“”ld+f“”@« mn+%f;~mmgn

1/A
This proves the theorem.

THEOREM 62.1 If f(t) and also f(t)log(|t|+2) belong to L*(—o0,00),
then

lim 4(2 ; f fit)et dt — F(z) (3.11.2)

A
almost everywhere.
We have

A A
Lo — l” cic i
—!f(t)e tdi f,\(l )f(t) tdt 4 f [t]f(t)ei dt.

The first term tends to ,/(27) F(z) almost everywhere, by Theorem 59.
Hence it is sufficient to prove that

A
[ 1eif@yei dt = o)
-A
almost everywhere. By Theorem 61
A
() = [ fit)log(t+2)ei dt = o(log)
0

almost everywhere. If 2 is a point where this is true, then

A A
; td'(t)
tf(t)ei=t dt = dt
f J1u+m

0
A
_[ 0 T ot
N [108(‘+2)] !{log(t+2) (tF2)log(t+2) $(t) dt

Ao(logd)
log(A+ 2)

and the theorem follows.

+f(nm—om

1 Plancherel (3).
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3.12. In spite of the satisfactory appearance of the above analysis,
it is possible to improve on the result.

THEOREM 63. If f(t) and also f(t)Vlog(|t|+2) belong to L¥(—w0,x0),
then (3.11.2) holds almost everywhere.t
Az)
Let O(z) = f f(t)eiet dt = f ft)w(z, t)ei dt,
=A@)
where A(z) is any function of z such that A(z) < @, and where
w(z,t) = 1([t] < Ax)), 0 (]t] > A(x)), so that w(z,t) = 0 for |t| >a
and every z. Then

¢ ¢ o w
f O(z) dz = f dx f ft)w(, t)eixt dt = f F(t){log(|t]+2)}x(t) dt,
1]

where w(z, t)ei* dz,

" y{log( lt|+2)} f

(the {-range being really finite). Hence

¢ 2
J. O(x) dz
0

< f \f)[#logI¢|+2) dt f Ix(@)] dt.

Now
© © & ¢ ¢
2 — 1zl —iyt

f x| dt-_f og(t1.2) f w(@, et dz f w(y, et dy

P (z, Deo(y, 1)

= | dz | d W& V0> Y) iz-yx gy
f "”f V') log(t[+2)
1] 0 —00
¢ —XNz,y)

Il
G%m

P ! ei@-vX i@t
f y f log([t[+2)
0 =Az,y)
where A(z,y) = min{A(z),My)}. Writing A(x,y) = A, we have, on
integrating by parts twice,

A

cos@—y)t ,, _ _sin@—yl ,  1—cos@—yl _
d log(¢t+2) (:c-—y)log(A+2) (x—y)* A+ 2)log*A+2)

. _ log(t+2)+2
= y"f {1 —cosla =48 G o)ilogd(e 4 2)

+

= Ji+dut+dp,

1+ The theorem for series is given by Plessner (2).
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say. "We now observe that if F(z,y,t) = F(y,x,t), then

Az, y)} dedy

¢ ¢
<2 ;{ d:c! |F{z,y,\(z)}| dy.

For let @ be the square 0 <z < £, 0 <y < £ and let
= QA(x) <Ay)}, Q.= Q) > Aly)}.
Then in @), A(z,y) = A(z), and in Q,, A(z,y) = A(y). Hence
l f J’ Flz,y,A(x,y)} dzedy
Q
< [[ (F,y. 2@} dedy + [[ |Fiz,y, Ay} dedy
Ql ol

¢ ¢
<2 [ dz [ [Flr,y, M)}l dy

by symmetry.
It follows that

¢ ¢
g!!Jldxdy

Now if 0 < x < ¢,
¢
]

Hence

sin{(x—y)A(z)}

(x—y)log{A(x)+2}

¢
<2fdxf
b 0

sin{(z—y)A(2)} )’i{i‘?’f

z—y

du < 2

MA@+ 2)d
W

F26
dy < 2 f
0

— 2[1+log £+log{A(@)+2}1.

¢ ¢
14log £ +log{A(x)+2}
f J, dxdy’ <4 f oy de < K@)

Similarly

f dz kcos{(x-ym;)} iy

¢ ¢
of hdady| < 2 J @+ 2jlog @ 3, (—g)?

A(x)

— R(E.
<A! {A(x)+2}log2{A(z)+2} z < K(¢)



3.12 TRANSFORMS OF THE CLASS L? 89

Also
€ ¢ w ¢
f f Jy dzdy | <
o0

4
log(t+2 )+2 cos(z—y)t
f t+2)2log T fdxf' @y

0

, t{log t+2)+2} .
< RO | aropogara T e

Hence, for every A(x),

¢ ®
[ 0@ dz| < K@) [ (ron(iei+-2) dt.
0 —©
A(zx)
Let &z, T,T') = max ff(t)cosxt dt.
T<A@)<T” p

Then ¢(x, T,T’) is the difference between the real parts of two
integrals of type ®@, in which f(t) = 0 fort < T and ¢t > 7. Hence
¢ 2
{ bz, T, T") da

0

T )
< K(§) [ {f)log(t+2) dt < K(€) [ {f®)}log(t+2) dt.
]

T
As T' -0, @)
&z, T,T') > $(x, T) = max J f(t)cosxt dt,
T<A(x) T
Az)

and ¢(z, T, T") = 0, since f f(t)coszt dt = 0 if A(x) = T'. Hencet
T

¢ , w
[ #@ T) de| < K () [ If(t)/2og(t+2) dt.
0 7

It is then clear that, given ¢, we can choose a sequerice T}, Tj,...
such that ¢(z,T,) > 0 except when z lies in a part of the interval
(0,£) of measure less than e. A similar argument applies to the
function (z, T') defined with ‘min’ instead of ‘max’. Since

ff(t)cosxt dt' = f——f
u T Tw
< ¢, T,)— (=, T,)
if 7, < u <, it follows that J' f(t)cosat dt converges for 0 < « <C ¢

except for a set of measure less than e.

t By Fatou’s theorem ; Titchmarsh, Theory of Functions, § 10.81.
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—>0
Hence f Sf(t)cosxt dt
0

exists for almost all x. Similarly, the sine integral converges for
almost all z. Hence the limit (3.11.2) exists almost everywhere ; since
the limit and limit in mean of a sequence are equal almost every-
where, by Theorem 48 its value is almost everywhere F(r).

3.13. Theorems on resultants.

THEOREM 64. If f(x) and g(x) belong to L3} —c0,00), then (2.1.9) are
transforms in the sense that (2.1.8) holds for all values of x.

For a fixed ¢, the transform of f(u+t) is

a+t
l;_’tg «/(2 ) Su+-t)eizv dy = 11 m. j;:) f f(v)eir dv
—a+t
= F(x)e-i=,

The result therefore follows from Parseval’s formula, Theorem 49.

THEOREM 65. If f(x) belongs to L*(—c0,0), and g(x) to L(—o0,00),
then (2.1.9) are transforms of the class L2.

Since F belongs to L? and G is bounded, FG belongs to L2. The
integral of its transform is

—1

f Flu)Gw) du. (3.13.1)

L
Jem
Now the transform of G(u)(e~***—1)/(—1u) is
a

—izu__
l.i.m.——l— fG(u)e - le“"”“du
" —iu

. 1 [ e-iau_
= Lim.=— f 1 i gy fg(f)e‘f“df

—tu

— 11m 1 f g(é) dfjsm(x'*‘y —§)u—sin(y— f)u du

z+y

= [g®)dt (z>0),

v
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the ordinary limit existing by dominated convergence. Hence
(3.13.1) is equal to

;l>,,) f f(y) dy Tg(f) d¢
- -
= 7(%;7—) ff(y) dyf.'l(u—y) du

4(2 ) f du ff(r/)g u—y)dy,

this inversion being justified by absolute convergence. The theorem
now follows on differentiating with respect to z.
The direct proof that, if f is L? and ¢ is L, then

= [ foya—y) dy

is L2, follows from the inequalities

Ih(z)[2 < f @) 2lg(z—y)ldy f loe—y)| dy

0

fxfmzlgx Y| d/f l9(w)] du,

I

[ hepde <

-

lg(u duf /) lzdyj' lg(e—y)| dz

)iedy ( [ lotw)|du)

-0

I
[

THEOREM 66. If f(x)is positive, even, and L(—o0,00), and F(x) s its
transform, then F(x) 18 of the form

= fm $(t)p(x—1) dt, (3.13.2)

where ¢ is L¥(—o00,00); and conversely, if F(x) is of this form, then it is
the transform of a function f(x) which is positive and L.
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If f(x) is positive and L, \/f(x) is L?; let G(z) be its transform. Then
G is L?, and by Theorem 64

f G(t)G(x—t) dt

is the transform of \Jf.,/f = f.
Conversely, if (3.13.2) holds, then f is the square of the transform

of ¢, and so is positive and L.
THEOREM 67. If fis L, then F = [ $(t)(x—1) dt, where ¢ and ¢

are L?; and conversely.
For f = /|fI X /|f|sgnf.

3.14. Special theorems. THEOREM 68. If both f(x) and f'(x)
belong to L2, then both F(x) and xF(x) belong to L?; and conversely.

Wehave  (f@F—{O) =2 [ fOf© d,

which tends to a limit as z - c0. Since {f(z)}? belongs to L, it can-
not tend to a limit other than 0, and so tends to 0 as x > 0. Now

fa fw)e= du = [f(u)ei=)?  —ix 7 f(w)ei= du.

~-a
As a — 00, the left-hand side converges in mean square, to ,/(27)®(x)
say. The first term on the right tends to 0, uniformly in . The
second term on the right converges in mean square to —,/(2n)ix F(z),
at any rate over a finite interval. Hence

O(z) = —wwF(x),
and since ®(x) belongs to L? the result follows.
Conversely, if xF(x) is L? let ¢(x) be its transform. Then

@

f $(u) du = J(’%;;) f wFw)s = du

2‘”) J. F(u)e-i=¢ du—C

say, F(u) being L(—c0,00), since F and zF are L2. But the first term
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on the right is if(x) almost everywhere, and we may take it as the
definition of if(x) everywhere. Then

x
j $(u) du = if(x)—C
0
everywhere, and the result follows.
The result can obviously be extended to any number of derivatives.

3.15. TueoreEM 69. If f(x), F,(x) are cosine transforms of L2,

so are - ©
1 £()
= ) d AN
: f f(t) dt, f 0 4
0 F A

and similarly for sine transforms.

That the second pair of functions belong to L2 is a theorem of
Hardy. (Sec Titchmarsh, Theory of Functions, p. 396.)

To prove that they are transforms, we have

2 f fwa= (%) f I’c(y)@;;? dy.

The cosine transform of this is

ng‘smzyd fF smxyd

mdu
0

[}

_24d [ FE) sin zu sin zy
- 3_— f dy f '_——iz—..' - dx

sl

f ;f!) min(x, y) dy
0

u

d [ F () j? F(y)
—_— F + M dy) = A
du[ f Wy) dy +u f y ?/} y dy,
0 u u
almost everywhere.

The inversion is justified by absolute convergence Infact,if y < u,

1/u
f dx < fuydx+fydx+fdx
(1] 0

1/y

I

sin ru sin Zy

= log=+y = [2+log=]y,
y+y08y+y (+Ogy)!/
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and, similarly, if # < y; and the integral
u ®
[ (41082 dy +u [0 (2-41052) 2y
0 u

is convergent if F, belongs to L2.

3.16. Another case of Parseval’s formula.
THEOREM 70. If fis L, and g 18 L? and bounded, then

lim A( B rwee) i ff(x)g( 2)

We hav:_m—
! A
_U !xi)r(x)a(r) J(;;‘) fA ( le)G( ) dx f Fei=tdt

- oo [ 100 ] =5t
-A

inverting by uniform convergence. As in the proof of Theorem 59,
the inner integral is equal to

J6) [owrgttcs

This is bounded if g(u) is bounded, and tends almost everywhere to
J(2m)g(—=). The result therefore follows by dominated convergence.

3.17. Mellin transforms. We shall say that f(x) belongs to 22 if
[ erZ <.
x
0
THEOREM 71. Let x¥f(a) belong to £2. Then

F(s,a) = f f@s-tdx (R(s) = k)

l/a
converges in mean square over (k—100, k-100), to F(s) say;
) k+ia
_— -8
R Gl

k—1ia
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converges in mean to f(x), in the sense that

lim f |f(x)—f(x,a)|2x*1 dx = 0;

and f ()21 dx:r;; f % (k+it) 2 dL.
0 — @

This follows from Plancherel’s theorem by the usual trans-
formation.
THEOREM 72. Let a¥f(x) and 21-%g(x) belong to L2. Then
@© k+ i
1 - _
ff(x)g(x) dz = >— f F(8)G(1—s) ds.
0 k—io
This is the corresponding transformation of Theorem 49.
THEOREM 73. Let 2*f(x) and x°~*g(x) belong to L%. Then
k+ i
1
fen@, o | BwIGE—w)
i
k—1io
are Mellin transforms in the sense that

k+1i0

ff(x)g(x)x"*‘dx=2iﬂi j F(w)G(8—w) dw
0 k—10

for all values of t.
This is obtained by replacing g(x) by g(z)z*-! in the previous
theorem.



v
TRANSFORMS OF OTHER L-CLASSES

4.1. Transforms of functions of L?. PLANCHEREL’s theorem can
be extended from the exponent 2 to a general exponent p. Through-
out the chapter we write p’ == p/(p—1), and similarly for other
letters.

THEOREM 74.7 Let f(x) belong to LP(—oc0,00), where 1 < p << 2
Then, as a — oo,

Fla,a) = J(;w) f Ft)ei d (4.1.1)

converges in mean with exponent p’. The mean limit F(z), called the
transform of f(x), satisfies

1@-1)
JlF(z)lp dx < < Gn )M)-l{f [flx) P dx} (4.1.2)

-

The Fourier reciprocity holds in the sense that

1 d

F&) = 5o f 0 (4.1.3)

1 d A |
- 2 4.1,
&)= 1o [ #0 o (4.1.4)
almost everywhere.

As in the L2 case, we might replace F(x a) by
Flz,a,b) = f fitye dt,

where a - 00, b - 00, in any manner.

4.2. The most obvious source of such results is in the formulae
(2.1.11). If k is an integer, the transform of {F(x)}* is formally
(27r)—¥k+ig, (x), where

$u(z) = f Sty dugey ... f f(ul)f(x'—ul_"'_uk—l)‘dul‘

We can deal with such integrals by means of the following lemmas.}
t Titchmarsh (2). 1 See Hardy, Littlewood, and Pélya, Inequalities, pp. 198-203.
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Lemma «. (Young’s inequality.) If f(x) and g(x) belong to LV~
and LV-P respectively, where A > 0, u > 0, \d-p < 1, then

ffy dz

<( i lfll'ﬂ**ngl”“-#’dx)u_“( [ 1 ) i 10 da”

Holder’s inequality for three functions is

!j: Hx dxj < (_f: e dx)(fm e dx)ﬂ(_f: it da)’,

where a+B8+y =1, > 0,8 > 0,y > 0. Putting

Bl = By, B = f], x|t = gl
and y = A, B = p, the result follows.

Lemma B. Let Ip(f) = ( fw |f(x)|P dx)llp.

If @) = [ fhgle—0) dt,

then Sl/(l-—l—;l.)(¢) < 31/(1—1\)(.]0)31/(! —}L)(g)‘
Young’s inequality gives

—A—p

$(@)] < ( f |(0) MO g —t) [t dt)l x

XAy - NHEDLZ, g (@)1,

Hence
[ p@petmde < [ (f@)Ma-Nde [ lgla—t)[#0w dax

X {3y - (AR, g ()P -#K1 A=)
1 14- 1 1+ ..,_L_
= {Slﬂl—)\)(f)}ltx{ 1_——%:;}{31/(1—#)(9)}1—#{ 1A=l
and the result follows.
LeEMMA y. If f(x) belongs to L*%k-V), then ¢, (x) belongs to L2, and

@

[ @@y de < ( f If () | 2icek=D dx)”‘"

4362 H
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We have $u(@) = [ fObalz—1) dt,

and, applying the previous lemma repeatedly,
Sij(1- k) (Ba) < (1= k1) (G030 (- 2) ()

< 31 B[ a- O < - < (- O,
the result stated.

4.3. Prooft of Theorem 74 for p = 2k/(2k—1). Suppose first
that f(x) and g(x) belong to L?, and are zero outside a finite interval.
Then

\7(%;;) f g(u,)f(x—wu,) du,

satisfies the same conditions, and (e.g. by Theorem 64) its transform
is F(z)G(x).

Repeating the argument £—1 times, and making all the functions
equal, we see that the functions {F(z)}* and (27)-#+i¢, (x) are trans-
forms of the class L2. Hence

e [ @

1

I P dz =

< o [ e as)”

This proves (4.1.2) for the special class of functions considered, and
p = 2k/(2k—1).

Now let f(x) be any function of the class L?/2:-D_ The function
equal to f(z) if @ < x| <b and |f(z)] < », and to O elsewhere,
belongs to the special class. Applying the above result to it, and
making n — oo, we obtain

f|F(z,b)-——F(x,a)12" dr < (éjk—l{(f + J‘),f [2k/<zk-x>dx}

The right-hand side tends to 0 as @ —» 0, b > oc0. Hence F(z,a) con-

1 The argument is analogous to that of W. H. Young for Fourier series. For a list
of Young’s papers see Zygmund’s bibliography.
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verges in mean, to F(x) say. We have

f]F(x)]%dx:lim le(x,a);zkdx

a

1 ¢ 2k-1
S lim o ( | ()2t dx)

= Q;,’l)'k_l( fw |f () |I2k=D dx)%—l-
Also o

f(tyei=t dt

g‘ﬁg

£ £
f F@)de = lim | F(z,a)de = lim - L f dx
a—o a—+n \/(277')
(1) 0 [1]

1S

F e 1 [, i1
“31’2¢2ﬂ) _f fo: d‘:4(2ﬂ5_£ JO" g dh
1 d ¢ e '
8o that F(x) = ;/(2;)33_5 f f@®)

almost everywhere. Again, if 0 < ¢ < a,

0

© a
1 e-ifu__1 1 eu—1 .,
_________ [Ty oy EU

—® —-a —®

¢
- f 7(0) dt

the inversion being justified by the bounded convergence of the
u-integral. Making a — o0, we obtain

o _ ¢
__1 Flu) etu—1 . f(t) dt
J(2m) —u

since (e-#v—1)/(—iu) belongs to L2ki2k-1) Hence
1 e—lx’u

almost everywhere (x > 0). Sxmilarly for 2 < 0.
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4.4. Extension to general p. To extend the theorem to other
values of p we first prove the corresponding theorem for trigono-
metrical polynomials.

Lxmma 8. For any given numbers c,, (—n < m < n),

w | 13 cemdr< (3 eap)' " a4

&7 m=—n m=—n
-7

We give two proofs, the original proof of Young and Hausdorff
and a later one of Hardy and Littlewood.

(1)t Let f(t) be a function of L(—m, ), and let

- )l f (We=mtdt (m = 0,41,..). (4.4.2)
1 1/p
We write L) = (9_ f P dt) (4.4.3)
~T7
and 5,00 = (3 lewl?)™” (4.4.4)
We have to prove that, for any trigonometrical polynomial f(¢),
J, <S8, 1<p<2). (4.4.5)

If p is of the form 2k/(2k—1), this follows from the argument for
sums parallel to that just given for integrals. If

J@) = Secn.em,  ga) =3 y,em,

then f( g(x z d, eimz
where dy = Z CrYm-r
The analogue of Lemma B is therefore
Sua-2-plfa) < Sya -n(HSya-w(9), (4.4.6)
and, as in Lemma vy, it follows that
k
S < (SO (4.4)
But for any trigonometrical polynomial ¢
8y(8) = Ju(d)- (4.4.8)
Thus Sy(f*) = Ja(f*) = (TN},

and (4.4.5) with p = 2k/(2k—1) follows.
To extend it to other values of p we consider maximal polynomials,
viz. those for which J% is a maximum for a given value of SJ, and
1 Hausdorff (1).
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a given n. Since 8%, J% are continuous functions with continuous
partial derivatives with respect to the components z,, y,, of the
coefficients c,, = x, 41y, maximal polynomials exist; and we can
determine them by the ordinary method of the differential calculus.
Let

m
o 1 o
4= 3 @t w—g [ vora
L= — p4
-

Then the condition for a maximum is
s o
()I‘ m/m A

= m = —n,..,n).

E)Illt dym
0 .0
a}ﬁ T of

Hence -—'-"-—-—-l‘- =A (m = —mn,..,n).
Y ( )
17 .I' ( ?/l"

Nowf

pe! ; C o
(;')';(é T ()y(,zS - })( m+zym)( ‘m - '/;-n)“lml == pl’.ml“—l SgNnce,,.
m m
Also

O = fofu),
2!f(t)l,ﬂ1'(t)!'ff —~f¢) O 2 o

m ln

C"”“'{"f(t e—;ml’

and similarly 2|f( )ldj- If(t) t)ie'm—f(t)ie~ind,
H . mn
o 21f0)| (2 +i ——);f )i = 2ft)e-int
xm ?/Il ’
4 L y — o—imi
(ax i 0] = e sgn )
a‘l’ p r -1 ~imt
Hence + : If(t)[" sgn f(t) e~i™ dt.
ac/"l 2‘”\
Hence

’%; f If(&)|P-2sgnf(t) e~ dt = Ap|c,|P~'sgnec,, (m = —n,..,n).

~n (4.4.9)
(= #0), sgn0=0.
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To find A, multiply by ¢,, and sum. We obtain
L [ o de=dp3 el

ie. p'JE = ApSE. (4.4.10)
Now (4.4.9) gives the first 2n+1 Fourier coefficients of the function
|f@)|P"-1sgnf(¢). Hence Bessel’s inequality for this function gives

f f@) P sgn ) db,

AP 1o 1-sgne,,

m=-—-n
. AZp? S 2p-2 .~ 1 2p'-2 7
ie. i 2, a7t o f Iol
ie. Np2S3p=3 < p2I3sh. (4.4.11)
From (4.4.10) and (4.4.11) it follows that
Jr _ JEt
5 P o< S‘;ﬁ i (4.4.12)
for every maximal polynomial.
Let r = 2p -2, r = 2/(3—p).
Then it follows from Hélder’s inequality that
SP-1 < 8971, 857, (4.4.13)
and (4.4.12) and (4.4.13) give
Jp’)pl (J/)pl_l
) < (). 4.4.14
@) < (4414

Now suppose that (4.4.5) holds for p’ = r and all polynomials.
Then it follows from (4.4.14) that it holds for p” = }r'-+1 for maximal
polynomials, and so a fortiori for all polynomials. We have already
proved it for p’ = 2k. Hence we deduce it in succession for

kL, k+3 kT
4
i.e. for all rational numbers Whose denominators are powers of 2.
Since these numbers are everywhere dense, the general result now
follows from the continuity of S, and J,,, as functions of p.

(ii)t We again consider maximal polynomials; but, instead of the
general condition for a maximum of a function of many variables,

1 Hardy and Littlewood (1). See also F. Riesz (1).
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we use the theorem that, in Holder’s inequality
2 Upby < (2 [0 P)P( 3 b, 7 )P,
the case of equality occurs only if the [a,|? and |b,|?" are propor-
tional. Also this proof is independent of the lemmas of § 4.2.
We define S, and J, as before, and write
fn(x) = E” cmeimz'
m=-—n
For given n and p, let the upper bound of S8,(f,)/J,(f) for all f
be denoted by M = M(n) = M,(n); and let the upper bound of
J(f)/8,(f,) for all sets of ¢, be M’ = M'(n) = M (n). We first
show that these bounds exist for every n.
We may suppose on grounds of homogeneity that S,(f,) = 1.
Then |c,,|?" > 1/(2n-+1) for some value of m. Hence

1) < e, < 5 [ I d <,

and so M,(n) < (2n+4-1)VP,
Again, let = |fu ()P 1sgnf,(x),
and let Vm = L f g(@)e~m dx.
27
Then

n

B =5 [z = 3 o< 3 lnmml

< 8, (fa)Sp(9n) < MS,(f),(9) = MS,(fo)IJ@-V(f,),
(4.4.15)
and, dividing by JY®-1(f,), it follows that M’ is finite, and M’ < M.
Again, if

n
b (z) = 2 lcm|P"~1sgn C,p €2,
m=—n

we have (by an obvious term-by-term integration)

SH(f) = o f F@)ha(z) dz < )y (he) < MUT(f)S, ()

= M'J,(£)85 (),
and hence M < M’. Hence in fact M = M’. The example f(z) =

shows that M > 1.
Suppose now that f,(z) is a polynomial for which the maximum M’
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f I (f.)/S,(f,) is attained (since it is a continuous function of the
variables c,,, there is such a polynomial). Since M = M’, the extreme
terms of the chain (4.4.15) are then equal, and so all the terms are
equal. The case of Holder’s inequality used is therefore an equality,

and hence .
[€nl? = Alypl?” (—n < m < n),

where A is independent of m. Hence
Sp(f.) = ASH(g.)-
But, since f,, is a mawimal polynomial

'n fn M 5’y (fn) = —]‘7'];: l(g) = ]II—I)S:)’,*I(gn)’

the last step depending on the equality of the 5th and 6th terms of
(4.4.15). Hence X = M-rSp-r-v(g,).

Let = 2p'—2, r == 2/(3—p).
Then by Bessel’s inequality

S3(g,) <

1\,!,_,

f gltde = JI(f,) < MISI(f,)

D

= MT Ap{b,K,, D J”)}Ti 1= MM I”{S (g, (CEE ){A Sip-1 g”)}p =y

Since 3yl 1< (S lyal 7 S ln’"l)“ v,

the product of these S-terms on the right-hand side does not exceed
83(g9,)- Hence 1 < My Mg,

and so M, = M5 > M,

We can now repeat the argument with p replaced by r, and r by
8 = 2/(3—r); and so on indefinitely. We thus obtain a sequence of
values of p tending to 1 (since r'—2 = 2(p’—2), etc.) through which
M, is non-decreasing. But
M,(n) < (2n+1)4r" > 1
ag p - 1, p’ - oo, for a fixed n. Hence M,(n) = 1.

4.5. We can now prove Theorem 74 by the method used in § 3.2.
Let f(x) belong to L?, 1 < p < 2, and define e, and ®,(z) as in § 3.2.
Then

n .
z a, ewr

ye= —n

f D, ()P de = A J )1/(1'—1)

-7

" <2\ 3 la,r

v=-n
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by the above lemma; and

w+1)/A v+ |\ p-1 v+1)/A
lesflmmw(fdﬁ = | VEp
v/A v/A v/A
J(p-1)
Hence f D, (x) P dx < 2ﬂ(f [f(z)|? d-‘)
—mA

It follows as in § 3.2 that

jWWWmeWMa(‘”Kf+”WmWﬂ

Y(p-1)

Hence F(x,a) converges in mean as a — o0, to F(x) say, with ex-
ponent p’. The remainder of the proof is the same as in the special
case where p’ =: 2L.

Still another proof of Theorem 74 can be obtained from a general
theorem of M. Riesz on functional operations. See Zygmund, § 9.2.

4.6. The Parseval formula.

TaEOREM 75. If f(x) and G(x) belong to LP(—o0,0), 1 << p < 2,
and F(x) and g(x) are their transforms, then (2.1.1) holds.

We know that if ¢(x) is L7, and )(r,a) converges in mean to
P(x) with exponent p’, thent

lim f (@) —(x, a)}p(x) d == 0. (4.6.1)
Now
h h a
F(x,a)G(x) de = G(x) dx | f(t)e~ dt
] Jon | 00|

—b -a

b

1 . r
= J() dt G(x)e dx == f)g(—t,b) dt.
g [ 400 [ o |

Making a - oo, and applying (4.6.1) to the left-hand side, we obtain
v

f F(z)G(z) dx = j’o ft)g(—1,b) dt

b
Making b->c0, and applying (4.6.1) to the right-hand side, we
obtain (2.1.1).
There are also obvious extensions of Theorems 58-62.
t Titchmarsh, Theory of Functions, § 12.53.



106 TRANSFORMS OF OTHER L-CLASSES Chap. IV

4.7. Theorems on resultants.

TreOREM 76. If f(x), F(x) are transforms of L?, L, and g(z),
G(x) of L, L», then (2.1.9) are transforms in the sense that (2.1.8)
holds for all values of x.

Proof similar to that of Theorem 64.

THEOREM 77. If f(x), F(x) are transforms of L, L?', and g(x) 1s L,
then (2.1.9) are transforms of LP, L¥'.

Proof similar to that of Theorem 65.

THEOREM 78. Let f(x), F(x) be transforms of L», LY, and g(z),
G(x) of L9, LY, where

1 1

et > 1 4.7.1

p-l— 7 (4.7.1)
Then F@G@, g [ o=y dy

ven )
are transforms of classes LY, LF respectively, where

=P

P+9—pq

That the resultant of f and g belongs to L” follows from Lemma 8
of §4.2, with 1—-A = 1/p, 1—pu = 1/q. That FG belongs to L¥
follows at once from Hélder’s inequality in the form

J |[FQ|F dr < ( f |F|» dx)Pl/p'( f |G| dx)P'/q'-

The condition (4.7.1) implies that p < ¢’, ¢ < p’. Suppose that
p <gq. Thenp <p',ie p <2
Suppose that 1 < P’ < 2. Then FG has a transform, the integral
of which is
e- T l
j F(u)G(w) ' du.
Now G(u)(e-i**—1)/(—1iu) belongs to L and to L¢, and so to L?;
and, by Theorem 74,
i 1 7 ixu 1
= R
[ o= jor [ 00T a
v -0
i.e. it is the transform of G(u)(e-***—1)/(—+u). Hence, by Theorem 76,
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f Fus6@® o du= f @) dy f 9(€) d

ff dyfg(u y)du~fduffy)9 u—y) dy,

and the result follows on dlﬁerentlatmg
Suppose next that 1 << P << 2. Then

1 @
s r—u)d
Jem) l f@)z—y)
has a transform, the integral of which is

1 fetzu__;ldu ff u y
O

This is the limit as @ -« of

ff’ffi:ldff glu—y) d

(since fm...dyzllm j)

—_ (P) =-—a
I.Tll__l
ff(y dy f g(u—y) ~-*du

and by the Parseval formula (for ¢,q’) the inner integral is equal to

J(2m) fG(v)e‘”” dv.

Hence we obtain
1 a x o l & a N
iy f 1) dy f G dn = o f 6) dv l f)e dy

—»J'G' F(v) dv,

since G(v) belongs to L? over (0, x). Hence the result.
If p=1and ¢ = 1, then P = 1; see Theorem 41.

4.8. Another extension of Plancherel’s theorem. We shall
next obtain a generalization of Plancherel’s theorem in a different
direction, due to Hardy and Littlewood.¥}

1t Hardy and Littlewood (1).
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THEOREM 79. If |f(x)|%22 (¢ > 2) belongs to L(—o0,0), then F(x),
the transform of f(x), exists, and belongs to L2; and
f |F(z)|e dz < K(g) f |fl)|je]a- da.

(i) Consider the case ¢ = 4.

Suppose first that f(x) belongs to L2, and vanishes outside a finite
interval. Then F(x)is L? and bounded, and ,/(27){ F(x)}? is the trans-
form of

@) = [ J)f@—y)dy
which also belongs to L2 Hence
2 j |F(x)|* da = f 1$(x)|2 dz.

Now f(z) = |x|tg(x), where g(x) belongs to L*. Hence

@

8

"‘(””):_i e l WE TR it
PN < E h e f oy
= i J Pl
Hence
Jwaracca [ [ om

@

[ o) Pyl ol —)Pla—yl* ;0

[x[}lx—y|* x|y [*

k—.‘a

—® —o

lg@) 1ty | lg@—y)tle—y}
e )

A

[N
—
—s

—® —wm

@ @

]
=4 [ e yf st =4 [ wea.

-
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Hence f |[F(z)|*de < 4 f |f(x)]* 22 de.

The proof now follows the usual lines. Let f(z) be any function
such that {f(z)}*x* is L. Approximating to f(z) over (a,b) by a
sequence of functions of the special type, we prove as in § 4.3 that

mF,—F,b“d A‘a i 4x2 dx.
| IFea—Fatan < (.f,, +uf)lf(x)lx .

Hence F(z,a) converges in mean with exponent 4, and the theorem
follows in the usual way.

(ii) It is possible to prove the theorem when g is any even integer
by an extension of the above method, but, as in the Young-Hausdorff
theorem, the other values remain to be filled in.

The simplest procedure is to begin by proving the corresponding
result for series, and we shall quote this from Zygmund.t The case
we require is that if f(x) has the Fourier coefficients c,,, then

jff 2)[edz < K(@) 3 loala(im|+1)0-2

-

Defining a, and @, (x) as before, it follows that

f @, (x)|2dx = A f 2 a,e’v® ? de
- ﬂ.)\ Vv=-n
<AK(@ 5 faju(v|+1)e2,
Ifv > 1, v+1/A ] (v+1/A
N I Ll
viA v/A
There is a similar inequality for v < —2; and
1A
|aol = f f()ar-2agtia-1 dy

IIA 1/A g
( f \f () |ara- 2dx) ( f z(2la-Dal@~1) dx) — o(\-1e),
0
and smularly for a_,. Hence, making A - 0o, we obtain
f |F(z,b)—F(z,a)|?dz < K(q) ( f +f)]f(x)[a|x[q—2dx

The theorem now follows as in previous cases.
t Zygmund, T'rigonometrical Series, § 9.4.
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4.9. TaEOREM 80.1 If f(x) belongs to LP (1 << p < 2), then
[ F@)Prlr2de < K(p) [ If@)P dr.
Let g(x) be a function of L?’, vanishing outside a finite interval
(a,b), where @ >> 0. Then it also belongsto L?. Hence, by Theorem 75,

f F)() dz = j f@)X(z) dx.

-— @

Also, by Theorem 79, with g = p’,
[ 6@ dx < K(p) [ lg@)P -2 d.

Hence
J? F(x)g(x) dx

—

< (f: fa)lP dx)”’"(j: |G dx)"”'

< K(P)(_Z If () [P dx)llp(_z lg(x)|? || ~2 dx)l/"'

Let g(x) = |F(x)|P1sgn F(z)z[*-2 (a <z < b).
Then

f |P)pav-t dz < K(p)( [ i@ dx)””( f | Flz)par-2 dx))”"',

b ©
and hence f | F(z)|PxP-2 da < K(p) f |f(x)|P da.
Making a - 0, b - oo, we obtain the desired result for the integral
over (0,00); similarly for the integral over (—o0, 0).

4.10. Another case of the Parseval formula.

THEOREM 81. Let f(x) be L?, and let |G(x)|P'|x|?"~2 be L, where
1<p<?2 Then if F and g are the transforms of f and @G, (2.1.1)
holds.

The proof is similar to that of Theorem 75, but now

b b
f {F(x,a)— F(x)}Q(z) dz = f {F(x,a)— F(x)}|z|®-2P . G(z)|z|*-2 dx
-b -b

tends to 0 because, by Theorem 80, F(x, a)|x|®-2?/P converges in mean

t Hardy and Littlewood (1).
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to F(z)|z|®-?», with exponent p. The proof concludes as before,
but is justified by Theorem 79 instead of Theorem 74.

4.11. Failure of Theorems 75 and 79 for p > 2. That the
Young-Hausdorff theorem fails for p > 2 follows incidentally from
Theorem 80. For, if f(x) belongs to L?, not only is | F(x)[?" integrable,
but so is |F(x)[?|x|?-2; and hence so is

[F@)r |zt (p <7 < p'). (4.1L.1)

Call the class of functions with this property LY, so that L? is a
sub-set of L?’

If f(x) belongs to L7 (¢ > 2), it does not necessarily belong to LY,
and is therefore not necessarily the transform of a function of L7.

However, we can show by means of examples that even if f(x)
belongs to L{ (¢ > 2), f(x) is not necessarily the transform of a func-
tion of the class L?. Presumably no condition which merely states
the existence of an integral involving |f(x)| is a sufficient condition
for f(z) to be the transform of a function of L7.

Consider the functiont (0 < a < 1, a < b)

1
fl@) = A/(E) f t-2-1cost-b cosxt dit
w
—0

1 1

1 ‘ 1\ dt 1 1\ dt

= «7(_27) f cos(.z:t+t—b-) t“{;ﬁ-m f cos(xt— t_’;) jasi
-0 —0

1
= - ——{d(x)+(x)}. 4.11.2
. (2_5)1/(01 1) (}; +f)1/(b iy L
s@= [ + [+ [ =btdtss
—0 (b __f)llth 1 (h {_f)ll(b+1)
where ¢ = o(1/x) as x -00. Then
[ dsin(xt41-%)
$1= | an_pach’
and here (bta-—zte+1)-1 ig positive, steadily increasing, and less than
b—a
t-a < (b/x)b“'
a:(é_tbi-l) a’f
x

1 Titchmarsh (2).
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Hence, by the second mean-value theorem,
a—2b—1
¢y = 0(5—13” b+1 )

In ¢, (xt2+'—bte-)-1 is positive and steadily decreasing, and we
obtain the same result as for ¢,. Finally

(b n g)ll(bm (b f)uaprn

z & —1b+1) » a+h+1

ol < = — = 0( - _.q.Hx.f) = 0(&, b+1 )
+1 x b+1

i

_3b+2
Taking § = x 20+2 it follows that, as x — o0,
26;:()
$(x) = 0(x2()+2)_

dsin(xt—t-0)
2t bgad °

Now (xta+14-bte-b)-1 increases steadily from 0 to a maximum of the

Again, Y(x) =

a-b
form Kab+1 where K depends on @ and b only, and then decreases
steadily. Hence the second mean-value theorem gives

(z) = 0(x3+f).
2a—b
Hence as x > o0 flx) = O(x““),
and plainly f(x) = O(1) as x - 0. Hence, if ¢ is a given number
greater than 2, f(x) belongs to L{ if  is large enough.
If f(x) were the transform of a function F(x) of L7, we should have

2\ d [ sinzu
F(z) = J(;) T f - d--rf(u) du.
0
If we can insert (4.11.2) for f(u) and invert the order of integration,
we obtain
F(z) = z-%lcosz~® (0 <z < 1), 0 (xz>1)
which does not belong to L’ for any r > 1. This gives the desired

result.
The inversion is justified if we may invert

7 1
f Sin rw dujt—“—lcosrb(l—-cosut) dt,
U

0 0
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and we may if

1 —>®
lim | ¢t-2-lcost~b dt f sin zu(1—cos uf) du = 0.
A—© u
Now
—w 1 | Ax-+1) . Az . 1
f sin zu(1—cos ut) du. 1 f J‘ sinv o sinv g -
u ‘ . v v :
A ! I Alz—1| ‘
x4t
< ilo ,
< tlog|

and the result follows from dominated convergence.

4.12. Special conditions. In this section we give two sufficient
conditions of special kinds for f(x) to be the transform of a function
of L7 (1 < p < 2).

THEOREM 82.1 Let f(x) be even, positive non-increasing for x > 0,
f(e0) = 0, and let {f(x)}rar-2 (1 < p < 2) belong to L(0,c0). Then
F(x) belongs to L?.

Since f(x) in non-increasing, and f(c0) = 0, the integral

F@) = Ew) = | () rf(y)cos vy dy

converges for every x > 0. Let

1/z >
_ /(2 2
Fa) = [ (ﬂ) f foszydy + | (ﬂ) 1 If fy)eosay dy

— Fy@)+Fy).

By the second mean-value theorem

= ) f e = SO
Hence |Fy(z)] < 2 J (f;) %f (;:_),

and f |Fy(z)[? de < A of {% f(;l&)}pdx —4 of (-2 d,

+ See Hardy and Littlewood (3).
4362 .



114 TRANSFORMS OF OTHER L-CLASSES Chap. 1V

which is finite by hypothesis. Also

r@i< /() Txf(y) ay
0

and we have to prove that this is L?; or, what is the same thing, that
xr
z=% [ f(y) dy
0
is LP. We are given that f(x) = g(z)x¥P-1, where g(r) is L?. Hence

x| fly) dy = =% [ gyl dy < = [ gly) dy,
] 0 0

which is L¥, by a theorem of Hardy.} This proves the theorem.
Incidentally it must follow from our hypothesis that f(x) belongs
to L?’; and in fact

K > [ froyw=2di > fr(@)(dx)>-*4a,

f@) < Ka-w-vi»,
f@)P" < K|f(z){Pzr-=.
THEOREM 83. Let f(x) be the integral of order (2—p)[p of a function
é(x) of L. Then F,(x) exists and belongs to L?.

a

Let @, (z) = J (?_> f $(t)sin(zt+m/p) dt.
v,
0
Then, by Theorem 80, x1-2»®(x) converges in mean (p) to g(x) say.
Let G.(x) be the cosine transform of g(xz). Then G (x) belongs to L?’.
Also ®

f G (x) dx = J (127) f §inngy g(x) dx
0 0

@

= lim (3) f I -2, (z) dz

a—>x W

0

.2 inz J .
= lim = j S_la_:l_ﬁy dx f $(t)sin(xt+/p) dt
0

a—soT
(V]
e 2 ¢ msinxysin(:ct-}—?r/p)
—lim2 [ 4ty at f 2 de,

a—+xT
0

the inversion being justified by uniform convergence.
1 See Titchmarsh, Theory of Functions, p. 396.
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The inner integral is

2P(2/p-)(y—t)2lp-1 t <y, 0 (t>y).

Hence

v U v
1
G d == - - —1)2n- —_
(_! «(2) dz I'(2/p) ! (y=0=g(e) dt j J(z) dz

by hypothesis. Hence G (x) = f(x) almost everywhere, and g(z) = F,(z)
belongs to L».

4.13. Lipschitz conditions. In this section we shall give a con-
dition of quite a different kind for a function to have a transform
belonging to certain L-classes. The analysis originated with theorems
of Bernstein and Szasz on Fourier series.t

THEOREM 84. Let f(x) belong to L? (1 << p < 2), and let
[ lf@+h)—fa—h)P dz = O(h=) (0 <a<1) (413.1)
as b~ 0. Then F(x) belongs to LB for
p p
S
p+oap—1 A p—1
For a fixed h the transform of f(x+A) is e F(x). Hence the
transform of f(x+h)—f(x—h), as a function of z, is —2isinzhF(x).

Hence
(p-1)

f{2sinth(x))1" dx < K(p){ j? |f(x+h)—flx—h) P dx

K(p)he?'.
Since |sinzh| > Axzh for x < 1/h, the left-hand side is greater than
1/h
A f a?h? |F ()P dz.
0
1/h
Hence [ @ |F@) dv = Ohe=-DP),
V]
£
Let $(6) = [ leF(2)F da.

1

t+ See Titchmarsh (12).
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Then, if 8 < #',
¢ v/ %
46 < ([ erap &) (/ dai-” — O(g1=o8+9),
1 1

Hence

14 ¢ £
[ 1F@)Bdz = [ 2P (2) de = £-P$(6)+-B [ 2-P-1(x) du
1 1 1

£
— 0(§l—ﬂ—aﬁ+ﬂlp)+0(fx-ﬂ—aﬁ+ﬂlﬂ dx) — 0(§l—ﬂ—aﬁ+ﬂlp),

1
and this is bounded as £ - o0 if 1—B—af+B/p < 0, ie. if
r
A >p+ap—l'

Similarly for the integral over (—¢, —1). This proves the theorem.

A particular case, corresponding to the original theorem of Bern-
stein, is that if the condition is satisfied with « > 1/p, then F(x)
belongs to L(0,c0), so that the Fourier integral

f F(t)eit dt

is absolutely convergent for all values of z.
To show that the range for B in the above theorem cannot be
extended, consider the even function

@) = oy, @>0),

where 0 < @ < 1/p. Forz > 2h
If@+h)—flx—h)| = 2h|f(@+6k)] (—1<6<1)
< 2h|f'(x—h)| < 2h|f'(32)],

since |f'(x)] is positive and steadily decreasing. Hence

[ b —fe—hyp @z = ofwe [ 1) de)
2h 2h

1 @
= O{hp( fx—(a+1)1) dx + J.x—z dx)} = O(h1-9),
Also o !

2h

21
d
f |f(x+h)—f(x—h)|? dz = 0<f l_x.___%la) = O(h1-a2).
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The conditions of the theorem are therefore satisfied with « = 1/p—a.
Hence F(z) belongs to LB for 8 > 1/(1—a). Butt F(z) ~ Kz°-! as
x — o0, 8o that F(x) does not belong to LV1-o),

In the case o << 1, p = 2 it is possible to put the theorem into a
form in which it is reversible.

TuEOREM 85. If f(x) belongs to L2, the conditions

Tlf(x—!—h)——f(x—h)lf-’ de = O(Jh|?*) (0 <a<<1), (4.13.2)

-X

(]

— 0

are equivalent.

4 f){F(x)p dz = O(X-2%) (X >o0)  (413.3)
X

Instead of an inequality we now obtain

[ 4sin®eh|F@)dz = [ |f(w+h)—flz—h)* da.
- e (4.13.4)
Suppose that (4.13.2) holds. Then (4.13.4) gives

1/h ©
|F(z)|2dz < A f sinZch|F(z)|? do = O(h2).
0

1/(2h)
Hence

@© 2X 4X
[F@Fde = [+ [ +.. = 0224 @X) 24 .} = O(X-2%),
X X 2Xx

and similarly for (—o0, —X).
On the other hand, if (4.13.3) holds, then writing

$(X) = [ {(F@)) de,
X

X X X
f 2 F(z)P da = f —22 () dx = — X?p(X)+2 f xd(x) da
0 0 0
X
<2 f O(x1-2%) dx = O(X2-2),
Hence 0
© 1/h —1/h ©
[ sinteh (@) dz = o(h2 [ Fay dx)+0( [+ [ Fay d:c)
- —1/h —a 1/h

= O(h%),
and (4.13.2) now follows from (4.13.4).
t See e.g. Theorems 126-7 below.
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Since, if 8 < 2,
le(x)l” dz < (E{Fu)}z dx)"’ (:fdx)“‘ﬁ

= O(X-*F)O(X1-iB) = O(X1-B-1h),
it follows again that F(x) belongs to LA if B > 1/(a+1}), the case
p = 2 of the above theorem. But this last step is, .of course, not
reversible.

4.14. Mellin transforms of the class L?. Let us denote by £7
the class of functions f(x) such that

[ epZ <o,
0

Then we have

THEOREM 86. If F(k-+it) belongs to L? (1 < p < 2), then its Mellin
transform f(x) exists, and x*f(x) belongs to L¥'.

If x¥f(x) belongs to L, then the Mellin transform F(s) of f(x) exists,
and F(k-t) belongs to LP".

THEOREM 87. If F(k--1t) belongs to LP, and x'~*g(x) to L7, then

k+1io )
o f F(5)6(1—s) ds = f f@)(z) dz.
k—1io 0

These are readily obtained by transformation from Theorems 74
and 75.

THEOREM 88. If F(k-+iv), 2%f(x) are Mellin transforms of L, Q¥
and x*-%g(x), ®(s—k—1v) of 27, L, then (2.1.15) holds.

THEOREM 89. If F(k+1v), 2*f(x) are Mellin transforms of LP, £¥',
and ®(s—k—1w), a®~*g(x) of L9, L7, then (2.1.16) are Mellin trans-
forms of ¥, LP.

Note. It has recently been proved by Zygmund (2) that if f(x) s
Lr, 1 < p < 2, then (3.11.2) kolds almost everywhere, no logarithmic
factor being required. If f(x) satisfies the condition of Theorem
79, then f(x)logx is L2(1,0) (apply Holder’s inequality to the
integral over (2", 27+1)). Hence (3.11.2) holds almost everywhere by
Theorem 62.
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CONJUGATE INTEGRALS; HILBERT TRANSFORMS

5.1. Conjugate integrals. FouRrIER’S integral formula may be
written in the form

flx) = fw{ a(t)cos xt+b(t)sin xt} dt, (5.1.1)
0

where

= }T f f(w)cos ut du, b(t) = % f Sf(u)sinut du.

The integral in (5.1.1) is, formally, the limit as y — 0 of (#:1:2)
fm{a(t)cos xt+4-b(t)sinxtle v dt = U(x,y) (5.1.3)
say; and this i: the real part of
f{a(l)—%b(t)}e"" dt = O(z) (5.1.4)
say, where z = z—f—z'y(f
The imaginary part of ®(z2) is
— f {b(t)cos xt—af(t)sinxtlev! dt = V(x,y) (5.1.5)
say. Writing —-01/'(:::, 0) = g(x), we obtain
g(z) = f{b(t)cosxt—a(t)sinxt} dt (5.1.6)
0
= ;l-rfdt f sin(u—2x)t f(u) du. (56.1.7)
0 o

The integral (5.1.7) is called the allied integral of Fourier’s integral.
It is obtained formally from (5.1.1) by replacing a by b and b by —a.

Repeating the process, we return to minus the original integral.
The relation between f(x) and g(r) is thus skew-reciprocal, i.e.
reciprocal apart from a minus sign.

Again, we have formally

alt) = - ){F(t+F( b = J(z 7 FO=F(=0).
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Hence
o )_%2/(2 ) J' (F(t)— F(—t)}cosat dt—-;/(—. Uf (F(t)+ F(—t))sinat df
— e —ixl _— — Heixt
. \/(27,){ of Ft)e-= dt of F(—t)e dt}
1 F — i
= {3z f F(t)sgnte-*tdt.

Thus N G(t) = —iF(t)sgnt. (5.1.8)
If f(x) is even, b(t) = 0, and g(x) is minus the sine transform of the
cosine transform of f(z); similarly, if f(z) is odd, g(x) is the cosine
transform of the sine transform of f(x).
Again, we have formally

@

A
g(x) =)1£13°%fdt f sin(u—ax)t f(u) du

-

_ liml 1— Wco“s‘sk)»\ u— x)f( ) du
A—>0 T uUu—x

—»0

©

—lim 2 [ 222 o) —fa—t) .

If f(x) is a sufficiently regular function, the part involving cosAt will
tend to 0 as A - 00, and we shall have '

glz) =1 f fﬁiﬂ%f_‘f_‘i) dt; (5.1.9)
ks
and similarly flz) = f gw dt. (5.1.10)

0
The reciprocity expressed by (5.1.9), (5.1.10) was first noticed by
Hilbert, and the two functions so connected are called Hilbert

transforms.
Equivalent formulae are

_lp [ S0 __1p | 90
g@) = 1P f JO 4, fw)=—_P j 7 &,

where P denotes a principal value at { = z.

(5.1.11)
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Simple pairs of conjugate functions f(x g(z), are

1(0 <z <a), O0elsewhere, -l og | ~—~— a+x
a—zx|
1 x
1422’ T 1ga?
cosz, —sinz,

and any number of such examples can be written down by starting
with a suitable analytic function ®(z). Examples from Chapter VII

are [z, (|x]), —sgnz|z|~"H,(|z])
from (7.1.11) and (7.2.8);
sgnx |z ]*J([x]), — |z’ Y, (|2])
from (7.11.2) and (7.11.3); and
Jo(2y/Iz1), —sgna{(2/m) Ko(2ylx])+Yo(2y/[2])}

from (7.11.2), with v = 0 and « = }(u/a+a/u), and (7.12.8).

5.2. Conditions which would justify the above formalities directly
would be extremely complicated. Actually the simplest rigorous
argument gives the reciprocity in a slightly different form.

THEOREM 90.T Let f(x) belong to L*(—c0,w). Then the formula

o) =14 j ftog

defines almost everywhere a funcuon g(x), also belonging to L*(—o0,c0).
The reciprocal formula

f&) =22 [ attnog

1__ T dt (5.2.1)

1—%”] dt (5.2.2)

also holds almost everywhere; and
f {f@)) de = f {9(x))? dz. (5.2.3)

If we could perform the differentiations under the integral signs,
we should obtain the reciprocity in the form already given. We
shall see later that this is possible; but we begin with the form to
which the theory of Fourier transforms leads directly

Let F(x) be the Fourier transform of f(z), G(x) = —iF(x)sgnz,
and g(x) the transform of G(x). Then

[ = [ o@rd = [ Fe)rd= [ f@ds.

1 Titchmarsh (5).
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Also J © . .
1 e~V —1 1 d etV —1
= — Q) -~ dy= - - — Fy)- — dy.
g9(x) Ji@m) dxi (v) w Y @) d"_;[ ()~ l g W

The transform of H(y) = (e~**v—1)/|y| is

e“’ff_t e-iwy dy — J(E) f cos(@+uly—cosuy g,

(i

«/(217) f

()

]
|

:!

fcos z+u)y— cosuyd
8—0 $

J
Jt
J

_ g) im ( cosvd _ J‘ (iospdv)
7T/ 80 v
8]z+u| 8lul
9 5[u|
_ (_) cosvdv
7] 50
8|z+u|
dlul
JBm [ 2 [
p— __-= — log ERGE
s-»o v T r+u
Slx+ul

Hence Parseval’s formula gives

f Py )e_m" 71—7 f fluyog] -

and (5.2.1) follows. The relation between F and @, and so between
f and g, is skew-reciprocal, so that (5.2.2) also follows.

—_ ! du,

5.3. TuEorEM 91.1 Letf(x) belong to L*(—c0,00). Then the formula

_1 jf fet)—fa—1 ,,
T ¢

g(x) (5.3.1)

defines almost everywhere a function g(x), also of L*—c0,00). The
reciprocal formula

fl) = f gle+h)— *"(‘” wUp? (6.3.2)

—>0

1 The analogue for series is due to Plessner (1). See also Hardy (14).
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also holds almost everywhere; and

[ epde = | {g)) do. (5.3.3)

The functions g(x) of Theorems 90 and 91 are equivalent.
The integrals (5.1.2) defining a(t) and b(¢) exist in the mean-square

sense, and a(t)—ib(t) = A/(%)F(—t).

Let H(t) = e# (t > 0), 0 (¢ << 0). Then
1 e 1
h(u) = —— | ed-udy = |
() J(2m) J‘ 0/(2m)(u—2)
Hence Parseval’s formula, in the form

f F(—t)H(t) dt = f fO)R(t) dt,

applied to (5.1.4) gives ®
o) = z_l; T 4 (1@ > o). (5.3.4)

Taking real and imaginary parts separately, we obtain

[+ o]

J®
Uz, y) = J iy ™ (5.3.5)

Ve,y) = () dt. (5.3.6)

1 @
f = x)2+J
Define g and G as in § 5.2, the integrals being now mean-square.
Then we also have

A [ rneta— —i 1) [ aies e
Q(z)-—A/(”)!F( t)e:dt zJ(n)!G( t)edd:
— i J(%) J' G(—H({) dt = —i J(%) f g(OR(E) dt

0 —®

j 90 4. (5.3.7)
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Hence w
U, y) = —'% f (t—ti_):{—yzg(t) dt, (5.3.8)

By the theory of Cauchy’s singular integral, § 1.17, U(z, y) > f(x)
as y — 0 for almost all values of 2, and V(x, y) - —g(2) for almost all
values of z. We now use the following theorem.

THEOREM 92. Let f(x) be any function such that f(x) belongs to
L(0,1), and z-Yf(x) to L(1,00). Let V(z,y) be defined by (5.3.6). Then

Iim{V(x, »+2 f fetd—f@e=b gl _ o  (53.10)
y—0 ks t
v

for almost all values of x.
We know that

w(y) = [ Iftz+t)—flz—1t)| dt = o(y)

for almost all values of . Let x be a point where this holds. We have

= lft2+ (@t t)—fla—t)} dt+
* fa+t)—fa— fat—flz—1) ,
[ f et
R T A A
say. Asy —> 0,

v
I < g f fa+)—fa—1)] dt = o(1),

x+t) f(x
Mal < f @+yi)t
v

9 e T 324y
=2 ], * f gy O
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? w(l) 32 +4-y2
Thy? +o{ J‘(t?+ 2y dt}

1/y
— O(y? Burl o
— O )+o{ f (u2+])2udu} = o(1),
1

and plainly J; = o(1). Hence the result.

Since V(z,y) > —g(x) almost everywhere, (5.3.1) follows from
(5.3.10). The relation between f and g being skew-reciprocal, (5.3.2)
also follows; and (5.3.3) holds as before.

5}

<

a|<~

5.4. In this section we shall show that the same set of formulae
may be obtained from a different source. We can take an analytic
function ®(z) satisfying certain conditions as the original function.

THEOREM 93. Let ®(z) be an analytic function, regular for y > 0,
and let

o0

[ 1@@+iy)| da
exist for every positive y, and be bounded. Then, as y — 0, ®(x-+1y)
converges in mean to a function ®(z), and also ®(x+1y) > O(x) for
almost all x. Fory > 0
O(z) = ! f (D(@ du (ureal).

271 U—z

If ®(z) = U(x,y)+iV(x,y), Ox) = f(x)—ig(x), the functions U, V,
[, and g are connected by the formulae of the prevwws section, and in
particular [ and g are conjugate.

We first prove the following
LeEmMA. Let ®(z) be analytic, and let

o)

[ @@+ipdz p>1)

exist and be bounded for y, < y < y,. Then, asx — +00, O(x+1y) - 0,
uniformly for y1+8 <y < yz—S
Let y,+8 <y < #,—38. Then, if 0 < p <9,

m

P(z) = 1 f ‘1’_(’”_) dw = _l_ f ‘D(Z-}—pe"d’) dé.
2w w—=z 27
lw—zl=p 0
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Hence s o
B0() = 5- f pdp f B(z+pe'¥) dg,
8 2m Up 1-Up
19U0()]| < { f B dpqu} { f f pdpd¢}
’ 1/(: z+8
K(S){ [ f (D (i) P du}
P
Now f |®(u+)|? du

is bounded for y, < v < y,, and tends to 0 as x — oo, for every .
Hence the right-hand side tends to 0, and the result follows.
To prove the theorem, let

869 = o f D(e)e-i da.

For each y this ¢converges in mean, to ¢(t,y) say, as @ — 0. Consxder
however, the integral J- D(e)e-t dz

taken round the rectangle with corners at 4+a-1y,, +-a-1y,, where
0 < y; < y,. The integral along the right-hand side is

Us U

f O(a+iy)e-ta+iv) dy = je-ita f O(a+iy)e' dy,

k4 LA
and, by the lemma, this tends to 0 as a — oo, for fixed y; and y,.
Similarly, the integral along the left-hand side tends to 0. Hence,
as a@ - o0,

a a
J‘ O(z+ iy, )e- e +iv) dg — f O (z+iy,)e~ e+ dx > 0,

—a -a

i.e. ) ewl¢a(t5 yl)—e‘v"ﬁa(t: ?lz) - 0.

Hence the mean-square limit of this sequence over any finite interval
is also 0, i.e. et yy) = er(t, y,)

for almost all . We may therefore write
$(t,y) = e¥(t),
#(¢) being independent of y (e.g. by putting ¢(t) = €'¢(t,1)).
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Also, by Parseval’s theorem,

[ worewa— [ o

— —®

Since this is bounded as y - co, we must have ¢(¢) == 0 for ¢ < 0; for

-5 _5
[ b0 de < o0 [ |g(e) e dt < Ke-tv >,

-5
8o that f [$(2)|2 dt = 0.
Since it is also bounded as y - 0, ¢(¢) belongs to L?(0,00).
Also, ¢(¢)(e-vi—e~3) is the transform of ®(z+iy,)—D(x+1y,).
Hence
[ 1@@+ig)—O@+iy) 2 dz = [ Ip()[Hev—e-w)2 d,
— 0
which tends to 0 as y, > 0, y, > 0. Hence ®(x+¢y) converges in
mean as y —> 0, to ®(x) say.

Next,ify >0, () = - f 3‘_’2 dw,

the integral being taken round the rectangle +a--iv;, +a41v,,
where a > |z| and v; < y < v,. As before, the integrals along the
right- and left-hand sides tend to 0 as a - oo, and we obtain

1 [ ®utiv) 1 [ Dutivy)
00 = 55 [ wbinea® =g | g

But

Putivy) 4,
U~+1v,—2

-0

=2+ ey

'2 ) ©

< f D (u+ivy) |2 du [ du

v~y
which tends to 0 as v, »>c0. Hence
O(z) = 1 Plutivy) 4,

T 2m ) utiv,—z

, (5.4.1)
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and, making v, > 0,
PW) du. (5.4.2)

The integral with z replaced by Z is zero. Putting ®(u) = f(u)—1ig(u),
P(2) = Ux,y)+iV(x,y), we obtain the formulae of the previous
sections; and it follows from the theory of Cauchy’s singular integral,
and (5.3.5) and (5.3.9), that ®(z) - ®(x) for almost all z.

THEOREM 94. If (z) is reqular and bounded for y > 0, then (z)
tends to a limit as y — 0 for almost all x.

For i(2)/(z-+1) satisfies the conditions of the above theorem, and
so tends to a limit almost everywhere.

Notice also that, in the above theorem, () is the transform of
®(x); for, if x(t) is the transform of ®(z), as y — 0,

f Ix(0)—$(t)e~v[2 dt = f (®(2)—O(z—+iy) |2 dz > 0,

@

[ Ixt)—¢@)2dt = o.

Hence x(¢) = ¢(1).

5.5. We also deduce

THEOREM 95. Alternative necessary and sufficient conditions that a
complex ®(x) of L¥—o0,00) should be the limit as z — x of an analytic
®(2) such that ©

f 1O(x+iy)|2de < K

-

are
(i) ®(z) = f(x)—1ig(z), where f and g are conjugate functions of the
class L2
(i) (), the transform of ®(x), 1s null for x < 0.

The necessity and sufficiency of (i) follows at once from the above
theorems.

The necessity of (ii) has been proved in the course of the previous
proof. Conversely, let ¢(x) = 0 for x << 0. Let @ be its transform.
Then

®(u) = Lim.

im ﬁ-"-r—) f eiTig(z) dz.

0
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o0

Then ®(u+1w) is analytic for v > 0, and

Let O(u+1v) =

[ @@tiv)pdu = [ e2vig(x)2 dw < f $(a)|? da.
— o 0 0

Hence, by the above theorem, ®(u-iv) converges in mean, and also
almost everywhere, to ¥'(u) say; and

U @
1 [eizU—1

l' coe1ZI(U~}-‘iv)__ 1 d
= zﬂ>f T )

20

= llm j@ u-+1v) du = f Y(u) du.

Hence ‘Ir"(u) D(u).
The result also follows from the transform formulae; for, if ®
satisfies the given conditions, @, f, and g are related as in § 5.1, and

$(x) = Lim. \7(_;.7.1_) f (flu) —sg(w))e-ir* du

= F(—a)—iG(—x) =0 (z <<O0)
by (5.1.8). Conversely,let ¢(x) == 0forx < 0. Let ®(u) = f(u)—1ig(u),
let a(x) and b(x) be defined as before in terms of f, and similarly
a(x) and B(x) in terms of g. Then

(a:)—}—zb )—#{af(x)+B(x)} = 0 (x < 0),
ie. = —B(x), b(x) = a(x) (x < 0).
Hence g is the conjugate of f, and the sufficiency of the condition
follows from condition (i).

5.6. THEOREM 96. A necessary and sufficient condition that ®(x)
should be the limit as y — 0 of an analytic ®(z) such that

[ 0@+ az = 0@

18 that ¢(x) = 0 for x < —k.

4362 ®
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If k 18 the least number such that §(x) = 0 for x < —k, then

@

lim - log |O(x+1y) |2 dx = 2k.

y—yw
—®

Suppose that @(z) satisfies the given conditions. Let
D(z) = e~*kW(2).

Then f (¥ (x+iy)|? do = e-2kv f [O(z+iy)|2 dx = O(1).

Hence ¥'(z) > ¥'(z) almost everywhere, and, if () is the transform
of ¥(z), Y(z) = 0 for z < 0. Now

¢(x) = Li. m f D(u)e—izv du

= I.i.m.;/(—;—j j Y (u)e-t@+h dy = J(x+k).

Hence ¢(z) = 0 for x < —k; and in view of the above theorem the
argument is reversible. This proves the first part.
Again since ®(x+1y) is the transform of e~*¥¢(u),

j D+ iy) |? dw = j e~ |h(u) |2 du = j e~ h(u) |2 du.

~k

This is < ey f |b(w)|? du;
-k
and, if w(u) = f | (w)|? du,

it equals 2y f e~y (u) du > 2yw(—k+38) f e~2uv dy,
-k ~k+38
= w(8—k)e2*-dw,
Hence the second part.

5.7. For a function having a mean value in a finite strip the
corresponding theorem is as follows.

THEOREM 97. Let O(2) be an analytic function, regular for
' N<Yy <Y

and such that f |®(x+1y)|2 dx

exists and is bounded for y, < y < y,.
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Then the boundary functions ®(x+iy,) and ®(x+1iy,) exist as mean-
square limits, and also almost everywhere as ordinary limits of ®(z+41y).
Fory, <y <y,

[ O(utiy) 1 [ Outiy)
() = 5 2m f u+iy,—2 du — 2m f '''''''''' du

The transform of ®(x+1y) 18 of the form e~*vd(t), where e~*v¢(t) belongs
to L2 for y, < y < ¥s.

This is an obvious consequence of the above analysis, except
perhaps for the existence of the limit of ®(z+-7y) almost everywhere
as y -y, or ¥,. However, the previous analysis shows that

f O(ut-1y) 4.,
u-+tiy,—z

-

tends to a limit almost everywhere as y — y, from above; and

f‘b(u‘}‘i?/z)
u+t1y,—2

is regular for all ¥y < y,, and so tends to a limit everywhere as
y —> y;. Similarly for the case y — y,.

5.8. THEOREM 98. Let f(x) belong to L*(—o0,00). Then
fl@) = fi(x)+f-(2),
where f,(x) belongs to L*(—o0,00), and is the mean-square limit of an
analytic function f,(z), regular for I(z) > 0; and similarly f_(x) 18 the
mean-square limit of f_(z), regular for 1(z) < 0.
Let F(x) be the transform of f(x), and

0
Fu2) = — 2 S f Flue-i=du, f_(z) = f Fu)e-ie du.

¢(2 )

Plainly f,(z) and f_(z) are regular for y > 0, y < 0, respectively. The
rest of the theorem follows as in § 5.4.

THEOREM 99. Let f(x) belong to L*0,00). Then

f&) = fi@)+fo (),
where fi,(x) belongs to L*0,00), and is the mean-square limit as
argz — +0 of an analytic function fi,\(z), regular for argz > 0; and
similarly f_y(x) is the mean-square limit of f_(z), regular for argz < 0.
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This may be deduced from the previous theorem by putting z (of
the present theorem) = e!; or deduced directly from Mellin trans-

forms. In fact
$+io

fole) = 5 F8)z~2ds, fulz)= 5o F(8)z~* ds.
i .!.m f

5.9. THEOREM 100t. If f(x) belongs to L(—c0,0), then
[ttt

exists for almost all values of x.

We may suppose without loss of generality that f(x) > 0. Define
U(z,y) and V(2,y) by (5.3.5), (5.3.6), and let

0@ = Uty =5 [ [ a w>o

From its definition it is clear that U(x,y) > 0
Let Y(z) = e—¥() — g~Uly)-iV(z.y),

Since U(z,y) = 0, |¥(2)| < 1. Hence, as y - 0, ¥(z) tends to a finite
limit for almost all z (Theorem 94); and this limit can be 0 in a set
of measure 0 only, since U(z,y) tends to the finite limit f(x) almost
everywhere. Hence W(z) tends to a finite non-zero limit almost
everywhere. Hence ®(z) tends to a finite limit almost everywhere.
Hence V(x,y) tends to a finite limit almost everywhere. The result
then follows from Theorem 92.

5.10. Hilbert transforms of the class L>.
TaeEorREM 101. Let f(x) belong to LP(—c0,0), where p > 1. Then
the formula

g@) = f f(x+t)_f(x_t (5.10.1)

defines almost everywhere a function g(x), also belonging to L?(—c0,00).
The reciprocal formula °
flz) = —% f g-——-———-—-—(x“)';g(”"‘) dt (5.10.2)

-0

1 Plessner (1). I believe that this version of the argument is due to Little-
wood.
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also holds almost everywhere; and

o

f l9(@)? de < Mp | |f@)P dz, (5.10.3)

y 4

where M, depends on p only.
This is M. Riesz’s extension{ of Theorem 91. There are three cases.
(i) Let p be an even integer. Let

o) = [ 1 @t~ vew+wey w>o.

Consider the integral j {D,(2)}? dz

taken along the straight line from — R+1y to R4y, and round the
semicircle above it. For a fixed a, ®,(z) = O(1/|z]) as |z| - o0.
Hence, making R — oo, we obtain

f (@ (x+iy)}P dx = 0,
ie. J (U, +iV,)» dzx = 0.
Expanding the integrand by the binomial theorem, and taking the
real part,

f {Vg—(fz’)Vg—'-'UH(ﬁ’)V{;-"U;‘,—...iUg; dz = 0.

Hence ngdxg(’;) j VB2 de 4.+ f UP d.

® @ (p—2k)p [ 2k/p
Now f Vg-2kngdx<( j ngx) ( f Ugdx)

—© - —

Writing X? = ( j? g dx)/( f un dx),

- -

-~

it follows that
Xr < (”)Xr—2+(§))cp—4+...+1.

Hence X does not exceed the greatest positive root of the equation

oo+t =0,

+ M. Riesz (1), (2). For another method see Titchmarsh (7).
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and so X< M,
where M,, depends on p only; i.e.

@

] Vede < M% | U?dx.
_fw : |

8

Now
_ 0 _v [l
R < #
v [ Ifop [ -
ele ) < 25 f (t—2)*+y? {.[ t—x)“ry}
_y [ _lor
—1—;:’; (t—2z)*+y? b
f' P wf lf(t)'p"l‘tj(t g§+y2
f @) de. (5.10.4)
Hence [ Gy s <313 | oy ar
Making a - o0,
Viz,y) > V(z,y) = — lf =2 ) de (5.10.5)
“ ’ 7 ) gV

and, making y - 0, V(z,y) > —g(x) almost everywhere, by Thet')rems
92 and 100. It therefore follows from (5.10.5) and Fatou’s theorem
that (5.10.3) holds. (See Titchmarsh, Theory of Functions, § 10.81.)

(ii) Suppose next that p is not an integer. We may suppose
without loss of generality that f(t) = 0. Then U(x,y) > 0, and
Ufz,y) > 0 for y > 0, a > a,.

Some care is now needed in the definition of pth powers. Let

(U +iV)r = elploz(U'+V')+ipnrctan(VlU),

where — 4w < arctan(V/U) < 4w for U > 0. Making U — 0, we

obtain
(VP = [Vpeiior (V> 0),  [V[pe-tior (V < 0).
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With these definitions we have
U+iv
2P-1z

(U+Vyp—(V)P| = p

iV
< pU(U-VH)ip—t < p2e-2(U» - U |V [p-1),
Applying this to U, V,, we obtain

| fw (U AV,)p—(iV,)7} dz| <
[

KAfwm+fmmHm)

But, as before, J' (U, +iVp dz = 0,
and f( ?dz| >R f (zI{])de!= |cos 4 prr| f V|7 da.
- l "o | o
Hence . }
contpr [ W ds < K, [ Uzde+ K, [ O,

and the proof of (5.10.1) and (5.10.3) can now be completed as in the
previous case.
The above proof fails if p is an odd integer. Leaving this case
aside for the moment, we next prove (5.10.2) in the above cases.
We have

?/ ft+x —f
y [ fet+2)—f@)P
<z | T
[ wen—repa<t [ 2L f fet2)—f@)P de.

The inner integral (see Titchmarsh, Theory of Functions, p. 397,
exs. 17-19) is bounded for all ¢, and tends to 0 with ¢; hence the
right-hand side is less than

3
dt
& f¢2+g2 "’ft2+2<Kyf +‘(8yft*+2

< pr/s"*'i”‘
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which tends to 0 by choosing first 8 and then y. Hence for any p
lim j |U(x, y)—f(x)|? dz = 0.
y—=>0 Y
Also, by (5.10.4),
| Wen-Uwpds < ( [ + [ )uora—o
ar @ — 00, uniformly with respect to y. Hence '
| Uz ) —f)i dz > 0 (5.10.6)

as @ - 00, y —» 0, in any manner.
Again, by the calculus of residues,
1 (Dq(z) . .
=P [0 =i >0,
=7

and, taking imaginary parts,
ip f 00 i~ V(6.

Hence the Hilbert transform of U,(z,y) is —V,(x,y), and it follows
from (5.10.3) that, for the values of p already dealt with,

[ Wz y)+e@r <K, [ |Ufz9)~f@)Fdz.  (5.10.7)

Combining (5.10.6) and (5.10.7), it follows that

[ 1@.2)—{f(@)—ig@)} P dz > 0

as y - 0, a —»> 00, in any manner.
Now by the calculus of residues

L f 2. , @2 = Qulétin <.

Making a@ - oo, y — 0, it follows that

1 [ f@)—ig(x) :
5 | ety da = O(E+in),

-
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©

1 —1ig(x) N .
and hence 5 f e E—in dr = 3D(¢é+1in).

-~ a0

Taking real parts,

o0

1 z—¢&
- f (‘9'6“__*_'521;'739(37) dx = —U(§, 7).
Making 7 — 0, the left-hand side tends almost everywhere to the
Hilbert transform of g(z), by Theorem 92; and the right-hand
side (Cauchy’s singular integral) tends almost everywhere to —f(x).
This proves (5.10.2).

(iii) To prove the case where p is an odd integer, we shall prove
that if the theorem holds for any p it also holds for 2p. Since it
holds when p is half an odd integer, it will follow that it holds when
p is an odd integer.

Applying the calculus of residues as before, but now to {®,(2)}?,
we obtain

Lp f ii’!g—;y—)} dx = D+ (¥ > 0),

)
7

1 U:—V24-2iU,F .
oo [ DL e - Uk - VEE DR W ).
Taking imaginary parts, it follows that the Hilbert transform of
U2—V2is —2U,V,. Let y(x) be the transform of U}, and x(x) that

—w

2
of Vu,’ Then z/:(x)—x(x) — '—2UaVa'
Hence Ix(@) P < 2P d(x)|P4-220 | U, T, |7,
[ X@Ppdz <2 [ WP de+2 [ UV, de.
Now [ iumpde< ([ 1tds [ W),

and, by the fundamental inequality (5.10.3) (for p),

] @

f )P dze < K, [ U, dz,

J’ V|2 de < K, f Ix(z)? de.

-0 — 0
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Altogether
f V|2 dx < K, f |U,|% dx + K, (f 14 [2ndxf lmzpdx)

—o —o

3

The result for 2p now follows as in the previous cases. This completes
the proof.

5.11. Tarorem 102.1 Let f(x) and g(z) be Hilbert transforms of the
class L?, and h(x) and k(zx) Hilbert transforms of the class L?’, where
p' = p/(p—1). Then

f f(@)h(zx) de = f g(x)k(x) dx. (5.11.1)

— 0

Ifp=29p =2 and (5.8.3) gives
[ @+r@pde = | {g@)+k@) da, (5.11.2)

and the result follows in the usual way.

In the general case, define U,(z,y), V,(x,y) as before, and let
Py(z,y), @(x,y) be the corresponding functions for ~ and k. We have
seen that the Hilbert transform of U, is —V,, and similarly that of
P, is —@Q,. Since these functions belong to L2,

f @,y By (x.y") de = f Vald, y)@p(@,y") da. (5.11.3)

Making @ -0, y -+ 0, b >0, ¥’ - 0, U, and V, converge in mean to
fand —g, with exponent p; and P, and @, converge in mean to % and
—k, with exponent p’. Hence the result.

ExampLE. Let k(z) = 1/(x—a) (|x—a| > 3), 0 (]x—a| < 3). Then

© a-38
1 hw) gy — 1 __ G L
k(@) = ;P f u—2x du = ;}P{ f (u-—a)(u—.’z)+ J;(u——a)(u——x)}
—® —® a+

IR S P L5
T m(a—z) Cla—8—z|
Hence ., ©
fa—{—x)—f(a—x) 1 a+d—z| dx
sf = f glog) s a”x
R 8+1| dt
=- f g(t+a)log S—--tl 7 (5.11.4)

t M. Riesz (1), (2).
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We can use (5.11.1) to give an alternative proof of the case of
Theorem 101 where p is an odd integer.

Let h(z), k(z) be transforms of L?". Since the theorem has been
proved for p’, on making b -0, ¥’ — 0 in (5.11.3) we obtain

[ Ve yhie) dz = [ Vo, y)ke) o

Hence

o

[ Valz p)k

—

<(£ltupdx) (J: o dz)
Mw(_f: ey ar)” (L o) da]

by (5.10.4) and (5.10.3) for p’. Here k(x) may be any function of
Jm'-
[ Take k) = Wy, y) /P sgn Ve, y).

Then f|1{,|»dx<:M (f e ]Pdt) (f [V]de) v

or fw V,l» dz < M3, f @)1 dt.

The theorem for p now follows as before.

It also follows that, if M, is the least constant for which (5.10.3)
holds, then M, << M,,. Hence, since p and p’ are interchangeable,
M, = M,.

5.12. TaroreEM 103. Let ®(z) be an analytic function, regular for
y > 0, and let w

f D@+iy)rde < K (p>1) (5.12.1)

for all values of y. Then ®(x+iy) converges for almost all x, and also
in the mean of order p, as y — 0, to f(x)—1g(x), where f(x) and g(x) are
Hilbert transforms of the class L.

It is convenient to use the following lemma.
LuEmMMA. Let A, (x) be a sequence of functions such that

b
[ M@ de < K,
while A,(x) — 0 almost everywhere. Then if u(x) belongs to L¥',
b
f A, (x)u(x) dx — 0.
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Suppose first that the interval (a, b) is finite. By Egoroff’s theorem{
A,(z) - 0 uniformly in a set £ of measure b—a—38, and hence

f A, (2)p(z) dx > 0.
E
Also

< (Ci M@)l? dx)””(0£ ) ds)

. , 1/p’
<A( [ @ «zx) ,

CKE

W(@)u(x) dx
CE

which tends to 0 with 8, and is independent of ». Hence the result.
If b = oo, we first take X so large that

a0 ) llp’
&( [ @) i) <
X

fz\n(x),u(x) dx| <
X

and then argue as before with (e, X).

If ®(2) - f(x)—1ig(x), it follows from Fatou’s theorem that f and ¢
belong to L?. We prove (5.4.1) as before, and (5.4.2) now follows
from (5.4.1) by the lemma, taking

M) = @u-+iv)—fl)+iga)} T TY_ ()

u—2+i(v—y)
1
and I.L(I) = i:“x—_*?@
Hence é(z) = 3 U+1V)—3i(P+1Q),

where U and V are (5.3.5), (5.3.6), and P, @ are defined similarly
with g instead of f. Now make y — 0. Denoting by f* the con)ugate
of f, and by g* that of g, we obtain

f—ig = Yf—if*)—bilg—ig*).
Hence f = —g*, g = f* almost everywhere.

That ®(z) converges in mean to f(x)—ig(x) with index p follows
from the analysis of § 5.10.

That ®(z) tends to a limit almost everywhere was deduced by
Hille and Tamarkin (5) from the corresponding theorem for series
(Zygmund, T'rigonometrical Series, § 1.53). It could be proved directly
as follows. If ® has no zeros, the result follows on applying Theorem 93

t Titchmarsh, Theory of Functions, p. 339.
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to {®(z)}i?, Otherwise, let z, run through the zeros of ® in y > 0,
and let n

B =]""2 2,41 |2t

1 l2—2, 2,11 |24

(assuming that no z, is 7). For a fixed n, |B,| > 1—e for y < 7, say,
and all . Let ®(2) = G, (2)B,(2). Then

F . K
_fm |G (x+y)|P dx < (1=
for y < 7. Since G, (x+1y’'), G, (z+1y), (y < y') are related like the
previous ®(2), f(x)—ig(x), it follows from the analysis of §5.10
(especially (5.10.4)) that

[ 1Gx@+ig)» de < K’

for all y, K’ depending on K and p only.
If ® has an infinity of zeros, a little consideration of Carleman’s
formula (Titchmarsh, Theory of Functions, § 3.7) shows that

2 1z)/(1+ 2,1
is convergent, and hence that B(z) = lim B, (z) and G(z) = im G, (2)
exist and are analytic. It follows that ®(z) = G(z)B(z), where G(z)
satisfies (5.12.1) with some K, and has no zeros, and |B(z)] < 1.

Hence @G(z) tends to a limit almost everywhere, as before, and so does
B(z), by Theorem 94.

5.13. THEOREM 104. Let f(x) belong to L? (p > 1), and let g{x) be
its conjugate. Let A(x) belong to L9, where ¢ > 1, pq < p+q, and let

@ )

h(z) = f AO)f@—t)dt,  k(z) = f At)g(z—1) dt.

Then if pg < p+¢, h(z) and k(x) are conjugates of the class LY, where
P = pq/(p+9—p9). If pg = p+q, h(z) and k(z) are conjugates, in

the sense that e
k(z) = 1 f h(z+u)—h{z—u) du,
T u
—0

and recsprocally, for all values of x.

(i) Suppose first that pg < p+q. Then A(x) and k(x) belong to
LP, by Lemma 8 of § 4.2. We have to prove that they are conjugate.
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Let ®(z) be the analytic function of which f(x)—g(x) is the
boundary value, and let

¥(z) = f A)D(z—1) dt  (y > 0). (5.13.1)

1t follows from the lemma of § 5.4 that ®(z) is bounded in any strip
0 <y <y<y, Hence

- -
} f Aty (z—t) dt\ < f (@) - |B(z—1) |Pld |®(z—2) |17l di
T T

< K(yy, ?/2)( JT‘ [A(2)]? dt)w( f |B(z—1)|P dt)w.
T T

Hence the integral (5.13.1) converges uniformly in y, <y << ¥,.
Hence ¥'(z) is analytic for y > 0.
Also, by Lemma B of § 4.2,

fm |¥(2)|P dz < ( f IA(t)]2 dt)qu( f IO(z—1)|» dt)Plp,

which is bounded; and similarly

j? |¥(2)—h(x)+ik(x)|F dx

-

< ( fw I/\(t)lﬂdt)m( f D(a—t)— flz—t)+ igla—1)[? dt)P"',

which tends to 0 as y - 0. Hence, by Theorem 103, k(x) and k(x)
are conjugate.

(i) If pg = p+gq, it is known that h(x) and k(x) are continuous,
and tend to 0 at infinity.}

In this case the integral defining A(x) converges uniformly over any

finite range. Hence
A

A @
1 f Mz+u)—hz—u) du = }T f % f A f(x+u—t)—flx—u—t)} dt

kg
] 3 A

@ A
_1 fetu—t)—fle—u—i)
! i () dt af - du

= [ XtHgste—t)—ga(z—0)} dt,

t See Titchmarsh, Theory of Functions, p. 398, exs. 20, 21.
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[+ o]
where = —l-f ~x+t)_f __t
w
3

Now gs(x—t) > glx—1),  gi(x—1t)—>0

as 8 - 0, A — o0, for almost all 2. Hence, by the lemma of § 5.12, it is
sufficient to prove that

[ lgs(@)l? dz < K

for all 5. By (5.11.4)

1 o
gs(r) = = j g(t+z)log §+ bt
s o
Hence -
v r p=1
o=l P f lg(é-+=)1/log 8+t“|t|( f '10 ‘8_}_’“&)

<Afmwmwm

il
lt)’

by putting ¢ = 8u in the last factor. Integrating with respect to
2 and inverting, the result now follows.

5.14. The case p = 1. We have so far supposed that f(x) belongs
to LP, where p > 1. The general Theorem 101 fails in the case p = 1,
in which f(x) belongs to L. We have seen (Theorem 100) that g(x)
still exists almost everywhere in this case. But g(z) does not neves-
sarily belong to L. Suppose for example that

1
= . < 0).
JO = 1og €>0 0 <0
Then for z > 0
1 1) 1 f i 1
g(==) = P f dt > w ) 2xtlog¥  2mxlogx’
. 0

Hence g(z) does not belong to L. In fact it is possible to construct
examples in which g(z) does not belong to L over any interval,
however small.

We have, however, the following theorem.}

1 Corresponding to a theorem of Kolmogoroff on Fourier series; soce Littlewood
(1), Titchmarsh (13), Zygmund, Trigonometrical Series, § 7.24.
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THEOREM 1056. Let f(x) belong to L(—0,0). Then the formula

g(z) = }r f f(i“fﬂjf == 4 (5.14.1)
defines a finite g(z) for almost all values of x, and
Ig(x)l"
T dx (5.14.2)

—o
18 convergent if 0 < p < 1.

We may suppose without loss of generality that f(t) > 0, and that
f(@) is not null. Let

O,(2) = f O 4= v, w>o)
as before. Then - a
J@)
Uylar,y) = | oy d >0

if ais large enough. Let 0 < p < 1, and let
{(pa(z)}p = (U,+iV,)? = etp108(Us+Vy)+ip arctan(V(Uy)

where —4n < arctan(V,/U,) < 4n. For a fixed a, ®,(z) = O(1/|z])
as |z| - o0, and the calculus of residues gives

[ @0 0, o 0<y<)

2+]_
1 s 1
Now @i =z [ [ < f fo)] de.
C (Ui
Hence f ATl dzl < K,. (5.14.3)
U >0|V|>1,
U+ivV ‘
(U+ivp—avy=|p | w7l dy < pUIVIP < U,
(14

whileif U > 0, [V| < 1,
(U+iVP—GVP| < (U+1)P+1 < U+2.
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Hence

(Ua+'V )p__ "'V )p
f 22+1

U+2

24 l

-~

¢ _Y ()
= ff(t) dt +27 < ff(z) dt +2m.  (5.14.4)
From (5.14.3) and (5.14.4) it follows that

AL '
[ ol < K,

— @

Now
R (U = |V, Ip( —y%+1)cos §pr+2xy Sin?‘_.p‘rr ~ K Yal” 1AL
2241 (x2—y241)2da2y? P2l
for sufficiently small y and all . Hence

AL
fxﬂ—l dxr < K,

-0

and the result follows as in the proof of Theorem 101.

5.15. Lipschitz conditions. THEOREM 106.1 Let f(x) belong to

L? (p > 1), and let it satisfy the Lipschitz condition
fle+h)—f)| < K[p]* (0 <a<1) (5.15.1)

uniformly in x, as h — 0 (say for all x and 0 < h < 1). Then Hilbert’s
reciprocal formulae (5.1.9), (5.1.10) hold for all values of x; and g(x)
also belongs to LP and satisfies a Lipschitz condition with the same o
as f(x).

In this case the integral (5.1.9) plainly exists for all values of z.

We next observe that if f(x) satisfies the given conditions then it
is bounded—in fact it tends to 0 as z - c0. For since f(x) is continu-
ous, the points where [f(z)] > & > 0 form a set of intervals. The
length of such an interval (z,, z,) tends to 0 as x; - co, since

(@r—zp? < [ If(@)} dz > 0.

t+ Titchmarsh (5). The result corresponds to Privaloff’s theorem for Fourier series.

S8ee Zygmund, T'rigonometrical Series, § 7.4.
4362 L
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Now since |f(z,)| = 8,

If@)| < Ifle)| +1f@)—flx,)] < 8+ K|z—zy]* < 0+ K |zp—2, [
which tends to 0, by choosing first 8 and then z,. Hence f(x) - 0.

It follows that if (5.15.1) holds for small % it holds for all &, with

a possible rechoice of the constant K.
Now as y = 0,

Vi y)+ga) = f (} i ){fx+t ) fla—t) dt
0

Also

1 t—:c
,n. _[o { 15)2+y2}2

«©

l 3 1 y
- f (t2+ f (t+2) dt = —~ f Ty {f(t+x)—f )} dt

Hence, taking & > 0,
lg(x+h)—g(x)|

< lg@+R)+V(z+h, k)| +|V(x+h,h)—V(x, k)| + |g(x)+V (2, h)|

z+h

= 0(ha)+0(

)+0 he) = O(h%),

§
80 that g(x) satisfies the required Lipschitz condition.
The reciprocal formula (5.1.10), already known to hold for almost
all values of z, now holds foxj all values of z, since each side is con-

tinuous.
If « = 1, we obtain similarly

1 ©
v 2 ds
s 0( f (" 2)2’”'”)+0<f t“)
1

a1 lu -1] 1
= 0(5 AT [u|du)+0(l) ( logz-;),

-1y
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and it follows that
g(x+h)—g(x) = O(|h|log 1/|R]).

5.16. The allied integral. We next return to the allied integral
(5.1.7), which is formally equal to g(z). We can now prove the
following theorem.

THEOREM 107. Let f(x) belong to L(—o0,0). Then, for any positive
a, the allied integral is summable (C, «) to g(x) wherever

o) :717 J f(_“:_tf);;f@ff) dt (5.16.1)
—0

A
exists, and f |[f(x+t)—flx—t)| dt = o (R); (5.16.2)

and so almost everywhere.
It is plainly sufficient to suppose that 0 << o < 1.
We have to consider

A ©
lim (1——;)adu f Sflx+t)sin ut dt
A0

A

= lim f (fe+t)—f—1)} dt f (1—-})asinut du.
: :

Now
A

1
f(l——;_f)asinut du = Af (1—v)%sin Aty dv
(1]

0

1
— %[(l—v)“cos Atv]; +ft'f f (1—v)*~1cos Atv dv
0

M
1 o cos(At—w)
= | e .
0

K(x)

Hence e

A
[ (l—l—l')asinut du———l- <

A ¢

It follows at once that, if 8 > 0,

@© A ©
111‘; f {f(x+-t)—flx—1)} dt f (1—§)sin ut du = J.f(x_ti)w;ﬁx:—t) dt.
] 0
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Also
5 A
f (f(e+-t)—f@—1t)} dt f (l——;)sinut du
1/A 5 0 s
1A 1/A

and, if (5.16.2) holds, the last term is
]

t
[Aatlm | lf(x+u)—f(x—u)ldu] +

1/A

8 1
4D f at [ ft+u)—z—) au

Ax ] ger2
1A 0

]
- 0(1)+0<Xl& f tf’ii) = o(1)

1A
by choosing first 8 then A. Finally,
1

A
| wu\* .
1Y
ff( /\) sin ut du

o

< KA,

and

) 1
(f(e+t)—fla—t) dt f (l—-;f—)sinut du,

1/A
< KA f [f(@4-t)—f@—t)| dt = o(1).

This proves the theorem.

5.17. Application to Fourier Transforms. In this section we
make an application of the theory of conjugate functions to the theory
of Fourier transforms. There is one respect in which this theory is still
incomplete. We have shown that if f(z) belongs to L? (1 < p < 2) then
f(x) has a transform F(x) belonging to L?, and F(x) = lLim. F(z, a).

We have not yet been able to show that the reciprocal relation
J(x) = Lim. f(z, a), where

Voo
flx,a) = «/(277):[ F(t)e-i= dt,

also holds. We can now supply this point.}
1 Hille and Tamarkin (3).
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THEOREM 108. If f(x) belongs to LY (1 < p < 2), then
flx) = Lim. f(z, a).

It follows from Parseval’s formula (as in the proof of Theorem 58)
that

T“)——J.f sm(:c u du

_ sinza p J‘ f(u)cos'aa du — 5% p - f(u)sinuqdu
o T—u

~~ 00
=: sinxa ¢,(x)— cos xa ,(x)

say, the integrals being principal values at « = 2. By Theorem 101

{ o) P dx < K, f [fu)cosual” du << K,

— @ -0 —_

and similarly for (). Hence

()| du,

83

£}

[ 1w de < [ (22Iga@)P+27 1 (@)7) dz < K, | |f)l? du.

-

This proves that j [f(x)—f(x,a)|? dx

is bounded as @ — c0. We have to prove that in fact it tends to zero.

We can construct a step-function f*(x), zero for (x| > X, and such
that ©
[ @) =fr@)rdz < e.

-~

Now

(“_E If@)—f(x,a)? dx)”p < (E f@)—f*(x) P dx)””..{.

([ ver-mear )+ [ rea-ear i)

= JUr Jie | Jyr,
say. By hypothesis, |J;| < €; and by the above method
| < Kol < Kje
Also f*(z,a) - f*(x) boundedly in any finite interval, say (—¢,£);
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now if ¢ > 2X,

f If*(@)—f*@,a)|? dz = ' j f*(t)sm ’dt dx

dx<Kf X)p(f ]f*t)[dt)

We can choose £ 8o large that this is less than e, for all a; and, having
fixed ¢, ¢

[ \f*@)—f*@ )l dz > 0

<K, f’ If*(t)ldt

by bounded convergence. This completes the proof.

5.18. Further cases of Parseval’s formula. We have already
seen that (2.1.1) holds if f and @ are L? (1 < p < 2). If fand g are
the given functions, and belong to L?, L?" respectively, we cannot
state the result, because the existence of ¢ is not known. We require
an additional condition.

THEOREM 109. Iffi.s Lr (1 < p < 2), and g 18 L? and L', then

lim J F(x)G ) dx = ffx)g

Let G be the transform of g. Then
G) (lz] <A), 0 (lz] >A); g(=,2),

defined as in (3.1.2), are transforms of L?2; and the former is also L?.
They are therefore transforms of L?, L', and Theorem 75 gives

A @
f F(2)G(x) dx = f f@)g(—z,A) d.
A —
As in the previous section

and the result follows.

TaEOREM 110. If fis L? (1 < p < 2), g 18 L¥, and the integral for
G 18 uniformly convergent in any interval 0 < 8 < z < A, then

-8 A ©
im (jA +] Pt as = | fetade
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We can now prove by uniform convergence that
Glz) B<lel<A), 0 (=] <8, x| >2)
is the transform of

! f g(u)SRAU ) —sind(u—2) g
kg U—z
The proof now goes as before, but to complete it we want

-]

lim f flz) dx f g(u)w:-@ du =0

30 U—x
Now
f g(u)s.’."_‘é(“‘,.‘@ dul
U—2x

z+1/8 l

<

<3 fs lg)| (f ¥ f )nu Il du-so
x—1/

as 8 > 0, for any fixed z; and, as before, ltb mean p'th power is
bounded. The result therefore follows from the lemma of § 5.12.



VI
UNIQUENESS AND MISCELLANEOUS THEOREMS

6.1. Uniqueness of trigonometrical integrals. THE classical
uniqueness problem for trigonometrical series is to show that if

0
da,+ 3 (a, cosnxz+b, sinnx) = 0
n=1

for all values of z in (0, 27), or all values with some exceptions, then
a, = 0, b, = 0 for all values of n.
The corresponding problem for integrals is to show that if

f{a(y)cos xy+b(y)sinzy} dy = 0 (6.1.1)
0

in some sense or other for all values of x, possibly with some excep-
tions, then a(y) = 0, b(y) = 0 almost everywhere. A more general
problem is to show that if a given function f(x) is represented by a
trigonometrical integral,

[ {aty)cos wy+b(y)sinzy} dy = f(x), (6.1.2)

in some sense, then the integral is necessarily of the Fourier form,
i.e. in some sense

a(y) = % f f(x)cos xy dx, by) = ;17 f f(x)sinzy dx.

Owing to the symmetry of the Fourier integral formula between a
function and its transform, in the integral case this is not, formally,
a new problem. It simply amounts to the question whether a(x) and
b(x) are representable by Fourier integrals; and in some cases the
answer follows from theorems which we have already proved.

Suppose, for example, that a(z) and b(z) belong to L(0,c0), and
that @
[ {aty)cos zy+b(y)sinay} dy = o
0

for almost all values of z. Adding and subtracting the formulae with
z and —z, it follows that both
f a(y)cosxy dy = 0, J‘ b(y)sinzy dy = 0

0

v
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for almost all x. By Theorem 14 (for an even function)

A ©
lim 2 f (l — %) cosxu du f a(y)cosuy dy == a(x)
A—>0 T P A J
for almost all z, and in this case the left-hand side is 0 for all z. Hence
a(x) = 0 almost everywhere. Similarly b(z) = 0 almost everywhere.
Theorem 22 can be used to give the same result.
Suppose, again, that a(y) belongs to L20,00), and that

j a(y)cosxy dy = 0
0
for almost all values of x. Since the limit and mean limit of a
sequence, if they both exist, are equal almost everywhere, the cosine
transform of a(x), in the sense of Theorem 48, is null, and hence a(x)
is the mean limit of a sequence of null functions, and is therefore null.
The uniqueness theory of Fourier series suggests a different type
of theorem, in which the possible values of z for which (6.1.1) fails
are much more restricted, but in which a(x) and b(z) do not neces-
sarily belong to L-classes. The main difference between the theory
for series and that for integrals is that the convergence of 3 a,, cos nz,
for example, in a set of positive measure, implies that a, - 0; but
the convergence of o
f a(y)cosxy dy
0
does not imply that a(z) > 0 as  — co0; for example, the integral is

convergent if a(x) = e“cos e?*.

6.2. The expression
fim @+ + 0 =)~ 20() ©2.)
h—0 h?
is called the generalized second derivative of ®(x). The uniqueness
theory of Fourier series depends on the theorem of Schwarz (see
Titchmarsh, Theory of Functions, § 13.84), that +f ®(x) 18 continuous,
and has at all points of an interval the generalized second derivative 0,
then ®(z) is a linear function in the interval. Here we shall proceed at
once to the general problem with f(x), and use
THEOREM 111.1 Let O(x) be continuous in (a,b), and have at every
point of this interval a finite generalized second derivative f(x), which

t Do la Vallée-Poussin, Cours d'analysc infinitésimale, 1914 ed.
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belongs to L(a,b). Then

D(x) = [du ff(v) dv +ag+a,x (@ < x < b), (6.2.2)
where a, and a, are constants.
We first prove two lemmas.
LEMMA 1. Let O(x) be continuous in (a,b), and let
T— @@+h)+-O(x—h)—20(x)

Tim = i (6.2.3)

be > 0 for every = in (a,b). Then no part of any arc of the curve

= ®(x) can be above its chord.

Suppose that some points of an arc (z;,z,) lie above the chord,
PQ say. Let

() = O(@)+ belz—z))(@—12) (€ > 0).

Then, if € is small enough, some points of the corresponding arc of
y = @ (x) will lie above the chord. Let M be such a point of this
curve, whose distance from P is not less than that of any other
such point. Let x be the abscissa of M. Then, if A is the tangent of
the angle which P makes with the z-axis,

Oz +h) -0 (x) P (2) - (x—h)

h ~x M h = .
Hence D (z+h)+D (x—k)—2D (x) < O,
i.e. O(x+h)+Px—h)—20(x) < —¢,

for all small 5. This contradicts the hypothesis, and the result
follows.

LemMa 2. Let ®(x) be continuous in (a,b), and let (6.2.3) be > 0
for almost all x in (a,b) and be nowhere —co. Then mo part of any
arc of the curve y = ®(x) can be above its chord.

If (6.2.3) is nowhere < 0, the result follows from the previous
lemma. Otherwise, let ¥ be the set, of measure 0, where (6.2.3) < 0.
Lett x(x) be a non-decreasing absolutely continuous function such
that x'(z) = + oo in E, and x(b)—x(a) < e. Let

xi(z) = f x(u) du.

a

1 See e.g. Titchmarsh, Theory of Functions, §11.83.
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If z is a point of E, and M any positive number, however large,

Hence, if 1 < 8,
xl(x-l—h)-}-xl(.zz—h) 2x:(x - f {x(@+u)— x(@—u)} du
h
hlzf 2uM du = M,

and so the left-hand side tends to infinity as & - 0.

Let Q(z) = O()+ X ().
Then ——Q(x+h)+Q(x h) 29_(?5) >0
h—>0 h2

for every z in (a,b). Hence no part of any arc of y = Q(x) can be
above its chord. Since this is true for arbitrarily small €, the same
result follows for y = ®(x).

Proof of Theorem 111.

Let p(x) = min{f(z), n}, q(z) = max{f(z), —n}.
Then p(z) < f(z) < ¢(x), and, since f is integrable, so are p and gq.
Let . .
P(@) = [ pw)du, o) = | py(u) du,

and similarly for ¢.
Then g¢,(x)—®(z) has almost everywhere the generalized second
derivative g(z)—f(z) > 0, and

) aae = —2t) f du f a(v) dv

z+u
szdu f (—n)dv = —n.

Hence the generalized second derivative of g,(x)—®(z) is nowhere
—oo. Hence no arc of y = g,(x)—®(z) is above its chord.
The chord through the end-points @ and b is

Y = o {aa(b)—D(b)+0(a)) ~D(a),
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and hence

0a(2)—O(@) < T (0:(6)—OB)+ (@)} —0(a) (@ <z <b)

Similarly, no arc of y = py(x)—®(x) is below its chord, and it
follows that

Pofa)—0() > T (pyb)—D(b) +D(@)}~D(a) (o < = < b).

Making n — o0, p,(z) and g,(x) both tend to the limit

fu@) = [ du | o) do.

Hence
@) —0@) = T {f,(6)—D(b)+D(a)}—D(@) (a <z <b),
the desired result.

6.3. THEOREM 112. Let a(y) and b(y) be integrable over any finite
interval, and zero in an interval containing the origin. Let

[ {aty)coszy +-b(y)sinzy} dy = f(z)
0
for all x in a certain interval. Then
—>0D ) dy
0@ = — | {alyioszy+bly)sinzy) ¥

exists for every z of the interval, and has the generalized second dertva-
live f(x).

The convergence of the integral for ®(x) follows from the second
mean-value theorem. Now

— 908 4cin?ihu S®
(x+k)y+ (x —h)y mxy 4sin*}hy sin™Y
Hence
O(x+h)+O(x—h)—20
(x-+h)+ (h:*?2 ) f{a )eos xy -+ b(y)sin vy} lejzhyd Y,
(6.3.1)

and it is sufficient to prove that this integral converges uniformly
with respect to & for & > 0.
Let [ {a(y)cos xy+b(y)sinxy} dy = r(¥),
v
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so that |r(Y)| < e for Y > ¥y(e). Then
4 sin*thy |

e Y

_ 4 sin*}hy 4sin%hy
”'[ "W ey ] .[( d./( h?y? )"”§

— €4sm2%hY0 Le f ‘ (4sm2§hy) dy

= h2Y?
d 4sm21}u
0
for all ~ > 0; hence the result.

f {a(y)cos xy+b(y)sin zy} -

du = Ae

6.4. We shall now prove the uniqueness theorem on the assump-
tion that a(y)/(14y?% and b(y)/(1+4y?) belong to L(0,00). Later it
will be shown that this condition is superfluous.

TuEOREM 113.1 Let a(y)/(1+y?) and b(y)/(1+y?) belong to L(0,00),
and let o

[ {a)eoszy+by)sinzy}dy = fl) . (6.41)
0

for all values of x, where f(x) i8 everywhere finite and inlegrable over
any finite interval. Then for almost all positive values of y

A

a(y) = %}1_12) (1 — '-:—I)f(x)cos xy dex, (6.4.2)
) A

by) = ~ lim [ (1-‘%) flz)sinzy da. (6.4.3)

In particular, if f(x) = 0, then a(y) = 0, b(y) = 0 almost every-
where.

The condition (6.4.1) may be broken for a finite set of values of z,
provided that a(y) — 0, b(y) - 0, as y — co.

By replacing z by —z in (6.4.1) and adding or subtracting, we
obtain similar formulae with’ the cosine or sine integral only. We
may therefore consider them separately.

t Pollard (3), Jacob (2). The unrestricted result follows from Offord (7); the proof
given here is by Offord and the author.
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Suppose first then that b(y) = 0. Suppose also that a(y) = 0 for
0 <y <3, and let

a(y)
O@) = — | " coszy dy. (6.4.4)
[

By Theorem 112, ®(z) has the generalized second derivative f(z),
and here f(z) is integrable. Hence, by Theorem 111,

D(x) = fdu 'rf(v) dv +p+gr,

where p and g are constants; and ¢ = 0 in this case, since ® and f
are even. Writing

fiw) = [ fo) dv,
0
we have O(x) = ffl(u) du +p,
0

A

f ( ) (x)cosxy dx = ffl 'c){cosxy-}-(l— )Jsmxy} dx
- [+ (- )W_,,;]*+

+ f(b {2_y>s_1nx‘/ (1—;)005:1:3/} dx

A
%)%()E'\_y p 2y f O(z)sinzy do — f (1—;)¢(x)cosxy dzx.
0 (6.4.5)
Since a(y)/y* is L, (6.4.4) and Theorem 14 give
A
i _Z — 12 %)
}112 (1 A)d)(x)cosxy de = —in o (6.4.6)

almost everywhere. Also ®(z) - 0 as x - 0, by Theorem 1, so that
the remaining terms in (6.4.5) tend to 0 as A > co. Hence

A
lim (l———)f(:c)cosxy dzx = ima(y), (6.4.7)

A

the required result with the conditions stated.
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To remove the restriction that a(y) = 0 over (0, ), let

as(x) = a(x) (x>=3), 0 (x<3),
]
and let fa(y)cos xy dy = x(x).
0
Then the result already obtained shows that

A
tim [ (1= 2){fte)—xtacosay d = st
0

almost everywhere. Also, by Theorem 14,
A

lim (1 - ;) x(x)coszy dx = 0

A=

for almost all y in (8,00). Hence
A
}im f (l——;)f(x)cos zy dx = 3maly)
0
for almost all ¥ in (8,00), and so, since 8 is arbitrary, for almost all
in (0,00). This is the required theorem for the cosine integral.
Next let a(y) = 0, and suppose that b(y) = 0 in (0,3). Let
Y(x) = f @) sinzy dy. (6.4.8)
0
Arguing as before, we obtain

x) = fdu ff(v) dv +qx,
o 0

f (l —_ :-;-)f(:c)sin zy dx = f{fl(x )+ }{sm az (1 - g:) y cos :cy} dx
‘F(/\);m Ay 2y f ¥(2)cos zy dx —y f (1—- _) ¥(x)sin xy dx.

(6.4.9)
The proof now concludes as in the cosine case.
If there are exceptional points where (6.4.1) does not hold, the
argument merely shows that

y = O(x)— fdu ff(v) dv (6.4.10)
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is a linear function in the intervals between these points. But now, if
la)] <e bly)| <e for y=A,

f {a(y)cos 2y +b(y)sin 2y} : s;n:/thy dy;
0
A
h
< [ a1+ b dy +2¢ f“’,,“zi Yy
0 a

< K(A)-+Ae/h.
Multiplying (6.3.1) by A, and choosing first € and then #, it follows

that
. (D(x+h)—D(x) P(x)—D(x—h)]
}.l_r.ré{_-_h‘“_“_ B } ‘} = 0.

Taking z to be one of the exceptional points, it follows that the slopes
of the straight lines which make up the graph of (6.4.10) are the same
on each side of the point. Hence (6.4.10) is a single linear function,
and the result then follows as before.

6.5. To remove the restriction on a(y) and b(y) we require some
more preliminary theorems.

TugoreM 114. If f f(t)cos yt dt
V]

converges uniformly in any finite interval, to \|(3=)F,(y) say, then

lim (3) f (k—%)ﬁl(y)eosxy dy = (@)

A—>® W
0

Jor almost all x.

This is merely a variant of Theorem 20; the proof is substantially
the same, depending on the particular case of the data, that

[ 10w
0

exists.
We require a similar theorem for the sine integral, but in this case

the argument is more complicated.
THEOREM 115.1 Let x, e a sequence of numbers tending to infinity,
such that x, 2k, , (n=23,..),

1 Cantor (1).
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where k > 1. Then, given any interval («,B), there 13 a number Q in
(o, B), and a sequence of integers y,,y,, ..., such that
z,Q—(2y,+1)~>0. (6.5.1)
Suppose that 0 < « < B, and divide («, B) into three equal parts
(a0, 9), (,93), (8,B). Let z, be the first of the z, which is greater than
both 3 ond 6
(;k—1)(B—a) [
Choose y, so that (2y,+1)/z, falls in (y,8). This is possible, since
z, > 6/(B—a). Then determine y,,,,¥, ., ... 80 that
|2t D= 2yt 1 %22

n

<1 (n=vyv+1,..).

If in any case there is more than one such y,, ,,, take the least; the
process is then unique; y;, ..., ¥,_; can have any values.

The numbers z, and y, now determine a sequence of fractions
(2y,+1)/z,, which tend to a limit Q; for, by the above inequality,
Ynemt1_ 2yn+1| < -

Lpn+m

--«——{- —i——»—A—)O

n+l xn +m

Also
o 2at1

n

1/1 1
Sataat SnlErE ) “aeon

z1L+1 Tni2

so that (6.5.1) follows. Finally, Q is in (a, B), since

2y,+1 1
lg” z =) Sz ,(k iy < 3B—)

1 4

THEOREM 116. If f d(u)sinzu du
0

18 convergent for all values of x, then as n - oo

n+é

r, = max f¢(u)du—>0
0<é<1

If the theorem is false, there is a positive ¢ and a sequence n, such
that |r, | = ¢; and from this sequence we can select a sub-sequence
n, satisfying n, > 2¢-'n,_,. Hence there is an z in (0,}n), and
integers y,,¥s, ..., such that

2zn, [m—(2y,+1) > 0.
Hence, if u is large enough,

Imy.—(yp.-"'%)"l < é"'

4363 M
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Hence, for n, < u < n,+¢§, where £ < 1, zu—y, = lies between }r
and }=; hence sinzu is monotonic in at most two intervals, and
|sinzu| > 1/v2. If e.g. sinzu is steadily increasing,

ny+¢ ng+§¢ nu+é

f (u) du = f plu)sinzu , f é(u)sin zu du

sm xu sm xn

by the second mean-value theorem, and the rlght-hand side tends
to 0. Similarly in other cases.

TaEOREM 117. If f f(t)sinyt dt (6.5.2)
0
converges uniformly in every finite interval, to \/(3m)F(y) say, then
A
. 2 Y .
lim (—) f ( ——)E(y)smxy dy = f(x) (6.5.3)
A—® W /\

Sor almost all x.

We can insert (6.5.2) in (6.5.3) and invert, by uniform convergence.
We obtain

—> 0

1 1—cos A(x—1) 1-—cosX(x+t)
: f f(t){ N e }dt. (6.5.4)

Let T' > x, and consider
$(n+DajA

= Jhempas ([ 31 Pemita

where N is the integer next above 2A7 /. By the second mean-value

theorem
7
J@)cosAt 1
e dt = 0{)&(5/7\)5 ! ) dt},
inm/

where inmA < € <7 < 3(n+1)m/A. By Theorem 116 the last
integral tends to 0 as » - oo, uniformly for A > 2/7. Hence

A = A A 1
I=ofgt > ) =(5)=(z)
uniformly with respect to A. Similar arguments apply to the rest of

(6.5.4) with ¢t > 7. Also, for a fixed 7', the part with ¢ < 7' tends to
f(x) almost everywhere. The result therefore follows.

n+1)m/A
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6.6. THEOREM 118. The results of Theorem 113 hold if a(y) and
b(y) are integrable over any finite interval, and (6.4.1) holds.

We again define ®(z) by (6.4.4), but now the integral is not neces-
sarily absolutely convergent, and ®(x) does not necessarily tend to
0 at infinity. However, since

Y
f u) du — limit

as J-—)CO (by putting z = 0 in (6.4.1)), and
(y)

coszy dy = al()_’ cost n J‘ {xsmxy 723;2@} dy,
the integral (6.4.4) converges uniformly over any finite interval.
We therefore deduce (6.4.6) from Theorem 114. Also

o]

o) = — [ @52+ 2 %™ dy — o (o)

as x — 00, by Theorem 1; and, for a fixed y,

@

A A
fd)(x)sin zy de = f [o (1)— f a,(u) :rrs;r;xu du}sm xy dx
[}] 0

y+1

— o=} f ) o) _1zeonkuy)_

u? u—y u—y
w+1
_AsinA(u+y) lteos)@(wzz)} du = o))
u+y u+y

as A »>oo. Hence (6.4.7) again follows from (6.4.5).
In the sine case we obtain (6.4.8) as before, but now we get no result
by putting x = 0 in (6.4.1), and we have to use Theorems 115-17.
We have
mn/x n v+ Da/x

f (y)smxydy—(f + f + i{‘ );y)smxydy

V=M vmle Yn + Vmfz
The second mean-value theorem gives
v+ iz 7
2
l—;%)sin xydy = 0<% f bly) dy),
3

dvnr/e
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where jvmr/z < £ < 9 < }(v+1)n/z; and the last integral is o(1) as
v« 00, >0, and is o(1/x) as v >0, z - 0 (by considering O(1/z)
terms of type r,). Hence as x tends to 0 or o0

Vs
5) gin 2v dy — {2(1 l)l — (‘.".i'_l)
”f 4t sinxy ay olx +:c m} 0o ™

Hence (6.4.8) converges uniformly over any finite interval, and
¥(x) = o(x)

as x —>oo. Also

A
f Y(x)cos xy dx
1]

. _ b(u) 1—cosA(u+y) , 1—cosA(u— y) —

v+1
as A - o0, by an argument similar to that just used for ®(x). The
result now follows as in the previous case.
We can also state the above result as a direct theorem on Fourier’s
integral formula.
THEOREM 119. Let f(x) be integrable over any finite interval, and let

p—>

I
lim f f(t)cosxt dt, lim J. J(t)sinxt dt
| et “p

have finite values for every x, and let these values be integrable over any
Jinite interval. Then

A
f(x) = hm ( |ul){y*m j J(2)cos u(z—t) dt} du.

A-»0 T

6.7. Integrals in the complex form. The result in this form is
THEOREM 120. Let F(y) be integrable over any finite interval, and let

lim ¢(2 ; f Fy)e-= dy = f(z) 6.1.1)

for all values of x, where f(x) 18 everywhere finite and integrable over
any finite interval. Then for almost all y

Fly) = lim «/(2 : f ( 'x') fla)ei=v da, (6.7.2)

In particular, if f(x) = 0, then F(y) = 0 almost everywhere,
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Since

A
[ F@)e=v dy
22

A
= 2 [ [{F(y)+ F(—y))cos zy—i{F(y)— F(—y)}sinzy] dy,

the theorem is equivalent to Theorem 118.
There is a specially simple argumentt for the case f(x) = 0. Let

Fx) = f F(u) du.

0

Then
A A
f F(y)e-izv dy = F,(A)e=i"A— F,(—A)eiz) +ix j F(y)e=irv dy.
-2 -2

Replacing by —=, and adding,

A A
f F(y)cosxy dy = {F,(A)—F,(—A)}coszA+z | Fy(y)sinxy dy.
o) A
A
Now EM—F(-N = [ Fly)dy—>0
)
as A - 00, as a particular case of the data. Hence
A
lim z f F(y)sinzy dy = 0,
A= o)
A
and so Alim J. {F(y)—F(—y)sinzy dy = 0
0

for x # 0, by the above argument; and for x = 0 bccause the
integrand is 0.

We deduce that Fy)—F(—y) =0

from Theorem 118; but now b(y) is bounded, and all that we want
about ¥(x) is obvious from its definition. Hence

F(y)+F(—y) = 0.

The argument applies equally well with F(y)ei?, with any ¢, instead

of F(y). Hence
T Pt F(—y)ett = 0.

for every y and £. Hence F(y) = 0.
+ Offord (6).
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Offord (7) has recently proved the remarkable theorem that if F(y)
18 integrable over every finite interval, and (6.7.1) is summable (C,1) to O
for all z, i.e.

A—0

A
. W pope-izv gy —
lim J (1 y ) (y)etvdy = 0

for all z, then F(y) = 0 almost everywhere.

This theorem is a ‘best possible’ both in the sense that one excep-
tional point is sufficient to render the conclusion false, and in the
sense that it is not possible to replace (C,1) by (C,1+8) for any
positive 8. Thus

f ertdu =0 (C,1) (x #0),

and J ue*v dy = 0 (C,1-498)
for all . -

6.8. Parseval’s formula. The above results enable us to prove
still another theorem on Parseval’s formula.

Suppose that f and g are given functions, f belongs to L(—o0,), G
exists as the transform of ¢ in some sense or other, and @ is L(—0o0,0).
We are unable to use Theorem 35, since we do not know that ¢ is
the transform of G. We have, however, the following theorem.

THEOREM 121. Let f(x) be L(—c0,0), g(x) integrable over any
finite interval, and let

G(z) = ——lim f g(t)ei=t dt (6.8.1)

«/(2 ) s
Jor all z, and let G(x) be everywhere finite, and L(—o0,0). Then
(2.1.1) holds.

The convergence of (6.8.1) may fail for a finite set of values of z,
provided that g(x) - 0 as x — 4-co.

For g(z) is the transform of G(z), by Theorem 120, and the result
therefore follows from Theorem 35.

6.9. Another uniqueness theorem. We shall next prove a
uniqueness theorem of a different type, in which (6.4.1) is not neces-
sarily convergent, but in which there is an additional condition.
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THEOREM 122.1 Let e~Va(t), e~¥b(t) belong to L(0,00) for every
positive y, and let

Uz,y) = j {a(t)cos xt+b(t)sin zt}e-v* dt
0

be bounded for y > 0 and all x. Then
Eﬂ Ulz,y) = f(x)

exists and 18 finite for almost all values of x, and

A
a(t) = ! lim (l - l;l-)f(azc)cos xt dx,

T A=
A
b(t) = ! lim (1 — m)f(azc)sin xt dx,
TA—>® \ A
for almost all values of t.
Let Oz) = f {a(t)—ib(t)}ei di
0

be the analytic function of which U(x,y) is the real part, and let
Y(z) = exp{—®(z)}. Then |¥(z)] is bounded above and below.
Hence, by Theorem 94, ¥(z) tends to a finite non-zero limit for
almost all z, as y — 0. Hence ®(z) tends to a finite limit for almost
all z, and hence so does U(z,y). Let the limit of U(z,y) be f(x).
Now for y > 0,9 >0

_1 r —ul n cosxt
f(f 2y VOO ¢ wf”“ d‘f(f @ T

e sin xt

1 —ut
+;fe bit) dt f i

0

= fe-ﬂf{a(t)e"?’cos Et+b(t)e-msin £t} dt = U(€,y+1),
0

the inversion being justified by absolute convergence. Making
y—0, ®

U(f,n)=;f(£ Tl d

by dominated convergence.
1 Verblunsky (2).
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By Theorem 14, A
e~vg(l) = l/\ m J. ( le) U(z,y)cos xt dx
T A—>o

=-1.limAfd§ f (x,y)cos zt dx (6.9.1)

T )\—»>o
for any positive y, for almost a.ll values of t. Now

£ £ ®
1 ¥
f U(x,y)cos xt dx = = f cos xt dx f (x—u)2+y2f(u) du

=||~

r ycosxt
f (“’d“ ) ety

=1 [ tro+—wy au f [

Eff fi+]

J‘{ y n Yy
; (x—u)+y?  (x+u)+

= f }ﬁ)z_*_—*y—zcos xt dx = me~Vicosul.

+

3!'-‘

} cosxt dx

(@— u)2+y (x+u)2+

:w—

°L“a'ﬂ <

) = L+t
Also

yz} cos xt da

4
Hence Jy = me¥ f {f(u)+f(—u)}cos ut du. (6.9.2)
0

Again, by the second mean-value theorem,

_yoosat
@ity
3 ycosxt
Ik
3

@

2 y
< ARV b
t (u+€)>+y?

<2
=t

Y
(u—&)2+y¥

ydx

and also- < ) oot
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Hence, if ]f(u)+f( u)| <

¢~y £

2M 2M
J dx d M d
Wil < f<x+£)2+y ] gt [
0 §-vy
2M 2¢ & 2M 1 £
- (a&tan?—arctany)—{- ; (arctan:/?—/ —arctan )-i—.Mmh.
Also, if u > £,

_ycosxt <g Y
(x+u +t2 t ut+y®

J’ _ycosxt <g Yy
e A
and also <
as before. Hence
2M ¢ Y 2M Y
<7 2 - _J_
sy f ey T tff =87ty

+Yy

3

© E+vy

du + M= f du

2? (—2~ — arctani) + 2?1 (5 — arctan —- )+M Y.

Let y,,9,,... be a sequence of values of y tending to 0, and let
E be the set of values of ¢ for which (6.9.1) fails for any of these
values of y. Then Z is of measure 0. Let ¢ be a point not in £. Then
we can choose y = y,, so small that the contribution of J, and J;
t0 (6.9.1) is < e for all A > 1. Having fixed y, it follows from (6.9.2)
that

A I3 .
le-u‘a(t)-—e-ulﬂ_l,\ f d¢ f {f(1)+f(—u)}cos ut du’ < 2%
0 0 i

for A sufficiently large. Hence

0

y ¢
a(t) = lim ;]X f dt f {(w)+f(—u)}cos ut du.

Similarly we can prove the corresponding result for b(t).

6.10. Special properties of transforms. In this section we
consider some special properties of sine and cosine transforms.

THEOREM 123. Let f(x) be non-increasing over (0,00), integrable over
(0,1), and let f(x) > 0 as x »>o0. Then Fy(x) > 0.
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For — o\ & (n+ Dz
F(z) = J (;) of fy)sinay dy = A/ (;);) ML fy)sinzy dy.

This is a series of alternately positive and negative terms, non-
increasing in absolute value. Its sum is therefore > 0.

THEOREM 124. Let f(x) be a bounded function, which decreases
steadily to 0 as x->oco0 and 18 convex downwards. Then F(x) s
positive and belongs to L(0,00).

The conditions imply that f(x) is the integral of f'(x), which is
negative and non-decreasing, and tends to a limit at infinity; and
the limit is 0 since f(x) is bounded. We can now integrate Fourier’s
cosine integral by parts, and obtain

F@) = — / (f—r)—; f f/(y)sinzy dy,
0

and this is positive, by the previous theorem. Also we may now take
z = 0 in the analysis of Theorem 6, and obtain

J (%) jw Fyu) du = 3f(4-0).

Hence F(x) belongs to L(0, c0).
Neither of these theorems is true for transforms of the opposite
kind. If f) = 1 (0 <z < 1), 0 (x > 1), then

o=y

which takes both signs. If f(x) = e~=, then

£ = [() i fur

which is positive but does not belong to L(0,00). In fact if F(x)
belongs to L(0,0), f(x) > 0 both as x -0 and as # - o0, and so
cannot be monotonic.

6.11. Tt is not quite easy to construct a monotonic f(x) for which
F(zx) is not integrablet over (0,00). To do so, we first prove that

there 18 a function ©
() = 3 b,sinA, z
ne=1

t For a similar result for series see Szidon (1).
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0
with b, > 0, 3 b, convergent, and
1

f @) 4,
X

divergent.
We have
14| 1 d
x . xz
f e dx > f b,|sinA, x| p —_—
1/ 1/Aa
1 Lo}
— f b,sin}, x %a_c = Jj—Jp—J;.
An v=n+1
Now An !
J, = b"_[ % gy > db,log),
1
1 n—1
J2<[zbv x'—szAV’
v=1

L[S 5% —loga, 3 o,
z v=n+1
1/2n v=n+1
Hence J, < 3J; if b, = k— with a sufficiently large k; and J; - o0,
Jy=o0(J)ifeg A, =1, and

)‘n r— 2(A1+"'+Au—l)/bn.

Then f |¢:(I_:x_)} dx - 00,

1/An
the required result.

THEOREM 125. There is a function f(x), continuous and steadily
decreasing 0.0 as x — oo, such that F,(x) does not belong to L(0,c0).
We first obtain the result for a non-increasing function. Let
flx)=c¢, in (a,_y+3, a,—8), where ¢, —~ 0 steadily and a, -0
steadily, and 0 < & < 1; and let f(z) be continuous and linear in the
remaining intervals. Then, taking a,+8 = 0,
an—3
JAm)E(x) = z c, f cos xt dt +
an-1+38
o and 8 (

+Z f %(c,,—}—c,m)-{— "*23)( t)}cos"ctdt



172 UNIQUENESS AND Chap. VI

- i Ul §l‘£r§i.“~(%it§£ +
n=1

" x

® . 8 . n_s
+ z [,,.M%la(@;t)x._c sin(a, —d)

+(_J - n+l{cos(a —8)z— cos(a,,+8)x}]

sm Sx .
> (ea—Cyyy)sina,z.

n=1
By the lemma, we can choose c, and a,, so that
e

I3

. dx
(cn_cu+l)mn a,x —;

n=1
1
is divergent, and then so is f |F(x)| dx, since sindz/(dz) > 1 as
0
z—>0.

We can plainly construct a steadily decreasing function g(x),
having derivatives of as many orders as we please, such that
f(z)—g(x) belongs to L(0,c0). Then the cosine transform of f(x)—g(x)
is bounded. Hence the cosine transform of g(x) does not belong to
L(0,00).

6.12. Under special conditions F(x) and F,(x) behave asymptotic-
ally like a power of z, either as x — 0 or a8 # - o0, or both. The
two simplest theorems of this character are as follows.t

THEOREM 126. Let f(xr) = x~*¢(x), where 0 < a < 1, and $(z) is
of bounded variation in (0, c0). Then

Fi) ~ $(+0), | (%)m—a)sin prazet (2 c0),

F(x) ~ (o) / (%)F(l—a)sin Jrazel (2> 0).

F (x) satisfies similar conditions with sin yma replaced by cos }ma.

We may suppose that ¢(x) is positive non-increasing in (0,00).
Take the case 2 —> 0. We have

Jim) F(z) = ft’“gl:(t)coszt dt
0

t Titchmarsh (9).
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= g*-! j? u—*p(u/x)cos u du
0

A @©
— x“—l( [+] ) = 2oL+ ).
0 2
By the second mean-value theorem
A
A
I, = ¢[=} | u*cosu du = O(A~%)
el
uniformly with respect to x. Now, for a fixed A,
A A
J. {$(+0)—p(u/x)}u-*cos u du = {$(+0)—$(A/x)} ! u~%cos u du
0
= O{$(+0)—¢(A/x)} = o(1),

and

A ©
$(+0) f u-2cosu du — ¢(+0) J’ u=%cos u du = ¢(+0)I'(1—a)sin ma.
0 0

Hence the result. Similarly in the case z — 0.

THEOREM 127. Let f(x) and f'(x) be integrable over any finite
tnterval not ending at x = 0; let x*+f'(x) be bounded for all x, and let
f@)~x-*as x>0 (x> 0). Then

F(z) ~ J (%)r'(l—a)sin Yrrazo-1

as x>0 (x—>0). F(x) satisfies similar conditions with sin}ma
replaced by cos }ma.

Consider the case x - co. We have

@ Alx -]
JAm)E(z) = f f(t)cos zt dt = f + f = L+1,
Then ’ ’ i
A\sinA 1 [ ...
I, = ——-f(;) T ff(t)smxt dt
Alz 4

I

O(A—«x«—1)+£ f O@-+-1) dt
Alx

= O(A-xx>-1).
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Let m(§) = ma.fx [z%f(x)—1]|, so that m(¢) > 0 as £ > 0. Then

z<

Alx Alz

I = J' t-2cos zt dt + f {tf (t)— 1}t-=cos xt di

[} 0

A
= go-1 f u~*cos u du -}—O{m(%) (%)l-a}
0

S S————,
0

X

and the result follows on choosing A large enough, and then x large
enough.
Similarly if  —» 0.

6.13. Order of magnitude of transforms. There are various
more or less trivial results; if (1 |z|*)f(x) belongs to L(—c0,0), the
equation

F(z) = J@ J.f(t)eu‘dt

can be differentiated » times. It follows that F(z), F'(z),..., F®™(x)
are all continuous and tend to 0 at infinity.

If f(z),...,f®V(x) are continuous and tend to 0 at infinity, and
f®™(x) is L, then by repeated integration by parts

Flz) = () “iom) fﬂ"’(t)e“" .

Hence 2" F(x) - 0 as z - -+ 0.

Similarly, if (14 |2z|*)f(z) belongs to L2(—o0,0), then

F(x), ..., Fn=Y(x)

are continuous and tend to O at infinity, and F™(2) is L%*(—o0,0);
and conversely.

Other results have been given in Theorem 26.

The idea underlying the following theorem is that both a function
and its transform cannot be too small at infinity.t The result is

TaEOREM 128. Let f(x) and F,(x) be Fourier cosine transforms, and
let each be O(e-1*") ag x o0, Then

fx) = F(x) = Ce-t=".
t Hardy (19), Ingham (1), Morgan (1), Paley and Wiener, Fourier Transforms, § 19,
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We use the following lemma.

LemMMA. Let ¢(z) be an integral function, ¢(z) = O(e*=) for all z,
and $(z) = O(e=%%) for real positive x — <0, a being a positive constant.
Then ¢(z) = Ce0=.

There is a constant C such that

()] < Ce2=,  |(re™)| < Cer,
where 0 < « < m. Hence, by a theorem of Phragmén and Lindelof,t
|p(re?)| < CerHO (0 < 6 < a),
where  H(p) = —*Sin(e—6)tasing _  sin(6—3a)
sin o sin $a

Here we can keep 0 fixed and make « — #. Then H(f) > —acosf,
and it follows that

|(z)] < Ce-arcond (0 < 6 < m).

Similarly, we obtain the same inequality for —= < 8 < 0; and
also, by continuity, for § = =. Hence e%¢(z) is a bounded integral
function, and so is a constant.

To prove the theorem we have

@

Fz) = A/(731) f fit)cos 2t dt.

By the condition on f(¢) this is an even integral function of z; and

if |z| =1, @

|F(2)] < K f e~¥coshrt di = Kei.
0

Hence F,(+z) is an integral function which satisfies the conditions of
the lemma, with @ = 3. Hence

F(Vz) = Ce-is,
F(2) = Ce¥,

and also the result for f(z) follows, by a familiar formula.
More general results can be obtained in a similar way. Suppose
for example that

f@) = O@@®*et),  F(z) = O(zetv),

1 The argument is that of Titchmarsh, Theory of Functions, § 5.71, with § = 0.
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where % is an integer. Then F,(z) is an even integral function; and

|Fy(2)] < K f e~ ¥'t2cogh rt di
0

=K (—‘£ * fe**"cosh rt dt
T \at

0
— k(3 ar = O(rekeir)
T\t - '

Let ¢(2) = F,(+2). Then §(z)is an integral function; and, if a,, ..., @},
are properly chosen, so is

P(z) = 2~ %{p(z)— (@y+a,z+...4-a;_, 2¥-1)e-H},
Hence i(z) satisfies the conditions of the lemma, and so is Ce-i2,
Hence F(2) = (ag+a,22+...4-a; 2%)e- 1,
and f(z) is another expression of the same form.



VI
EXAMPLES AND APPLICATIONSY

7.1. Cosine transforms. SIMPLE pairs of cosine transforms are

1 (0,a), 0 (a,00), /(E)Sinx“x, (7.1.1)
cosz (0,a), O (a,o0), \/(;;) {Eif_;fgm;jﬂ %m;1$+x) . (7.1.2)
sinz (0,a), 0 (a,), x/(;,, {l-c(;s—il(l——__) 1:}?‘;%%_%&)},

(7.1.3)

2
e, A/~ b (7.1.4)
) 1422
Generally, the cosine transform of any even rational function, regular

on the real axis and O(1/z?) at infinity, can be evaluated by contour
integration; for example

1 m\ . (x 7
T J(E)e 1/*’29111(75—{—-;). (7.1.5)
Another familiar process of contour integration gives the pair
1 1
cosh J(2m)cosh Lz ( )

Next

J( ) fe i2* cos 7 dx

1 (=]
—krtiicu dr = —.— e~ —Jut e~ Hax—iu)? d)?
~/(27T) f - J(2m) J

-
oC

1
= o b f e df = Ce ¥

J(2n)
(by Cauchy’s theorem). The cosine formula then gives C% = 1,

whence C = 1 since C > 0. Hence we have the pair
e17", e, (7.1.7)

—®

All the above examples belong to obvious L-classes.

+ An extensive list of Fourier transforms is given by Camnpbell and Foster, Fourier
Integrals for Practical Applications.
4362 N
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Next we have

2 R 2 2 N 2 Xy

z -3 —_ i -4v* 6og
A/(W)J.e v cos xy dy A/(‘”)‘)J.e cos” 4 dy

o 0 :

1
— T e-brYA
W’

by the formula just proved.
This is true primarily for real positive A, ut it can be extended by
the theory of analytic continuation to all values of A with R(A) > 0.

Taking A == ¢,
J(g)fe‘*"”’ COS.’Cy dy — e1i12~giﬂ.
s
0

Taking real and imaginary parts, we obtain the transforms
1
cos §z2, 7 (cos $x%4-sin x2), (7.1.8)

sin a2, L (cos 322 —sin 422). . (7.1.9)
The Fourier formulae arising from these glve examples of Theorem
11, case (i).
We define the Bessel function of order v by
S (1))
~n!L(v+n+1)

J,(x) = v > —1). (7.1.10)

Thent

1
f (1—=y*)~teosay dy = Z( (;,):;Tm f (1—y?y-ty*ndy

e}

Z (—1)"T(v+3) F('n-l-%)xm
= (2n)! T'(v+n+1)

— (___ l)nxzn
v D+4) ;) 2 Ty nt1)

Hence we have the cosine transforms
(I=2pt 0<z<1), 0(x>1), 224lp+3eJ(z).

(7.1.11)

t Watson, Theory of Bessel Functions, § 3.3 (2). This work is referred to later as
‘Watson’,
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These belong to L? if » >0, and to LP, L? respectively if
1/p > 4—v,v > —1.
In each case we can introduce a parameter, since the transform

of f(\z) is % . (;)

and similarly for sine transforms.

7.2. Sine transforms. A simple pair is

—z 2\ =z
e J(;) 1zt (7.2.1)

and, generally, the sine transform of any odd rational function,
regular on the real axis and O(1/z) at infinity, can be evaluated by
contour integration.

Other familiar methods of contour integration give the pairs

1 1 1 1

B I ——— e — 2.
V@M1 z/(2m)  eeM—1 z/(2n) (7.2.2)
1 1 »
— , tanh —1. 7.2.
sinhz/(37) z(3m) anh{zy/(4)} (7.2.3)
The pair ze—ir xe—#z* (7.2.4)
may be obtained by differentiation from (7.1.7). Nextt
wsiny . 1 aocos(l—:z:)y—cos(l-{—x)y _ 142
J‘Tsmxydy——éf " dy = }log 1—2l
0
Hence we obtain the pair
sinx 1 14z
= = 7.2.5
x ' (27) log 1—zx ( )

If v > | we obtain by partial integration from (7.1.11) the pair
s1—ap-1 (0 <z<1), 0@>1), 2-e—Pei ).
(7.2.6)
We define the Struve’s functioni of order v by
S (=1)gapna
H,(z) =
)= 2, T Do+t 1)

> —1). (7.2.7)

t c.g.asin § 5.2, Watson, § 10.4.
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Then

© (—1)nan+l .

1
—y2)~tgin z - 1—g/2)—dy2n+1 g
f(l y?)»-¥sinzy dy nzo Tt T)! f( y2)-dytn il dy
0 = 0

I (0T e
T 2L (2n+ 1) T(v+nt§)
= T (=1)ratnd
iLas )Z 2l (nt+ )M Entd)’
Hence we have the sine transforms
(Q—=2?p-t (0<z<1), 0 (x>1), 20 (v+4)eH (x).
(7.2.8)

7.3. The Parseval formulae. We obtain simple examples of
(2.1.4) or (2.1.6) by taking f and ¢ rational functions; for example,
let f(z) = 1/(x*+a?), F(x) = /(}7)e~**/a, and similarly g, G., with b
for a. We obtain

td — e—azr—b.
f(x2+a2 (22402 _2ab "dz = 2ab( a+b)’ (7.3.1)

As another type, let f(x) = 1 (0 < z < a),0(z > a), F(x) = sinax/r,
and similarly g, G,, with b for a. We obtain
© min(a.b)
f S&Eﬁ.’iﬁ’i’lf’f dz = m { dz = jwmin(a,b).  (7.3.2)
0 (]

Similarly, from (2.1.6) and (7.2.5) we obtain
dz = 27 f sin az sin bx dx = n’min(a, b),

{ log 2
0 (7.3.3)

by (7.3.2); or we can obtain this directly from Theorem 91. All the
above formulae come under Theorem 52.
We can deduce some of the familiar I'-function formulae from
Parseval’s formula.f Define I'(a) by
(@) = f ex3-1dx (a > 0), (7.3.4)

0

a,—}—:r
- b

og|b+x

1 See Hardy (3).
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and let ©
o@) = [ a*teoszds (0 <a<l), (1.3.5)
V]

s@= [esinzdz (—1<a<1). (7.3.6)
0

Then the cosine transform of z?-1 is

J(E) f y*leosxy dy = x° J(g) f ulcosu du = z¢ /(—2-)0(“)-
T 7 AT,
0 0

Similarly, the sine transform of z?-! is xz—* / (g)s(a).
s

We can prove, by contour integration or term-by-term integration
of series, that

J_lr:—x-’ do == Jmwsecdar (—1 <<a < 1). (7.3.7)
0
In (2.1.4) let f(x) = e 7, g(a:) = x¢-1, We obtain

Q©

[(a) = %frl_:i? dx = c(a)seclar (0 <a < 1), (7.3.8)
0

c.g. by Theorem 35 or Theorem 37. Similarly, by (2.1.6),

@

T(a) = 2 f ,l_zi-zx“'s(a) dx = s(a)cosecdar (0 <a < 1).

w

0 (7.3.9)
Also, by the above rule, the cosine transform of z-¢ J (-2-)0(0,) is
v

xl*“%c(a)c(l—a);

since it is also 2!'~%, by Theorem 6, it follows that

ca(l—a)=3ir O<a<l) (7.3.10)
Similarly, s(a)s(l—a) = i (0 <Ca <1). (7.3.11)
Also, (7.3.8) and (7.3.10) give
v _c@)e(l—a) m
I'e)'(1—a) Teinan — sinan (7.3.12)

In particular

c(}) = J(in),  s(}) = J(in), i‘(;—):\/m (7.3.13)
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We have also obtained the cosine transforms
-1, J (E)I‘(a)cos Jamze (0<a<l) (1.3.14)
W
and the sine transforms

oy J (%)I‘(a)sin jamze (0<a<l). (1.3.15)

7.4. Some Bessel-function examples. From (2.1.4), (7.1.11),
and (7.3.14) we obtain

N I'(a)cos tan
—-v-1 — 2\V—}g—a
f.],(x):c“ dx «/()2"—*1" (v3) f(l x?) g dx
0
_ I'(a)cos $arw I‘(u—}—% )T'(3—1a)
»-Wnl'(v+4) 20(v—ia+1)
2-*-11'(Ja)
7.4.1
I‘(v——ia—}— 1)’ ( T
This is a case of Theorem 37 if v > —}, 0 <a <1 (taking
flx) = (1—a?)* (0 <z < 1), 0 (x>1),and g(x) = 2-9). Actually
the integral converges if 0 < @ < v-$§, so that the result holds by
analytic continuation in this wider range.
Similarly, from (2.1.6), (7.2.8), and (7.3.15) we obtain

J?H,(z)z“""l de = J( ) P(a)sin jan f (1—a?)r-iz-* dx

20 (v+4)
__ 2¢~-11'({a)tan ia‘rr _
=~ To—latl) (=l <a<vti)
(1.4.2)%
As an example of (2.1.8) let —} < v < 0,
flx) = J(2/m)['(2v+1)cosvr|z|->~1sgnz, F(z) = —|z|*sgnzx

by (7.3.15), and
g(@) = B(1—YYTe+1) (Bl <1), 0 (| > 1),
A) = [zl (),
by (7.1.11). Then if z 5 1,

~+00

2 f tJ,(t)sin zt dt

1
2\ I'(2v+1)cos - oy
=J(;) *-2—;:-11(,’_}.}-;’1’ (1—u?)y-t|z—u|-2-1sgn(z—u) du.
-1 (7.4.3)

t Watson, § 13.24 (1). 1 Ibid., § 13.24 (2).
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This may be justified by Theorem 37, with f and g interchanged
and g(u) replaced by g(u-+=z).
If x > 1, the integral on the right-hand side ist
1

o o r\ V+ ) 2 22v
[ —wypde—w)=-1du = {((2;:—}-%1}) (221 H’

-1
If 0 < x < 1, the integral is 0; for consider

f (1—w?)Hz—w) > dw.

This integral, taken round a circle of centre the origin and radius R,
tends to 0 as B - co. On reducing the contour to the real axis from
—1 to 1 described twice, and allowing for the change of value of the
integrand at —1, z, and 1, we obtain a multiple of the above integral.
It follows that we have the sine transforms
v+i
R Ca Vi
Actually (7.4.3) converges for v < 4, and the result holds by analytic
continuation in this wider range. The functions belong to L?, L?’ if

(v =0);

xvd (z), xx>1), 0(x<l). (7.44)1

1 1
P> '<p<—2—u (=3 <v<o).

1 _
= b=y (7.4.5)

From (2.1.6), generalized as in (2.1.20), and (7.2.6) and (7.4.4), we
obtain, if 0 < a < b,

f (ax)#J, (az)(bx)'~J, (bz) dx
0

L[ oen (o Newd 9l gl g
=) rg—w) o M H
while the left- hand sideis 0if 0 < b < a. Hence

j a#—v 1] (ax)J, (bx) dx

2y—v+lay(b2 az)v—p—l

- De—pr

The process is justified by L2 theory if —} <pu <0, v>1. As
usual, the result holds in a wider range.

(0<a<b), 0 (a>=0b). (7.4.6)

t See Titchmarsh, Theory of Functions, p. 63, ex. 19. 1 Watson, § 6.13 (3).
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Next let
flx) = sinz/z,  F(z) = J(n) (]z] < 1), 0 (]z] >1),
and
g(x) = Jo(x) (x> 0), 0 (x<0),

Jo(y)sinzy dy

0%8

I i
6@ = o) j Toweoszy dy + 55
1 18gnx
= 1 Vo
Jen1—ary FI< ) J2a(x2—-1)}
by (7.1.11) and (7.4.4). Then (2.1.8) gives
© 1
sm(x ) at e““" cosxt .,
0 (7.4.7)F

Here f(x) and G(x) belong to LPif 1 < p < 2.
From (7.2.1), (7.4.4), and (2.1.6) we deduce

(lz] > 1),

(=]

—Qx vV r — / 2 ( g [ 2+ -
f e~ v (x) de = J(_;) f aﬂ—?v“ F(g;v)(zz—l)":* dx
(] P

f uh* du = 2Tw+1)
\/nF —v) afu+1)(1—u)*t Vm(a24 1)+
(7.4.8)}

Here the L? theory applies if p satisfies (7.4.5). The result holds by
analytic continuation if v > —3.

7.5. Some integrals of Ramanujan.| Let

-]

e” i‘”“’ —izu 139
() = f e, (7.5.1)
Then . . Lo
$la—+im)+ple—im) = 2 [ e-imicu dy
@ _im
= 2¢% 1, (7.5.2)

iz _im

Again, by (7.1.8) and (7.1.9) the transform of e~*"%" is (2m)-te'" 4,

t Watson, § 13.55 (4). t Ibid., § 13.2 (5).
| Ramanujan (2), (5), Watson (5).
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and that of sech wx is (2)-sech {x. Hence, by (2.1.8),

o Uz—w)?_im ©

1 e 4 4 ix? _im eimvi—izv
(r) = — e du =" S dv
2 cosh {u cosh v

- —

This integral is of the same form as the original one, and we can

repeat the process which gave (7.5.2). We obtain

_Hxtim)? _i(x—im)? i 2 )
e ¥ $latin)te T plr—in) =2 1 J eimt=izr dy

-

ir?

— %¢ 41r’
ie. et*d(x+im) e ¥p(x—in) = 2¢ 1.
Eliminating ¢(x—in), ' .
(et —e-¥)b(z+im) = 2¢ * (l —eim h.),

and, replacing x by x—tm7, we obtain

i
e —e'”
$(@) = cosh 4z

Taking real and imaginary parts, we obtain the formulae

. x? 1
@ sSm — 4 —
J‘ cos ru2cos . i 47 ' N2

cosh u 2cosh iz ’
o 008 -
[‘ sinmulcosxu , 4w V2
J  coshwmu 2cosh 4z

0

(7.5.3)

(7.5.4)

(7.5.6)

(1.5.7)

Similar integrals with denominator sinh 7u may be evaluated in a
similar way, or deduced from the previous ones, as follows. We have

e‘n’ u

, e—imut—izu
$latim) = f cosh mu du
l

e-tmuwi=~izu(] +tanh 7u) du

_im
=™ 12

c—3

e—im¢'gin xyu tanh 7u du.

(7.5.8)
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Now by (7.5.4)

. A e iz
dlatim)—e™ P =e - et

ginh }x
_im -
e v
= ———|1—e'" cosh }x).
sinh %x( - )
Also tanh 7y = 1 [ sinw
1r sinh va
Hence the second term on the rlght of (7.5.8) is
N . @ @
—2 | e-imvsinau duf sin uy dv
T sinh }v
0
21J‘ dv J‘_.,.. .
= — e~"mv' sin ry sin vu du
sinh 3v
@ 1,0
_ 1 e;“,”, o e sin(xv/2m) v
m " sinh }o
0
_ _2;4% im emu sm_xy d
“sinh 7y
0
u’
Hence J‘ eim'singy ,  coshiz—e dm
sinh my ~ 2sinhix
0
ie. cos my®sinxy dy cosh sh o — cos(a?/4m)
~ sinhmy 2sinh 3o ’
o 2 o1 2
and J‘ sm_yy_ sinzy o sin(z /471)
sinh 7y 2sinh iz

7.6. Some I'-function formulae.t The formula
i
_ I(a—1)
cos )22tz df — T e
(cos1) 39T (baf §2) T (Ba—32)

(a>1)

-3

t Ramanujan (4), (8).

Chap. VII

(7.5.9)

7.5.10)

(7.6.1)
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may be obtained by calculating

f (w + Zvl—)a—zwf“l dw

taken round the contour formed by joining the points —i, 7 by
the imaginary axis, and by the right-hand half of the unit
circle.

The reciprocal formula is

-]

e—i.cl _ 2"’1(0080"“2
J Thariirte—in ™ T ey 1S
(7.6.2)
or, putting @ = a+B, z = 2uta—pB, t = 1y,
[ et @eosiyb-taeh
_!., Petul@—w ™= Teig—y W=7
- 0 (Ilyl > m).
(7.6.3)
Here F(z) = {Tat+w)DB—u)}! = O(juli--F)

as u - 4-00. The functions F(x), f(x), related by (7.6.3) both belong
to LP (p = 1) if a+B > 2; if 1 < a+B < 2 they belong to L», L»’
respectively if p(a+pB—1) > 1. In the latter case (7.6.3) is non-
absolutely convergent; this may be verified from the asymptotic
expressions for the I'-functions, or by Theorem 59 and its extension
to L?,

The particular case y = 0 is

f du I i
J Datu)'(B—u)  D(a4+p—1)

(aFB >1).  (7.6.4)

Since
Siﬂ ,m.n..u/sin U = ei(m-l)'rru+ei(m-3)1m+“_+c—l(m—l)ﬂu,
(7.6.3), with « = B, gives
@

N 2a—-3
J’ sin mnu du 2~f:__. (modd), 0 (meven).
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Chap. VIIL
The particular case a = n+1 (n an integer) is
< 3 2n 2
S m'nu‘ du =T Zn)) (m odd), 0 (m even).
uwll1— 3‘_2 1=\ (i) 2 2
22" n? (7.6.6)
Again, apply (2.1.1) with
Fle) — 1 1

W)’ (r(.v) —
Then, by (7.6.3), if °‘+/3+y+3 -3,

dx
) MNat-2)L(B—2)['(y+2)'(8—x)

Ply+a)l@E—z)

1 .
2 cos Vy)etBiy+9-1 Vua—B-y+8) ]
r‘(a ﬁ‘—'l)lﬂ() 8 ]) f ( cos -!/) ¢ I:'/

1
T o

M@t B— DI (y+8— DIt s—DTEFy—1)’ '
using (7.6.1) again. Here F"and g are L?if 2—y—8 <2 1/p <2 a4 f—1

The formula (2.1.8) with the same functions and « == 7, a8 = B+,
gives

o0

e—inz
d
J [tz D(B—2) D (y+a)E—z)

1 ehﬂ(a—-ﬂ) T - .
27 D(a+B— DT (y+8—1) f (2 cos Jy)*+#-*(2sin Jy)r+3-2 dy

etin(a—p)
= et AT AN (ars—1) (7.6.8)
In particular,
r COS X 1 76.9)
f {D(a42)MN(a— a:)}2 4F(2a—1){F(a)}:' 1.0.%

Other integrals which may be evaluated in the same way are

o0

eine

f T E—oTG 12T p—20)

~ Qa+B-+y+8- 5e§tﬂ(ﬁ-a)r‘{%(a+ﬁ+-y+8_3)} (7.6.10)
T VAt (2ato—2)
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provided that 2(a—f) = y—38; if a+B+y+8 = 4, then

f cosm(x+B+y) dz
Natz)N(B—z)[(y+22)[(6— 2x)
1 .
) v ) ey 7 v MU
If 2(a—fB) ~= y—08+k, where L is 4-1 or 42, then
fn sin 7(2x+a—p) dx
) Tt ol BT+ 20T (6—22)
220—y-3
. (7.6.12
Sy T Nwvor ) e e SR
I 3(e—pB)= y—08-+k, where k is 41 or +2,
fo sin 7(2x+a—pB) da
) Tt )N =2 G+ 32T (—32)
A e e BUR RS

T TGl e— DI (3at6—3)

The sign on the right-hand side in each case is that of k.
We next take some integrals of a similar kind, but with I'-functions
in the numerator. Consider

71— f PO+ fint gy (1) < 0)

) rte)
i - e 7.6.14
=7 ) TErar(l—a—2) sm-zr(a-}—x) (7.6.14)
Now 1 = - 2 : = 92 E e—in@m4lXa+x),
sin 7r(a+x) elma+r)__ p—im(a+x) o

ewl-m(2m+l)(a+ x)

H 1 =27
ence lTr F +x)I" l—a——x)d

m= 0
and these integrals are of the form (7.6.3), with y = (2m+4-1)r—t.

Hence I = 0 it ¢t < 0. If ¢t > 0, the only non-zero term is that in
which m = [t/2n]; the value of I may thus be obtained from (7.6.3).
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We can now pass to

f [a+z)D(B—z)ei dx (1.6.15)
in a similar way. This is

f Da+ta) e
I'(1—B+x) sinm(B—2x)
P(a+2’ ixl—im(2m+1XB—x)
Z f F1—B+2)° e

if I(B) << 0. Hence (7.6.15) can be evaluated in terms of (7.6.14).

The above results may be used to evaluate some integrals involving
Bessel functions, in which the order is the variable of integration.}
Using (7.6.4), we have

f’ Jural@) Juogl®) o

- 00

ap,+z bv—:z:
(___1 m+n 1\ p+v+2m+2n c a2mp2n
B ,,,z,oz minl ( ) ) Dlptatmt ) o e
© 2 __1 m4n azmbzn Qu+vim+in
Z Z z‘n' 2n+v+2m+2n I“( +v+m+n+l)
R SN Gt VA sl
_; 2T(p+v+r+1) Ly m!(r—m)!
_x . (=1 (@b
“Zﬂ 2 (utv+r+1) 7’
- [ @) Jal) 5 _ (2@ 00)]
1.e. f “ai’;'i’“ -z dz = ﬁ(gz‘:*:b'z“)"}‘mm : (7.6.16)
In particular f i@, _5(a) dx = J, ., (2a). (7.6.17)

The values of corresponding integrals containing a factor e‘** may
be deduced in the same way from (7.6.3).

7.7. Mellin transforms. The simplest example of Mellin trans-
forms is flx) = ez, F() = I'(8) (o > 0). (7.7.1)
1 Watson, §13.8.
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Here f(xz)a*-! belongs to L(0,) if & > 0; and F(s) belongs to
L(k—100, k+1900) for k > 0.
Other straightforward examples are

1 (x<a), O (x=a), a‘/s (¢ > 0), (7.7.2)
log(a/z) (z <a), 0 (z>a), as? (¢>0), (1.7.3)
ezl: i’ )X (@>1), (7.7.4)

g@le;x: I'(s)L(s) (o >0), (7.7.5)

where L(s) is (9.12.1). Here f(z)x*-1 belongs to L(0,00) for £ > 0 in
each case except (7.7.4), when it is k > 1.
We also observe that if f(x) and §(s) are Mellin transforms so are
8

2f(x) and F(s+A), and also f(x*) and 1‘Jv(—) This enables us to
x (¢

introduce parameters in each case.
Consider next the integral
k+ioo
1 IE)Me—s)I'(b—s) T'(c
fz) = =g (,)_,_(F(c, _)S )( ) F(a)(r)@ c-eds, (7.7.6)
—1%0
where R(a) > 0, R(b) > 0, cis not 0, —1, ..., and
0 < k < min{R(a), R(d)}.
Since
') C(@—s8)['(b—s)/T(c—s) = O(e~H|t|Rla+b-0-1)  |z=8] — yp=0gfl
the integral represents an analytic function of z, regular for » > 0,
—n < 0 <m Ifz=2x, where 0 < x < 1, it may be evaluated by
moving the line of integration away to infinity on the left, and

evaluating the residues at ¢ = 0, —1, .... We obtain
_q,_ab ala+1)b(b+1) ,
Jx)=1 c';_'l—!x+””'¢_;('5'-}-l')2‘!‘ xi—...
= F(a,b; c; —x)

with the usual hypergeometric notation. For x > 1, f(x) is therefore
the analytic continuation of this function (and may, of course, be
expressed as a sum of hypergeometric series by moving the contour
the other way). We therefore obtain as Mellin transforms
N L. _ D()'(@a—s)'(b—s) TI'(c)
flx) = F(a,b; ¢; —a), ) =~ _l"(c—s) P(a)l‘(b)
" (0 < o < min{R(a),R(b)}). (7.7.7)
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Particular cases are

1 ™ -
142’ sin s (0 <o<1), (7.7.8)
1 I(s)'(a—s) _ -
(1+x)a’ ‘-'F@T""‘ (O < o << R(([)), (1.7.9)
1 ™ ' -
;log(l-}—z), (vi‘;—SA)siri*S;* (0 < o < 1), (/. l.lU)

1 1—2 r'E)}{(m—s)}? L
wranBlira) T ey © <o <me @7

where P,(x) is the Legendre polynomial of degree n.

In each case F(o+it) belongs to L(—oc0,c0) for the range of values
of o stated. In cases (7.7.8), (7.7.9), and (7.7.10) the integral

ff(x)xs~1 dx (1.7.12)
0
can easily be proved to be equal to F(s).

Another Mellin pair of the same type is
fl@) = {J(T/Z(;-I:I_)x}a’ Fls) = 2~ F(f)(I;(j—;lﬁ; )%s)
(0 < o < R(a)+1). (7.7.13)
Here the integral (7.7.12) may be evaluated by putting
z = JylNly+1).

Another class of Mellin transforms is

=zt (0 <z < 1), _T'@®l@) [ o>0,
@) = { 0 @>1), 3= r(ia) (R(a) > 0)
(7.7.14)
0 (O<z<l), T@—sI'd—a) _p 1
@«Wﬂ @>1), I'(1—s) (\(2f$

0(0<2z<1),
e—J@ -1 +{z—y@*=1)}*  2-T(a+i—$s)I'(}—}s—1a)

V@*—1) I(1—s)
@ >1), (¢ < [R(@)]+1), (7.7.16)
log i;g , gtan sr (1< o< 1)

(7.7.17)
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In each case f(x) belongs to a different analytic functionfor0 < z < 1
and for x > 1, while 2¥-1f(x) belongs to L(0,c0) for some . The
evaluation of (7.7.12) is immediate in cases (7.7.14) and (7.7.15); for
(7.7.18), put x = §(y+1/y). For (7.7.17),

1 1
+a\ g L2 . _ 1 1
!log( )x‘ dr = 2.[ (x {—3—}-...)95 Vda = 2(1;L s+3(3+s)+"')’

0

f u 1 1
J. 1og<'"”+ )xH e = f 1°g<ij—LZ)ul_s% = 2([’—8*'3(3'—s>+"')’
1 0

1 1
and F(8) = 4(12¥é§+3é—}32+") = —stan \s77.

7.8. Further gamma-function formulae. In (2.1.12) let
f(@) = xte~, F(8) = ['(s+a), g(x) = ab-le=r, G(s) = ['(s+b—1).
Then

1
2m

10

D(a+s)'(b—s) ds = f zetb-le-2r gy

o

k=i 0
= 2-2-'Ta+b) (—a <k <<b). (7.8.1)
This process and the following ones are justified by Theorem 42.

The result is a particular case of the reciprocity (7.7.9).
Taking b = @ and the line of integration the imaginary axis, we

obtain o
f IT(a-+it)|? dt = 2-27]'(22) (a > 0), (7.8.2)
0

and there are similar particular cases of the following formulae.

Next let \ ;
. x _ T(b+s)N(a—b—s)
f(x) = (l;—_x)“’ g(s) = “—F(l;;” -
and so g, ®, with c, d for a, b. Then
J‘ F(b—{-s)l"(a b—s)l‘(d+l—_)l’£c d l—}-.s)
L(@)'(c)

f zh+e (b+d+1)[‘(a+c b—d—1)

kzoo

14x)a+e o = == =""Plate) K
4362 ¢ 0
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or, writing c—d—1 =«, b = B, 14+d =y, a—b = §,

k4o
o f D(at )T+ 8)Dly—8)T6—s) ds
k—1io
P(a+y)F(a+3 P(B+y)'(B+3) b ] L ‘
a+ﬂ+‘y+8 ( a <K, ,B<L,‘)’> ,87::).
Let (7.8.3)1
f@) =ab(l—z)t (0<z<1), 0(x>1), §@)= I;‘((ba—:sgi(s)

and so g, ®, with ¢, d for a, b. Then

k +io 1
1T ROOT@DO+a=T0) gy [ gay gy
5 ) Tlatbta)lotddios) == [ #ra—epe2ae
Le+d+1)I(a+c—1)
- Ia+b+c+d)
or, writing @ = f—a, b = a, c = 8—y, d = y—1,
k+1io
A [T TetaTly—s) ;. _ Taty)T(B+3—a—y—1)
3mi | T(B+ale—s)" ~ INB—a(6—y)(B+3—1)
k—1i0
(—a<k,—B<k,y>kd>k). (71.84)
Defining f(x) as in the last example and g(x) as in (7.8.3), we
obtain

1 T e+oT@rd+1—s)D(c—d—143) i

2 I'a+b+8)I(c)

k—io

bl

x”+d(l l)a—l
“f Ogap ~®

The integral can be evaluated in finite terms if ¢ = 1—a. It is
then

1 IN{3(b+d+1
J'xbm(l_xz)u-l dr = ;fyl(b+d V(1—y)s-ldy = 5 I"{{%z-}:g(bid)f](;})
Putting b = a, @ = 1—B—y, d = y—1, we obtain

K+ i
1 f Pat+-8)l'B+8)C(y—s) 5. _ T'(dat-1y)'(B+y)

2mi r(+oa— /3 y+8) ~er( _:_/3--}—%02:_%7)
(—a<k,—B<k,y>kpB+ty—a—1<k) (7.85)

t Barnes (1); see Whittaker and Watson, Modern Analysis, § 14.52.

k—io
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Another formula of Barnest is
k+io

1 [ Tlats)PE+oT+)lE—al(—s) ;.
2mi o M(e+8)
_ P@UETOCEA+ITE+OTG+) oo
[(e—a)(e—B)M(e—y) ’
“where at+B+y+38 =
To prove this, we use the formula

k+iw

p | BB ds = f j RO ©
k—io

derived from (2.1.18) with n = 2. Take

dudv
wy

x“ DN(a+s8)'(8—s
Silz) = 0 z)=s &1(8) = Ha +( ) +(8) ),
fol) = Qa ii)"g: Fa(8) = I ﬂ+8ﬁ) ),
folz) = 2¥(1—2)71 (0 <z < 1) Fals) = F(y—{—s)F(e—y).
0 (x > 1), F(e+s)

Denoting the left-hand side of (7.8.6) by 1, we obtain
_D(e—y) J'J' 1 (1 ) -1 dudy
Tt ol ® (1+7)m <1+v)ﬂ (wop\" w)  w

Putting u = 5 —1,v= ;/—— 1, the right-hand side becomes

J 2y t5-1yy 11 —z)*=¢(1—y)B-<(1—z—y)-r-! dady.

x+y<1
Putting ¥y = 2(1—x), we obtain
1 1
e S

(V] 0
The inner integral can be evaluated in terms of I'-functions if
a+pB+y+8 = e. It is then equal to}
L@)l(y+8) 1
Tlaty+9) (1—2)*

Hence we obtain

P@T+8) [ yos)_gyey-at gy — DOL+8) PO le—y—a)
Patrtd) ) Tatytd)  Dle—a)

1 Barnes (2). } See Titchmarsh, Theory of Functions, Chap. I, Ex. 19.
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and the result follows. The necessary inversions are all justified by
absolute convergence.

7.9. Bessel functions. In (7.4.1) we may take a = 8 to be complex,
provided that 0 << 0 << v+§. We thus obtain the Mellin transforms

Ty 2:>1'(33)
x=J (x), T6—loL1) (0 < o <v+3i). (7.9.1)1
Equivalent pairs are
20-11(3s+4v) _ .
(), v s1) (—v<o<3), (7.9.2)
) "”""IF(%a—}—v) __ B
zvJ (), T(l—_:%s—)— (—2v <o < $—v), (7.9.3)
20 (s + Jr+-1)
} —y—]
and b (), T —3s+1) (—v—3 <o <) (7.9.4)
Taking v = —}, v = } in the last pair, we obtain
- I'(3s)
81
cosz, 2 v"l‘({;——%s = D(s)eos ismr (0 < o < 1),
(7.9.5)
sinz, 28147 I:(v%i_%{) = D@)sindsr (—1 <o <)
I'(1—4s)
(7.9.6)
We define Y, (x) = ﬂf_)ﬂ?g%?:f{:z.(f).
vm

By (7.9.2) the Mellin transform of Y, (z) is
1 2oy %8—}—%1}) o8 vor 2‘-1F(§s~§v)}

sinva \D(3v— %s-{—-l) I'l—4iv—1s)
28_1P %8;3:11;(38 ) {sin(}s— }v)w cosvr—sin(is+ 4v)m}

= —2-1p-1"(}s+ Wv)[(33— dv)cos(}s— dv)m.
Hence we have the Mellin pairs
Y@, —2mT(s+ )T {s—b)cos(le—)r (v] <o < B),
(7.9.0)1
zvY (2), — 28v-1p-11Y(18)T(}8—v)cos(}s—v)m
v+l <o<v+i). (7.9.8)

t Watson, § 6.5 (7). 1 Ibid., § 13.24 (5).
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From (7.9.2) we also deduce
J(x)+J_,(x), 207117 (38+ 4v)I"(38— 3v)sin §sm cos dvmr
(vl <o<$), (7.9.9)
J(x)—J_, (), —2%7-11(4s+ )T (38— $v)cos 4smsin vmr

(v]| <o < 3. (7.9.10)
Again, by (7.9.1) and (7.9.8),

&, () +3Y, (@)}

k+io

= “211—2; J. 29--1(18)I'(s—v){sin(}s—v)r—i cos(3s—v)m}a=* ds
T
k—1i0
ki
— —21_2 f 20—v—11"(is)[’(%s__v)ef(ia—y)"x_g ds,
7T
k—iw

and here we can (by analytic continuation) replace z by r. We
obtain{

iy 2 .
x»ve—hnv___e—]vav(x)

e
] e+ i
- 28-v-11(L6) (48 —v)eims—vg—sg-tims g,
272 “ -
k—1i0

80 that we obtain as Mellin transforms

x K (x), 2s-v-2(3s)(38—v) (o > max(0,2v)). (7.9.11)}
An equivalent pair is

z’K (), 2621 (48)["(38+v) (o > max(0, —2v)). (7.9.12)
Hence we verify that K, (z) is an even function of v. For v =}
(7.9.12) reduces to (7.7.1).
From (7.4.2) we obtain the pair
28-v—- IP(%s)tan dom
§s+ 1)

and variants of this can easﬂy be obtained in the above way.

To justify the inversion formulae in the above cases, consider e.g.
(7.9.1). We obtained (7.4.1) directly; the inverse formula is

xH, (), (-1 <o<v+3), (7.9.13)

k+1A
L T g 50 s
2mi }E&:k N IN'v— is-{—-l) ~rds = x . (7.9.14)

t Watson, §3.7 (8). t Ibid., §6.5 (3-6).
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This follows from Theorem 28if 0 << k£ < v -+ }, and from Theorem 30
if 0 < k < v+1. The leading terms in the asymptotic expansion of
x~v.J (x) are of the form z—v-¥(a cosx+bsinx). Hence, in Theorem 30,
$(x) = ekv-br, Y(x) = €,

and the crucial condition (1.12.1) is satisfied if £ < v+41.

We might begin by proving (7.9.14) by the calculus of residues.
We have then to deduce (7.4.1). We have as t -

lg:;':lg;f.isl)) — e)(v-l)iﬂ+,'(zlugt—l)ta-v—1{1 +‘Z”_F0(Zlé)}
The result follows from Theorem 29 if 0 < k <v. We can also
apply Theorem 11; here
$(t) = k=1, Y(t) = tlogt—t,

and (1.12.1) is satisfied if &k << v+ §.

7.10. Products of Bessel functions. By (2.1.16) and (7.9.1) the
Mellin transform of x=+-"J,(x)J,(r) is

k+ i
L[ geua PA®) ey Ts—dw) 4
2mi Nl+4p—3iw) D(l+4+v—is+iw)
k—dix
and putting w = 2w’ and using (7.8.4), we obtain the Mellin pair}
Ju(x) () 2 ()M (14 ptv—s)
RTR P14v—1s)N(14-p—1s)D (14 p+v—1s)
(7.10.1)
Similarly, by (7.9.11), the Mellin transform of z~#—K (z)K,(z) is
k+io
5:;, gw-w-2D(Ja) [ (Jo— )24~ ~2T (s — hoo) T'(Bs— hw—v) deo,
k~in

and, using (7.8.3), we obtain the Mellin pair

K@K@ 27+ ()l (Gs—pl(Gs—v)D(Gs—p—v)
antr Ne—p—v) )
(7.10.2)

From (7.9.1) and (7.9.11), the Mellin transform of a~%J,(x)K () is
1

k+1io
1 Wy o ygsmev-1 L(38—dw)
5 f 20-v-21"(Jw) D (jw—v)2 1F(1+v__.éus) w,

k—ix
1 Watson 13.41 (1), (2), 13.33 (1).
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and, using (7.8.5), we obtain the Mellin pair
20-2-21(}s)I" (ds—v)
T(14v—1}s)

By combining particular cases of (7.10.1), we obtain as Mellin

transforms
1 T(a)(ds+)
L), T 29m D(3s+ )0 +v—4s)°
Other particular cases of (7.10.1) give the Mellin transforms
28~ 117*1—‘(?8-}—-?;1/)1‘(% 8)
A+ v— i) —v—38)C (3 + bv—1s)’
(7.10.5)
28173 (hs+ v+ 3 —s)
TG+ =)D (1 —Jv— )01+ dv—Ls)°
(7.10.6)

z=%J () K, (x), (7.10.3)

(7.10.4)

cosx J,(x),

sinz J,(x),

Combining these, we have

ki
1 2% T'(s+v)[(
2m N r‘(l-{—v——s)

e () = S)e""‘””.vs ds.
k—iw

As in (7.9.11), we may now replace x by wx, and obtain the Mellin
transforms

el (z), )3;3_:?__ )) (7.10.7)

Again, from (7.10.1) and (7 10.4), the Mellin transform of

(@){J,(x)+¥,(x)}
is —dghism F(ss+v) (33 —1s)
“omt M(1+4v—}s) ~

and hence, replacing « by iz, we obtain as Mellin transforms
C(ds+v)I'E)T(E —1s)
I(x)K,(x), I T(1fv—1s) (7.10.8)
Similarly, the Mellin transform of e=i%{J,(x)+1Y,(2)} is
_21 @
o

“edm8—vicogvr ['(3—8)N(s+v)[(s—v),

and replacing z by ¢z we obtain
K (z), 2-¢p=} cosvr'(} —8)[(s+v)["(s—v).
(7.10.9)F
The processes of this section can be justified by Theorem 73; for
t Ibid., § 6.51.
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example, z¥x-#J, (x) belongs to £2if 0 < k < p-+}4, and 27 *2-"J,(2)
belongs to £2if 0 < o—% < v+ 4. We can choose o and k to satisfy
these conditions if p > —3}, v > —3. This would not include (7.10.5)
directly; for this we could consider first (1—cosz)J (), 2¥(1 —cosz)
belonging to 22 if —2 < k << 0. We can of course also extend the
ranges of validity of the formulae by analytic continuation.

7.11. Integrals involving Bessel functions. We are now in a
position to evaluate a large class of integralsinvolving Bessel functions.
By transformation from (7.7.15), we have the Mellin pair

e Fp+41—-49I'(4 .
(=17t (2 >1), 0(zx<]), —— (i—4s) (7.11.1)
Using this and (7.9.6), (2.1.23) gives
w k-1
sinax 1 a1 ‘Ij_(}j-$s_) I'(v+1s) F(§~—v) .
f@ul)m T o f P N1 ys)  el(te) O
k—1o
k+ i
_ A4 [ g+,
= imi f S VB R
k—1io

= 203 —v)arJ (@) (—3 <v<id) (7.11.2)}
by (7.9.3). The formula is the sine-reciprocal of (7.4.3). Similarly,
using (7.9.5) and (7.9.7),

cosax Y 1 Ay B
f i = =2 (e (—1 <y < D).
1 (7.11.3)1
These processes come under Theorem 42 if } < v < }; for

8—1rp £+%8) k-
Blo) = 2t g 0 = 01,
which is Lif k << —}; and 2~%(x?—1)-v-tis Lif —}k <v < }. The
result can be extended to the full range —} < v < } by analytic
continuation, or we can use Theorem 43. For 0 < o < 1
1

fsinxx"l dxr = 0(1)

a

b b
and fsinxx"'l dx = [—cosxx"l]:—{—(a—l) J- cosxx*~2 dx
i i

= O(1)+0(l¢]) = O(|t]).
1 Watson, 6.13 (3). % Ibid., 6.13 (4).
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Also, for o = 1—-£,

b
xs—l
f (i1 o)
1

if —3k <v <} The other conditions are plainly fulfilled if
—1} < v < 4. By taking k arbitrarily near to 1 the result follows.
Again, from the Mellin pairs

x¥+1J (ax), 28+vg—8-v-1". ig_’f}’_;)% , (7.11.4)
e I'(3s)I(u+1-—1s) B
(x?1)=+1, 2T (a k1) (7.11.5)

(transformations of (7.9.3) and (7.7.9)), we obtain

x"“J (ax)
J @ e
k+ i
L f 23-+vg—8-v-1 F(%s—{-v—{—% F(%"—fs)F(l"'{"%’*'%s) ds
g I(§—}s) 2M(u+1)

k—1io
k+2v4+1+41i0

1 28 ~v-1g-5 T3¢’ )T(}8' + p—v) ds’

~ 4ml(u+1)
k+ovil-io
. a'#K;L—v(a)
2¢1(p+1)
by (7.9.12). Here the F(s) of (7.11.4) is L(k—io0, k+1900) if
——1 < k< —v—1; and x~*(x?41)-#-1is Lif —2u—1 < k < 1.
These conditions are consistent if 0 <<v << 2u, and the result
then follows from Theorem 42. The formula is actually valid if
—1 <v < 2u+3. It can be extended to the full range either by
analytic continuation or by Theorem 43.
The following examples can be obtained in a similar way, and
present no particular difficulty:}

(7.11.6)t

lf ezt 1) dp = ("; 1) Ka(v“) (7.11.7)

t Ibid., 13.6 (2).
{ The corresponding formulae in Watson are 6.15 (4), 13.2 (5), 13.2 (8), 13.3 (4),
13.3 (5), 13.45 (2), 13.6 (3), 13.6 (5).
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2T'(v+13)

J. e~ (x)x¥ de = @Iy (7.11.8)
¢ (= 7.4.8)
\o 1 2 v
f e-ot ) (x) da == W ‘/(J;j_zﬂ)“_, (7.11.9)
0
J(ax)e v+ dy = —f—?uu«e“*“’/", (7.11.10)
) } 2
—bx? o —a'/8b
!Jz,,(ax)e b dop = 3¢ 8 ](Sb) (7.11.11)
( var gy (R@H2OPT (utv+1) ‘
.,f K (at)J,(bt)tw+v+1 dt = (@bt (7.11.12)
f () e = LK, o), (111.13)
(@4az)  _ (Jaym

ey = B yHOK@.  (11114)
0

A more delicate example is

k4 1o
f J(ax)), i, (z) dz = 1 f 2 Dot b) 2T v — o) a=s ds

ka, PQGv—14s+1) I(v+is+1)
] kA-iwo
a—ﬂ
= f S ds (k> —v)
k—im

= 0<a<l), 3 (@=1) 0(a>1)
(7.11.15)}
If a # 1 this may be justified by Theorem 43, with

@

x(6) = [ J(az)d, () da.
0
The conditions may be verified as in the proof of (7.11.1). If
a =1, x(£) is discontinuous at £ = 1, and the method fails to
evaluate x(1). We can fill in this case by proving directly that
x(1) = ¥{x(14+0)+x(1—0)}; or we can apply the method in the
opposite direction, which gives the whole result, but with more

1 Watson, § 13.42 (8).
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tedious details; or we can write

-]

[ @@ s = f Lol )@ 2,
)

(

2y +2 2v+3

=_fx"+1J { v (x) 2v42)% “(x)}dx,

so that f (), 1(x) dx = ( u-{—l)J‘J:H dx.

0
The last integral is 1/(2v4-2), by taking v=pu, 8= 2y, in
(7.10.1).
As an example on (7.8.6), we have, by (7.9.12) and (7.10.8),
f 21K, (20)],(2)K,(z) de

0

k+ i
1 1
= vom | Ts—is—bUsthu—Dx
k—io
1‘(%+v—$8 (3—19T'39) ;.
. C(34v+1s)
1 $(k—1)+io
= Nm O I('—In+ DU+ Ipn+1) ¥
$(k—1)—iw
Pp—sT(E+6(=¢) 5
P(14v+s)
_ TGP+l v+ 13w+ 1+ 4p) (7.11.16)

APG v+ 3@ v —dp)
From (7.7.11), and (7.11.4) with v = 0, we obtain

3 1 1—
f(“rx s 1(1+ )xJ(az) dx

ktio
L J 5 Ds+1) TE—1)(D—3 4+, , o

I(%-—%s) 2+ )T (n }2
k—io

k+io
1

e | 2T —34e)f a1 ds
s | o
2m{F(ft)} A
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1 k+2n—1-+10
= e W -2 (1" ))2g -8 ~2+2n dg’
2mi{['(n)}? F{l Qs
k+2n=1—iv
2n-2
= ({%[?()ﬁ)}ﬂ’ Ky(a). (7.11.17)

7.12. Some non-absolutely convergent integrals. We have,
by (7.9.5) and (7.9.6), the Mellin transforms

cosx%, -I-F(i) cos” (7.12.1)
a \a 2o
sin ¢, 11‘(5) sin?—ﬂ. (7.12.2)
a \a 20
From (7.12.1), with « = 1 and a = 2, we obtain
—>® k+io

j cosx2cosaxr dxr = 4—12 f I'(s)cos 38w I'(3 —3s)cos {m(1—s)a—* ds
m

] k—io
k+ i
1

= -— 28-1741(4s)cos m(1—s)a—t ds
4m
k—io
= }nt cos Hmr—a?), (7.12.3)
by (7.12.1) and (7.12.2) with « = 2. Similarly,

f sinz?cos ax dx = }n=isin }(r—a?). (7.12.4)
0
The results are equivalent to (7.1.8) and (7.1.9). The process is

justified by Theorem 39. Asin §7.11 we have
n
fx‘—lcosz dz = O(]t])

A
for all A and u. Also

I ja—1 ta+1 ®
X{cos(ax—x2)dx= f + f 4+ J = J,++J;
A tle—1  ja+t+1

(with' obvious modifications if A > ja—1 or p < 3a+1). Plainly
J, = 0(1); and

In

d sin(az—2?) 1 . 0

= ——— - et T — —_— = l

gy s 3 dsin(ax—z?) = O(1)
z=fa-+1 xr=ja+1

by the second mean-value theorem. Similarly, J; = O(1). The con-

ditions of Theorem 39 are thus satisfied.
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Next, combine the cases « = 1 and o« = 3 of (7.12.1). We obtain
— 0 k+iw
f cosx®cosaxr dx = 6_1; f I'(s)cos sm I'(3 —38)cos im(1 —s)a—* ds.
T
0 k—io

Now

s—1
PETE—4e) = 5 TEITEs+Ts+HIE~19)
= 3;1' I'(ds)I'(ds+1)/sin yr(1—s).
We thus obtain

k+ 10

2:71 34142 cos Jm(1—8)}0(48)T'(}s+ })a" ds.

k—iw

In the first part put s = 3s’. We obtain
e+ o

—1——. f 303"\ [ (38’ +4)a—1 ds’
16m2
tk— i
$k+io
_ L 2 +1-2(3¢")T' (38" +13) 2N\ e Ay (23a)}}
T 4mi2i3t 3N\3y3 =g h ;
$k—io
by (7.9.12). In the second part put s = 3§s'—1. We obtain
§k+3+io
— 341 sin Jms' T(4s'— )0 (3§t +} do’
us
$k+4—1i0
= YQ.J‘W'Sm ims' (38’ — T 3"+ 3){2(Ra)} -+ ds’
24 “ ° =
ma

= svg 23+ {20a)],
by (7.9.9). Hencet

-0

NG ) : Va .
f cos 2 cosax de = 7o (A2 +7, 200V} + 7 Kif2(a)Y.

(7.12.5)
Similarly,

! sin 2% sin az di = ;i’_j;[.1,{2@,@)*}+J_,{2<ga)s}]_l;_‘K,{ma)’s}.

(7.12.6)
t Watson, § 6.4.
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The process is justified by Theorem 39, as in the previous case.
We have

B w
f 21 cos 2 da = - f gle-1cos £ dE = O(t])
¢ 4
A X
for 0 << o/a < 1, as before. Also the integrals

—»0
I cos(ax+xd) dx
0

converge uniformly in any finite a-interval.

Again,
2 k+-i0 0
a 1 a®\~*
z*-leos— = — I'(s)cos smav-1{—) ds
r 2m z
k—iwo
1—-v—k+io
1
=5 I'(1—v—s)cos m(1—v—s) @=2+2v+25x~8 s,
e

1-y—k—1io
Using this Mellin transformation and that of cosz, we obtaint
© k+ 1o

2
f cossaz:cosn%—ar:"—1 dr = .5._1—1, J. I'(s)cos }sm I'(s—v)cos3m(s—v) a?-28ds
s

0 k—1io
2k —2v+iw

= g'l‘; J D(v+1s')(38'){cos Lmv+-cos }m(s'+v)} a—* ds’
TT
2k — 2v — i
= cos }ymva*K (2a) + ;;g;& {J_,(2a)—J (2a)}, (7.12.7)

by (7.9.12) and (7.9.10). Similarly,

f smxsm‘; 2’-1dx = cos}mva’K, (2a) — 4sin 1 { ,(2a)—J (2a)}.
0 (7.12.8)
The process may be justified as in the previous cases.

7.13. Laplace transforms. Simple functions f(z), ¢(s) con-
nected by (1.4.1), (1.4.2) are

1
-z —_, 7.13.1
e, T (1.13.1)
8
_— 13.
cosz, a1 (7.13.2)

1 Watson, § 6.23.
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1

sinw,. S L (7.13.3)
zo-1, ()8, (7.13.4)
__l._ -1z A/(z —2va
Vze s o L (7.13.5)
The pai v 2T0+1)
The pair v, (x), V(L fa?)p (7.13.6)
results from (7.4.8); the pair : .
{(J(14-82)—s}
J (), J(4s?) (7.13.7)
from (7.11.9); the pair
Tz, {(1+s2) =y (7.13.8)
by integrating (7.11.9) with respect te a; the pair
xivJ (Vx), 2-vg-v-lg-1l4s) (7.13.9)
comes from (7.11.10).
Writing . .
1 oS U 1 sinu
Ciz) = - | %% - .. | 8nu
@) \/(217).[ w B S = e f o
o 0 (7.13.10)
we have
- —xsf (. e 1 m(’,()S'u ¢ a —&8 (fae
fe (/(x)tl.L—Wﬂ) T dee w8 (Jx
0 0 ©

= - l, m(zosu -us o i l.ﬁ ) 8 &
_\/(%MJ oy du = 28(4(1+32)+1+s2) , (7.13.11)
0

e.g. by (7.13.7). Similarly, we have the pair

1 1 s \1
S(: e — ) .13.1¢
(), 2s(4(1+32) 1+32) (7.18.12)
Defining Hx) = 142 i e—nmE (7.13.13)
=1
we have !
f e~"*P(x) da == f e dx 42 i f e~@n'nie dy
0 0 n=1,

1 SN | 1
= §+2 z st nir  ~vstanh s’

n=1

(7.13.14)
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In each case the real part of s has to be greater than some lower limit
—in fact 0 in all the above examples.

7.14. The formula (2.1.20) gives a number of interesting examples.
The simplest is obtained by taking f(x), ¢(s), as in (7.13.4), and
¢, ¢, with B for «. We obtain the familiar result

x k+1io
fya—l(x_y)ﬁ—l dy = 5%:-_@ f I’(a)I‘(ﬁ);i;ﬁ ds
0 k— i
_ %){%’xwﬂ—l, (7.14.1)

The formula (2.1.20) is equivalent to Parseval’s formula for the

Fourier transforms
fl)e™®® (x> 0), 0 (x<0), (2m)tp(k+it),

and similarly with g and . Here the e-¥* makes problems of f and
g at infinity trivial. In the above case the L2 theory applies if
a > %, B > 4. The result holds for « > 0, B > 0. The extension
may be made e.g. by Theorem 38.

The following examples are easily justified in a similar way.

Take f(x) and ¢(s) as in (7.13.6), but with parameter u, and g, i,
with v. Thent

x

[ v e—yria—y) dy

0

I "f"”zf*ﬂzwcén:(zw

= om p (IM—-{:82)"‘;";+1
k~io0
_ Pe+Hre+3) ..,
= Jemuprp )™ @) (7.14.2)

The particular case p = §, v =0 is
T
fsinyJo(x—y) dy = xJy(x). (7.14.3)
0
A number of similar formulae derivable from this are given by
Watson, §12.21.
The particular case p = 0, v = 0 is

fJo(y)Jo(x——y) dy = sinz. (7.14.4)

t Hardy (10), Watson, §§ 12.2-12.22.
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Simila,rly, (7.13.8) gives
k+io

J(y)J(a: 3/) 1 J.!/_ 2\ __ voxs
o=y YT Zripr ) (V/(1-+82) —s}p+ve=s ds
_ Btv (@), (7.14.5)
woz

Taking f, ¢, as in (7.13.8), but with u for v, and g, ¥, as in (7.13.7),
we obtain

3 2y ___ +v
[ rwa—n% %m f ol T A

l+s )
= f—*?(z-) : (7.14.6)
In
Taking g, ¢, as in (7.13.7 ), and f, ¢ with u for v, we obtain
2 v
f TV a—y) dy = 5‘7 R Lol gy
ki
= L [0t 1 5
- 2{ p+v+l(x)_‘]y+v+a x)+'“}' (7.14.7)

The integral is expressible in finite terms if u-+v is an integer; for

example
k+io

f Iy (e—y) dy = .3.:_1_1 J

k—io

ezs
I+fs?

A slightly different type of formula is obtained by taking
2

B at a
o) = i), gle) = o sexp(— L),
and g, ¢, with b, v for @, p. Thent

[ v avy)a—y)PJ by(e—y)} dy

1 k+1i0 b 2+ 2

ard¥ .

=3 @‘;&;xmexl’( a +“)
k~io

ds = sinz. (7.14.8)

(a"«‘:}'-vlfi)i(;—iﬂl) JusvnalV{(@*+0%2]].  (7.14.9)

t The result is equivalent to Watson 12.13 (1).
4362 P
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Taking the same g, 4, and the f, ¢ of (7.13.4), we obtaint

2mi
k—io

T k+1o
v 2
[y e—ypnfa—snay = g [ S exp(—% +as) s
(1}
2P(u)x‘”J (b)), (7.14.10)

From (7.13.11) and (7.13.12) we obtain}

T k+ i
1 8
f C)Se—y) dy = . f A &
0 k—1o
= l(x—sinzx), (7.14.11)
kiio
C(y)Cla—y)—S(y)S(x—y)} dy = ——. f _ s
‘.“(y = iy
1 k+icol ki
Ju—— Z 8 T8 — _
=i (s l+6)e ds = }(1—coszx), (7.14.12)
k—io

and there are some similar formulae involving J; and J,.
The method also leads to an integral equation|| satisfied by the

function $(z). From (7.13.14) we deduce
k+ i

ey = L [ T s
Y Y)Y = 2 stanh? s
0 k—io
Now i L _1__._,,_‘.1*__-_
ds\tanhvs] = 2+s 2+vstanh2vs’
Hence the right-hand side is
1 ki . 1 k+10 d 1 -
er e
i ] T Ta f (d“s f;nnvs)v;d“'
k--io k-1
k+ i 1
x
= — e e ——— e:nd
+m‘ tanh vs (\/s 23‘) N
k--io
z
= 14 228(x)— f S(u) du,
0
1+ Watson, 12.11 (1). 1 Humbert (1).

|| Due to F. Bernstein. See Hardy (10).
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T 1 k4 i 1 kiio ds
eIR o
since HMHu) du = — e d8 — = —_—
j (w) 2m J. st tanh vs 271 f st tanh vs
] k—io k i
and the last term is 0, as is seen by moving the line of integration
away to the right. We have thus proved that

fﬁ(y)g(x——y) dy = 14-2x3(x)— fﬂ(u) du. (7.14.13)
0 0



VIII
GENERAL TRANSFORMATIONS

8.1. Generalization of Fourier’s formulae. IN the foregoing
chapters we have studied two formulae of the form

f(@) = [ k(eu) du [ kuy)fey) dy (8.1.1)
0 0

for an arbitrary function f(z); k(x) = A/ (g)cos z gives Fourier’s cosine
w

formula, and k(x) = A/ (g)qinx gives Fourier’s sine formula. There
m

are, however, other formulae of the same form, the best known being
Hankel’s formula, in which

k(z) = atJ (x). (8.1.2)
There are also formulae of the form
f@) = [ klaw) du [ huy)fy) dy (8.1.3)
0 0

in which the two cosines of Fourier’s formula are replaced by differ-
ent functions. The simplest formula of this type is that in which

k(z) = x1Y (), h(z) = xtH (). (8.1.4)
As usual, (8.1.1) may be written as a pair of reciprocal formulae
9@) = [ JWk(zy) dy, (8.1.5)
0
@) = [ g)k(y) dy. (8.1.6)

0
A function k(z) giving rise to a formula of the form (8.1.1) will
be called a Fourier kernel. The main object of this chapter is to give

an account of such functions.t
Suppose that we multiply (8.1.5) by 2°~! and integrate over (0,00).

We obtain formally

 stereetdo = [z ds [ skian) ay
0 0

= Tf(y) dy f k(zy)z*-t de = ff(y)y-a dy j’ok(u)ua-l du,
0 0 o 3

+ Hardy and Titchmarsh (8), Watson (2).
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i.e., with the usual notation for Mellin transforms,

6(s) = F(1—8)K(s). (8.1.7)
Similarly (8.1.6) gives

F(8) = GB(1—38)K(s). (8.1.8)
Changing s into 1—s in one of these equations, and multiplying, we
deduce that R(s)K(1—s) = 1. (8.1.9)

We should therefore expect that a Fourier kernel k(x) would be in
some sense of the form

c+iwo
k(x):Q—:TZ f R(s)a—* ds, (8.1.10)

where R(s) satisfies the functional equation (8.1.9).

8.2. The condition (8.1.9) may also be expected to be in some

sense sufficient.
A characteristic property of a Fourier kernel k(x) is that, if

ky(x) = T k(u) du, (8.2.1)
0
then fk(a:u) Eu) du = (1) 22 i ;)< &), ' (8.2.2)

0
For if we put f(x) = 1 (0 < z <L ), 0 (x >> £), in (8.1.1), we obtain
(8.2.2); and conversely (8.2.2) leads to

f fy)dy = f fy) dy f k(yu) 151(1‘:'{) d
0 0 0

_ f b g, f k(uy)f(w) dy,
0 0

from whieh (8.1.1) follows by formal differentiation.
Now (8.1.10) gives formally
c+1iw

ky(x) = 2%@ f R(s )fll ds. (8.2.3)

c—1i®

Hence, by a formal application of Parseval’s formula for Mellin



214 GENERAL TRANSFORMATIONS Chap. VIIL
transforms, in the form (2.1.20),

f () @11532 du = 2Lm f R(s)&(-l;:s)w-ﬂf” ds (c>0)

c—10

+ 10
1 £\8 ds
[ ) T =1 ; 0 .
. (,) bo1o<z<o 0@>9
c—i®
Hence (8.2.2), and so the Fourier formula, is formally a consequence
of (8.1.9).

8.3. Similar analysis holds for the unsymmetrical formulae arising
from (8.1.3). If we now write

flz) = f k(zu)g(u) du, (8.3.1)
g(w) = [ hu)fiy) dy, (%3.2)
(V]

the relations between Mellin transforms are
&(8) = G(1—38)K(s), (8.3.3)
G(s) = F(1—8)H(3), (8.3.4)

and, eliminating § and G,

K($)H(1—s) = 1. (8.3.5)

We may regard (8.3.2) as the solution of the integral equation (8.3.1)
for the unknown function g(u), the ‘solving kernel’ A(x) being

given by ot i c+im
h(z) = 1 $(s)x—* ds = 1 f T s
T 2m ) T 2m R(1—s)

¢—1 c—iw

8.4. Examples. Before proceeding farther we shall give a number
of examples.

L T$v+3s+1)
1) If RK(s) = 284 =127 0 > —1),
W R N R
then k(z) = x3J (z),
and the formula is that of Hankel; the cases v == —§ and v = } are

Fourier’s cosine and sine formulae.
If —2 < v < —1, then

_ aify gy (Y
k) = i@ — 0,
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and generally, if —m—1 < v << —m, then

o) = i — S R,

= C+n+1)
the sum being the first m41 terms in the power series for J ().
(2) Tft k(@) = 1Y, (2),
then, by (7.9.7),
R(s) = —2- g1 (4s+ v+ ) (38— v+ )cos(ds— Lv41)m.

This does not satisfy (8.1.9), so that k(z) is not a Fourier kernel. But

(8.3.5) gives
_ ey L3s+3v+1)
56) = 2w ek D)
It then follows from (7.9.13) that
h(z) = xtH ().

(3) There are a number of very general transformations, due to
Fox,] in which k(z) and h(x) are linear combinations of generalized
hypergeometric functions. From our present point of view these
originate as follows.

Suppose that o, > 0, that p, and p, are any real numbers other
than negative integers, and that

¢ = aqy—py—p2t+3,
— os1_ Dl +1¢—1s)I'(ds—14)
mmdlet ) = N T ot 1 1)
We deduce from the calculus of residues that

- ~ Dly+n) (=)
k@) = (3=) Z D(p,+n)T(pg+n) 2!
= ()~ ¢1Fz(°‘1’P1’P27 iz?)
in the usual hypergeometric series notation. If we now calculate
$(s) from (8.3.5), and then A(z) by summation of residues, we find

k(z) = hy(x)+hy(),

tan(bs -+ Jo+ .

where
(@) = :25:1-‘:1;‘”(%@2””4’ 1 Fy(1—oy+py, 1—potpy, p1; —127),

and hy(z) is derived from h,(x) by interchange of p;, and p,. The
formulae thus obtained are those of Fox’s Theorem 1, in the special

1 Titchmarsh (3). 1 Fox (1).
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case p = 1. In the general case R(s) is a more complicated product
of gamma-functions of the same type.

The case a; = 1, p; = §, p, = v-+3 gives example (2) above. The
case ay = 1, p, = a+1, p, = v+a+1 gives a more general trans-
formation found by Hardyt and discussed by Cooke.i The case
o = v+3§, py = v+1, p, = 2v41 gives

ba) = r Ll ba) = —Va (o)),

a transformation due to Bateman.|| The case o =v+a-+14,
pr = v+a+1, p, = 2v+a+1 gives a more general transformation
due to Titchmarsh. 1 Fuller details concerning these transformations
will be found in § 5.2 of Fox’s paper.
If we take
R(s) = 2 ‘F(al—}—%s I‘(agi-jf)l‘ ag— %s)
(b, +38)'(b,— 48)"(bg—38)°
where a,+a,+ay+3% = b;+b,+by,
we obtain examples of Fox’s Theorem 2. For example, if
4 = dutbHd g = d—du—b, g = 1,
bo=1 b= l—dutd, b= hu—hv+1,
k(x) and h(x) are each combinations of two hypergeometric functions,
and can be reduced to the forms

Nt

k(x) 2\/2 Sln% l,L+V) x{'] zx)J~ .13 &I)J %x)}
i
M) = g aam i 2 EERADL )+ L), ()],
(4) If k(z) = x*{Y,(x)-}-% cosam K, (z)),

then, by (7.9.7) and (7.9.11), K(s) is

22 (Js+ P+ T s+ P+ T (s — P+ 1T (s —pr+-8),

P(}s—}v+3+1a)(F+—ls—Ha) x

X D(js—{r+3—1a)l(F+v—1s+1a)
In this case again A(z) is the sum of two hypergeometric series. There
are two interesting particular cases. If v = 0, @ = 1, then
I'(3s+3)
st = —2{d =)

1 Hardy (13). 1 Cooke (1). || Bateman (1), (2).
1t Titchmarsh (6).
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which satisfies (8.1.9), so that, by (7.9.7), (7.9.11),
ke) = 2 {To) 2 Ky)

is a Fourier kernel. If v = 2, @ = 0, then
afTs+D\2 1s—%
— oze-1| 2S48
LCRE Rahi
and K(8)K(1—s) = —1, so that

Ke) = —h(z) = o {h(z) + 2Kyfa).

The formulae in this case are due to A. L. Dixon and Hardy.t Much
more general formulae of a similar character have been obtained by
Steen] and Kuttner.||

(5) If R(S) = e—ai(a-1)" ((l >~ O),
then 5(8) — eai(‘?—i)’_

Taking ¢ = % in (8.1.10), we find that

f €% cos(tlogz) dt =

—

1

= e-ilogayida,
2wV

I e
o 2(raz)
and A(z) is the conjugate function. The Fourier formula thus
obtained may be reduced by a change of variable to the exponential
form of the ordinary Fourier formula. It is

@ @

f(x) = L f e-itogzutga _TY._ f ¢itog uyita JY) dy;

~ 4ma (zu) Juy)
0 0
and, if we put @ —= %, and
T = ef, U = eg, Yy = e, g(¢) = eiif'+lff(ef),

@ @

we obtain g(€) = 511-7 f e~ %L d f €iing(n) d).
This formula is not included in our standard form, since the limits
are —oo and oo instead of 0 and co.

1 Hardy (17); see also Hardy and Titchmarsh (8).
1 Steen (1). I Kuttner (1).
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(6) If K(8) = e*s-V*  (a > 0),
then k() is a Fourier kernel. Taking ¢ = } in (8.1.10), we find

—>®

k(x) = ;b; J. cos(at®{tlogx) dt
(1]

= sy %) (o (5} ]

A
= i "B 5 oy (B2 2> ),

by (7.12.5) and (7.12.6).
(7) If  K(8) = expfie~¢-b} = exp(ief) (s = }+ut),

then $(8) = exp(—ie).
We obtain

xt r . du

k(x) = - '[ exp(ie)zt-it dl = f gty —ilogz 2%

-ﬂ' u

0
_..i X

= E2—-71‘ e"”(ve}iﬂ')—il(lgz é;—) = T ‘—ilog x):

(1]
and h(z) is the conjugate.f
(8) If K@) =1,
then (8.1.9) is satisfied, but the integral (8.1.10) is not convergent.
If, however, we regard (8.2.3), with 0 < ¢ < 1, as the definition of
k,(x), we have

1 e 1 (@>1)
xr- xr >
k T e— P d = ’
1() 2'f =70 (0<z<l)
c—1io

If we replace (8.1.5), (8.1.6) by
o) = 1 [ S ), S = [ o) dkaw)
0 0

then our formulae become

1 /1
0= s@=1)
which are plainly consequences of one another.

1 Paley and Wiener, Fourier Transforms, § 16.
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(9) In all these examples K(s) is analytic. Suppose, however, that
¢ =1}, and R(b+it) = isgnt.

Then $, defined by (8.3.5), is —K. The integral (8.1.10) is not con-
vergent, but it is formally

© 0 o
S (g — [ za)= 1 [ - 1
2"4:6([1: dt f z dt) = m/xfsm(tlogx) dt wrloga’
— 00 0

the integral being summable (C, 1). Our formulac become

@

g(_p) = ._1 — f!-_)ﬂ_

f J(zy 10g xy) «/ xy)log(zy)

If we replace x and y by e and €7, and mterpret the integrals as
principal values, we obtain formulae equivalent to those of the

theory of Hilbert transforms.

(10) If R(s) = cot Jsm,
then (8.1.9) is satisfied. The integral (8.1.10) is of the same type as
in (9). A formal application of the theorem of residues gives

M) =2 1
and we again obtain formulae of the Hilbert transform type.
(11) We obtain formulae of a somewhat different type by taking
K(3+at) = e,
Then (8.1.9) is satisfied, and

1 [ o 1 [ (1
_— -1l _ i
k(z) e f etlz=it dt m/x_[ cos(t tlogx) dt.
-— 0 0
The integral is summable (C, 1) if x 5~ 1, and has the value
(xlog ) iJ{ (log%)%} 0<z<]), 0 (x>1).

If x = 1, the integral for k(x) diverges to infinity, and k,(z) has
a discontinuity, as in example (8). The formula which results is

therefore J{ 1 )
_ 2(—log zy)!
g(x)__ () .[ (—aylogayyi 1%
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If we put
z=et, y=e, e¥flet) =4(), eHglet) = y(f),

we obtain @
o = 40— [ "‘%‘fg’”ﬂ
¢

The reciprocal formula is obtained by interchanging ¢ and ¢. The
Fourier formula which results may be verified by using the integralt

J2J(x+)\ WhiZy(@+m)} 5o A{2J—2}
Verdfetn T ey G

( 12) The kernels which arise in the summation formulae obtained
formally in § 2.9 are Fourier kernels. For example, in the argument
of § 2.9 we obtain 2 cos 27z and 4K (4mvzx)—2nY (4m/x) as the Mellin
transforms of {(1—s) 2(1—s)

L) £33
respectively. These functions of course satisfy (8.1.9).
Note also that, if k(x) is a Fourier kernel, so are vak(ax) and

MgAA-D(z2).

8.5. L2-theory. In the theory of Fourier integrals we have proved
theorems of two kinds, theorems on convergence in the ordinary
sense, and theorems on mean-convergence. There are also theorems
of both kinds for general transforms; but here the mean-convergence
theory is both easier and more general than the other, and we begin
with this.

In the first place, we need only assume the existence of the function
(s) on the line ¢ = }. The equation (8.1.9) then takes the form

KE+)RE ) = 1. (8.5.1)
We might simply write K(3+1:) = $(t), and $(t)¢p(—¢) = 1; but we
shall retain the previous notation to preserve the appearance of the
formulae.

We should now have formally

k(x):EI; f R(3+it)e-i-# d1. (8.5.2)

There is no reason in general to suppose that this integral will exist
1 Watson, § 13.47 (10).
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in any sense. However, the formula for k,(z) obtained by formal
integration will exist in the sense that

k() f R%ﬁ” z-i-it g, (8.5.3)

77 1—)CO

If, as in most of our formulae, K(s) takes conjugate values for con-
jugate values of s, then (8.5.1) gives

[R(3+2t)| = 1. (8.5.4)

Hence R(1+#)/(}—it) belongs to L%-—o0,00), the integral in
(8.5.3) exists in the mean-square sense, and k,(z)/z belongs to
1.2(0,00).

It follows that our theorems have to be stated in terms, not of
k(x), but of k(x). For example, (8.2.2) is no longer significant.
However, the formula obtained by formal integration with respect
to x is

f ky(zu)k,(éu) %—: = min(z, £). (8.5.5)

This integral is absolutely convergent in the general case, and
(8.5.5) by itself may be taken as the basis of a Fourier theory.

The theory takes different forms according to whether (8.5.5)
appears explicitly or not. The results may be summed up in the
following theorems.

THEOREM 129. Let R(}t) be any function of ¢ satisfying (8.5.1) and
(8.5.4), so that R(3+it)
1—it
belongs to L*(—ac0,00). Let k(x) be defined by (8.5.3). Let f(x) be any
function of L*0,c0). Then the formula

s = & f kaow) () (8.5.6)
0

defines almost everywhere a function g(x), also belonging to L?*0,00);
the reciprocal formula

1) = 3. [ bt 5 857)
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also holds almost everywhere; and
[ @) dz = [ {g@)p d. (8.5.8)
0 0

TuEOREM 130. If K(3+1t) satisfies the conditions of Theorem 129,
then k,(x)/z belongs to L¥0,00), and (8.5.5) holds.

THEOREM 131. Let k,(x) be such that k,(x)/x belongs to L*0,0), and
let (8.5.5) hold for all values of x and ¢. Then the reciprocal formulae of
Theorem 129 hold.

Theorem 129 is thus a consequence of Theorems 130 and 131.
But it is possible to prove it directly.

The above theory is due to Watson.t We shall call functions f(z)
and g(x) connected by (8.5.6), (8.5.7) k-transforms; and (8.5.8) the
Parseval formula for k-transforms.

8.6. Proofi of Theorems 129, 130. Let f(x) be any function
of L?0, ), and F(s) its Mellin transform, so that F(4- ) belongs
to L¥—o0,00). Since |K(}+1it)| = 1, K +it)F(3—1t) also belongs
to L2. Let g(x) be its Mellin transform. Then)||

x t+iw
() du = L i RE)F(1—s8) T ds
f g = T f 1=
t—ioo
Now ky(z)/x is the Mellin transform of K(s)/(1—s). Hence, by the
Parseval formula for Mellin transforms,
+ i

3 0 -]

1 K)oy vros 7o [ Falzy) ,

o 1—sg F(l—s8)z*ds = f *x‘;/ fly) dy.
$—iwo 0

Hence f g(u) du = f Iﬁ(xy)f(y) dy,

(1] 0 y
and (8.5.6) follows almost everywhere. The k-transform g(x) of f(x)
is thus the Mellin transform of K(s)F(1—s) (on o = ). By the same
rule, the k-transform of ¢g(x) is the Mellin transform of

KK —8)F(s) = F(s).
Thus the k-transform of g(z) is f(x). All these transformations are
of the class L2 so that the necessary uniqueness theorems hold.

+ Watson (2). 1 Busbridge (1).
|| This formula and the next come under Theorem 72, extended as in (2.1.23).
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Finally,

1

f s

3

BQ_-ﬁﬂ SL“‘wg

»n

1§ 4it) 2 dt = f (@) d,

0

1
T o
the Parseval theorém for k-transforms.

Theorem 130 also follows at once from the Parseval formula for
Mellin transforms. Since k,(z)/x is the Mellin transform of K(s)/(1—s),

fkl(ax)k (bx) ;. _ 1 aa)w KQ—s)br-1

211'1, 8
}—io
$+io

1 a—hs-1
T f (= ajs
by the functional equation for K(s). If a > b, the integral may be
evaluated by moving the line of integration away to the right, and
the value is a-. If @ > b, its value, obtained by moving the line of
integration to the left, is b-1. Also the integral on the left is con-
tinuous at @ = b. Hence the result.

8.7. Proof of Theorem 131.1 Suppose first that f(x) has a con-
tinuous derivative, and that it vanishes for all sufficiently small and
sufficiently large values of . Let

0(y) = f ) fi0) o = f’-“’-,ff’-f(g) du

Then g,(y) is clearly differentiable, and

9(y) = g1(y) = ——;l—zfll f(y) du = —»j'l (xy)f (z) dz.

Hence

f {9 dy =

@

Y N k ,
2 f k() (@ f ky(E9)f(€) dé

(e , ky(zy)k(€y) 4
—Jf(x>dz6[f<£>d§uf—~—y2 y

+ Titchmarsh (15); see also Planchere: (6).

8 St—3
2
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8

f(x)dxff(fmmxf) d¢

CQ‘S O&__.

xdxff f’€+jf frlfff(x)df
= —2 f f@)f @ dx

= [—2{f)}?]; + I{f(x)}z dx

- [ifyeas

All the transformations are easily justified if f(x) satisfies the given
conditions.

Next let f(x) be any function of L%0,c0). Then it is known that
there is a sequence of functions f,(x), each satisfying the conditions
previously imposed on f(z), and such that

tim [ {f(e)—fu@)}t dz — o

Let g, (x) correspond to f,(x) in the same way as the above g(x) does
to f(z). Then

[ @) —gu@) dz = [ {fo(0)—~fu(@)} d,

which tends to 0 as m and n tend to infinity. Hence the sequence
g.(x) converges in mean, to a function g(x) say. Then

[{o@) dz = lim [ {g,(2))?dz = lim [ {f, @)} dv = [ {f@)}* da,

the Parseval formula.
Also

”

J g(u) du = hm f g, (i) du

0

— lim ’“.1_("_?! ) f.(x) do
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so that aly) = ‘ij ﬁ(gi) (@) d,
0

i.e. g(y) is the k-transform of f(x).
Let ¢(x) be another function of L?0,00), and y(z) its k-transform.
Then the Parseval formula gives

[ 9@)(@) dz = [ f@)(a) da.
0 0

Let $p@)=1(<u), 0 (z>u).

-]

Then 6[ _kl(:y)‘ﬁ(x) dx = f ky(zy) 4 f k(@) 4 2,

and hence Y(y) = c—ll% J. I‘ifi) dx = kl%’/‘_-’/_)
ey (uz) ¢

Hence g(x) AT de = f(x) dx’
Joontee]

and the reciprocal formula (8.5.7) follows.

8.8. Necessity of the conditions.} It is also easily seen that
the conditions imposed on k,(x) and K(s) in the above theorem are
necessary. For suppose that the reciprocal formulae

f fy)d f al w)g(u) du, (8.8.1)
f gly) dy = f If‘-(z-'f-)f(u) du (8.8.2)
hold for any function f(x) of L?(0, o). Let f(x) z < §),0(x>€).
Then (8.8.2) gives
z £ f:t:
(v)
o) dy = [ B g L) gy,
Jun=] of
8o that g(x) = .’_C_x:i .

1 Busbridge (1).
4362 Q
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Substituting in (8.8.1), we obtain
f ky(zu)ky(Eu) 5,
u? -

o
In particular (z = £ = 1) k,(u)/u belongs to L?0,00).
If &(s)/(1—s) is the Mellin transform of k,(x)/x, Parseval’s formula
for Mellin transforms gives

R Ja—* R(l—s b*’*1 J’kl(ax l(bx)d min(a, b)
211@ = a

min(z, £).

b
§—io
§+i0 b 1 b
a-8 bs—
But also ——l— e ——— A8 = @-(a;).
2mi 1—s & ab
t—iw

Hence (taking b = 1)

$+ i
1 1-REK(1—s)

— 1T RE)RIS) ey
i Q=g ¥ %7
p—iw

for all values of a. Since the integrand (as the product of functions
of L?) belongs to L, it follows from Theorem 32, p. 47, that it must
be null, i.e. that K(s)R(1—s) = 1.

8.9. The unsymmetrical formulae. For the transformation
arising from the equation (8.3.5) a similar set of theorems holds. We
now assume that $(3+1it) and K(3+it) are both bounded. Let
hy(x)/z and k,(x)/x be the Mellin transforms of $(}-it)/(3—it) and
K(3+1t)/(3—1t). Then a given function f(z) of L*0,c0) has two trans-

forms

o) = & f MWy dy, o) = ;i E ) f) ay.

The k- transform of g,(x) is f(zx), and so is the h transform of g,(x).
The usual Parseval formula is replaced by the relation

| p@gui) dz = [ {f@))* da,
0 0
together with tne inequalities

[ lon(@)1? dz < ¢ [ {f(a)}? da,

[ lou@)1? dz < ¢ [ {f(@))* de.
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The proof of Theorem 129 extends without substantial change to
this case. That of 131 holds only if K(}+t) and $(}+:t) are con-
jugate, so that g,(x)g;(z) = |g.(x)|%2. In the general case the result
still holds, but now we have to prove (8.3.5) as in § 8.8, and thence
proceed as in the proof of Theorem 129.

8.10. A convergence theorem. In the foregoing theory the trans-
formation is expressed in terms of k,(x), which is not necessarily
differentiable. To obtain the forms (8.1.5), (8.1.6) we require further
restrictions, both on the kernel and on the function represented. ¥

THEOREM 132. Suppose (i) that R(‘}-{—it) satisfies (8.5.1) and (8.5.4),
so that x-k,(xz), defined by (8.2.3) with ¢ = %, belongs to L%*0,c0);
(ii) that k,(x) is the integral of k(x); (iii) that x—Yk,(x) s bounded.

Let fo) =1 f $(y) dy, (8.10.1)
where ¢(y) belongs to L*(0,c0). TZen
fl@) = ];wk<xu) du f:k(uy)ﬂy) dy (8.10.2)
for every positive x.
We have z z
@) < ;‘[{ [ 1wwizay | dy}% = o(z4)
H o

as r - 0; and
1 X 1 © x %
il <3 [ |¢<y>1dy+5{ [ ey | dy} = 0(a)
0 X 0

as x — 00, by choosing first X and then z.
Let ys(x) be the k-transform of ¢(x). Then (x) belongs to L?, and

[ @ ay = [y
0 0

Let g(u) = f ?—f)i) dv. (8.10.3)

1 Hardy and Titchmarsh (8); see also Morgan (2).
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Then

[ ) dy = — [ ky(@u)g'(u) du
0 0
A

= lim {——[kl(xu)g(u)]‘g-%—xs'. k(xu)g(u) du}. (8.10.4)

8—0,A—

}
Now ol { f o) av | %} = o(u)
as u > 00; and *

lg(w)| < f ¥ ()

dv+{ f ()] dv f d”} = o(u)

as v —> 0, by choosmg first 8 and then . Hence the integrated
terms in (8.10.4) tend to 0, and we obtain

—>a0

j(x):é f d(y) dy = f k(xu)g(u) du. (8.10.5)

-0

Again, (8.10.3) may be written
= f Y(o(v) dv,

where u(v) = 0 (v < u), 1/v (v > u). Hence by the Parseval formula

0

g(u) = [ $(N@) dv,

0

,\(v).—_i f ) ﬁ(?‘?) - g_v f k(1) gy
) d¢ ) gg b
=il [ )=

g(u) = f¢(v) dvf ‘(5) d¢ — f ¢(v)_k..1,£‘31‘_;?) dv

= gl(u) 92(“) (8.10.8)
say. Integrating by parts,

gy(w) = [vf(v) f ki(6) df] f vf(v)u%gi;! dv, (8.10.7)

0 —0

where

Hence
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and the integrated terms vanish since uf(v) = o(vt), and, since
ky(€)/¢ is L?,
B0 4 o

§2
uv

as in the case of g(u). Also

go(u) = [vf )~ uv)] f?fv ) KO0 gy 4 f vf(v)kﬁg;))—dv,

0 —0 -0

(8.10.8)
and the integrated terms vanish since v=tk,(uv) = O(1).
From (8.10.6), (8.10.7), and (8.10.8) it follows that
glu) = f k(wv)f(v) do, (8.10.9)

—0

and (8.10.5) and (8.10.9) give the theorem.

8.11. The resultant of two Fourier kernels.t Let

= [ Kay)y) dy
(1}

be the resultant of k(x) and I(x). Then a formal rule is that, if k(x)
and l(x) are Fourier kernels, so is m(x). We may, for example, put

@000

f f m(zw)m(ut) f(t) dudt = f f f f F(zuy)k(utz)l(y)i()f () dudidydz,

and the substitution ¢ = v/z Y = zw gives

Hz zwdzdw”mwu wv) ()dudv

= ff I(2)l(zw) f(xw) dzdw = f(x)

if £ and 7 are Fourier kernels.
We can also argue in terms of Mellin transforms. If & and £ are

the Mellin transforms of k and [/, that of m is

M(s) = j?'rn(ac)az:“1 dzx = j?x“l dx fk(xy)l(y) dy
0 0 0

= f ly) dy f k(zy)as-1 dz = f )y~ dy f ke(w)us-1 du
0 0 0 0

— (1—8)R(s).
t Hardy (20).
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Hence M(s)M(L—s) = KR(&)K(1—8)2(1—8)L(s) = 1,
and the result again follows. The argument is still of course purely

formal.
The L? theory gives

THEOREM 133. Let k,(z) and 1 (z) satisfy the conditions of Theorem
131, and let m,(1/z) be the l-transform of k,(x)/x. Then m(x) also
satigfies the conditions of Theorem 131.

Here m,(1/z) is defined by

fml(}t) du = f l}(zy,) ]il;(;) du.
0 o

Now m,(a/x) is the I-transform of k,(ax)/x. Hence by Parseval’s
formula for I-transforms

@

f’ il g, | ”‘(g)m(g) “

0
_ f’ﬁ‘f@.’?@ dz — min(a, b)
x2 b ’

the required result.
As a particular case, let 8;(z) = 0 (z < 1), 1 (z > 1), so that

g(x) = %f(é), flx) = i—g(é)

We call this the transformation §. If k;, = [,, then

YO [ hOkt)
6{ ml(;) dy = ! ,,L_,Z;_U “?dt = min(l, z),

and m, = &,. If [, = s,, then

[yt fufya
0 1l/x 0

and m, = k,. Thus the resultant of £ and £ is s, the resultant of k&
and s is k.

ExamprLEs. (1) If k and 7 are the cosine and sine transformations,
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and the m-transformation is

o

g(x) = f _fe)

1—z?
0
If f is even, this gives
Y-t [ 10
" \x T x—1

the Hilbert transform of f(t).
The resultant of this transformation and % is defined by

m(x) = 3! f(—t)z dt,

0
or, regarding k(x) as even, by

Thus the conjugate of a Fourier kernel is a Fourier kernel.
(2) The function /;(x) = z (x < 1), 0 (x >> 1), satisfies (8.5.5). We
conclude that, if k(x) is a Fourier kernel, then so is

- f k(xt) dLy(t) = f k(xt) dt — f k(u) du —k(x).

Similarly, taking ;(z) = 0 (z < 1), logz—1 (x > 1), we find that
f k@) 3y k(a)
u

is a Fourier kernel.
(3) The resultant of ttJ,(t) and ¢-1J,_,(1/t) ist J,,_,(2t%).
(4) The resultant of ,/(2/m)cosz, \/(2/m)z~1cosz~1 is (§7.12)

2 (Kof2vn)—Yy(2v));

that of ,/(2/m)sinz, /(2/m)x-1sinz-1 is (2/m){Ky(2v2)+Y,(2Vx)}.

The last kernel is also the conjugate of Jy(2vx).

(5) The resultant of Jy(2vz) and cosz is —sinz, and that of
Jy(2+z) and sinz is cosz. This may be proved as in §7.12.

1t Watson, §13.61 (1), or as in §7.12.
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(6) We have
° _ 2sinpm aht
+ et ades
x J tJ, (@t)J_,(t) dt = BT e, (@)

if z # 1, while when z = 1 the integral diverges like
“oser f dr.

The divergence indicates that when we form the resultant of
xtJ,(z) and 2tJ_,(x), there will be a discontinuity in m,(z) at z = 1.
In fact

ml(:v) = — (x < 1),

x
2sinpum [ t#+t dt
1—¢2

T
0

i +t d
._2,_8_1;!_1_#_1_7 f t‘;’;-- g-}-—COS}L‘IT (x > 1)

The inversion formulae are

2 F (att
g(x) = S?;Hf (xt) 2tzf(t) dt—{—cos;m—f( )
0
and the reciprocal formula.
(7) If we form the resultant m(z) of /(2/)cos z and J,(2vx), and
then replace m(z) by 2-ixz-1m(1/2z), we obtain the Fourier kernel

(22){cos(@— km)i(@)+sin(@—km)J_y(@)}.

8.12. Convergence of k-integrals. We now leave the transform
theory, and prove quite independently a theorem on convergence in
the ordinary sense. To do this we have to make very special assump-
tions, and the theory is practically restricted to those examples in
§ 8.4 in which K(s) is a product of I'-functions. For such functions,
however, we obtain a direct generalization of Theorem 3.

THEOREM 134.1 Let R(s) be regular in a strip o, < o < o,, where
0y < 0, o, > 1, except perhaps for a finite number of simple poles on
the imaginary axis; and let R(3) be of the forms

raofo G o). s+ o()

+ Hardy and Titchmarsh (8).
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for large positive and nmegative t respectively, where
Ke(8) = l"(.s )cos }sm
18 the Mellin transform of cosx. Let K(s) satisfy (8.1.9), and let k(x)
be the Mellin transform of K(s).
Let x > 0, and let f(y) be L(0, c0), and be of bounded variation near
y=a. Then

—>00

[ aw) du [ kuy)fv) dy = Hf@+0)+fw—0)}).  (8.12.1)
0 0

The function K(s) is regular in any strip o; < ¢ < 0,, except for
a finite number of simple poles at points where o < 0. If ¢ is large
and positive, then

RKo(o+it) = ota‘;emogu){l +% n 0(}2)}

where C and a are complex, and a depends on o; and K;(c—1it)
satisfies the conjugate formula.
The functions

. cos 487 sin }sm
I'(8)sin s, I'(s) =%, D(s) 27"
(8)sin dsmr ®) 5 (©) ="
are the Mellin transforms of
. sinx sm T—XCOST
sinz, -, et
x x2

and are of the form

Ro(s){zsgnt-i-O(, 12)} Ro(s): 0(| llz)}
Ro(s){:i;g—n*t‘f“o(_l'i)}’

ls]
for large ¢. If K(s) satisfies the conditions of the theorem, we can
find constants a,, a,, a;, a,, such that

R(8) = KV(s)+KB(s)+K(s),

where
KO(8) = a, I'(8)cos }sm-+a, I'(s)sin }sm,
83(6) = ayT'e) 27 4 g, () S0,
and KO(s) = Of|RK,(8)8~2|} = O(Jt]|°-})

for large s of the strip. Let k¥(z),... be the Mellin transforms of
KO(s),....
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8.13. LEMMA «. k(x) 8 bounded for all positive x.
This is true for ¥V(z) and k®(x), so that it is enough to prove that
1 c+1io
O(z) = — j RE(s)x—* ds
2m
c—1o

is bounded. Ifx > 1, we take ¢ = 148, where 0 < 8 < %, 148 < o,.
Since R(s) is then O(|s|3-1), k®(x) is bounded, and indeed is O(z-1-3).

If 0 <z < 1, we take ¢ = —8, where o; < —8 << 0. Then
-8+
W@ = o [ 8 da 4o,
2m )

the latter term being the sum of the residues at any poles on the
imaginary axis. It is plain that p is bounded, and the integral is
bounded because R®)(s) = O(|s|-2-}). Hence k(z) is bounded for all
positive x.

8.14. Lemwma B. Let

2
(A, x,y) = f k(zu)k(yu) du, (8.14.1)
1A
where A > 1 and z 8 positive and fixed. Then
| < B(z,?) (8.14.2)

for all positive y for which |y—zx| > (.

In view of Lemma « we may replace ¢ by

A
X0 2,y) = [ kauk(yw) du

A
= [ (K@) -+ k)R (yu)+ kP (yu) +ED(yw)} du +
1

A
+ [ Euk(yn) du.
1

The last term is bounded because ¥®(zxu) = O(w-1-%) and k(yu) is
bounded.

Denote the integral involving ¥®X(xu)k@(yu) by x,,. Then x,, is
clearly bounded. Next, y, , splits up into four terms, a typical term

being
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A . Yy
J‘ sin g BRYU—yucosyu o [ ™ 8in yu—yu cos yu du +
y2u? y2u?
1 1
A . 2
+ f sin zw s;:)yu du — J’ sinzu cos yu du.
yu
1jy 1y

Since (sin z—z cos z)/x? is positive increasing in 0 < z < 1, the first
term on the right is
1/y
(sin 1—cos 1) f sin zu du,
Uy
where 0 << u, < 1/y. The second and third are
Uy U,
f sin xu sin yu du, — f sin 2u cos yu du,
1y 1y
where u, > 1/y, uy > 1/y. All these are bounded, and the other
terms of y,, may be shown to be bounded in the same way. Hence
X1,2 i8 bounded.
A similar argument applies to x,; and x,,. Thus a typical term

of xp 18
A . .
sinzu sinyu
U yu

1
1y

J’ f_s_lﬂ smxud+J‘

and each of these is bounded.
A typical term in y, 5 is

Y sin yu du,

A c+iwo
1
il -sQ(3) ,
2m,fcosxudu f (yu)—2K®(s) ds
1

c—1i®
If & has no pole on the imaginary axis, we may take ¢ = 0, and
invert, and obtain

d A
2i f y~UKO(it) dt f w~#cos zu du.
v

The inner integral is OQ) = O(t) for ¢ > A, while for0<t<Ait
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differs by O(t) from

A
cosxu du sinzu 1| cos zu at( coszu ,
T Txutt ; -t x2utt+l IR uu+2 %
i
eaeh term of which is O(t). Since {®(it) = O(|t|-}) for large ¢, the

term in question is bounded.
If there are poles on the imaginary axis, it is sufficient to consider
one of them, say at § = 47 with residue C. Let
KO(s8) = CT'(s—1i7)+K9(s), E®(x) = Cx-"e~*+-k9(x).
Then {@ satisfies the conditions imposed above on R, and the
additional term is
Cy-— f u-e-Vucoszu du = Cy~*" f u=*"coszu du = O(1)

by the argument used for the above inner integral. Hence y,, is
bounded. Practically the same argument proves that x, ; is bounded,
and the lemma follows.

8.15. LEMMA y. Let

A
Y\, z,y) = f k) 1 au,

1/A
c+1io -
where ky(z) = f Ko du = - f R6) " da.
c— 'l,m

Then Y| < B(x,l) for A>1, >0, and 0 < z—{ <y < z+{;
and (A, x,y) converges (boundedly) as X — oo to the limit
0 (y<x)’ % (y = 2), 1 (y>a2).
Since k(u) = O(1), k,(u) = O(u) for small u, the integral over
(1/A,1) is bounded. We naw write
k(z) = KV(x)+ k@),
where kM is the same as before; and

A
f k(zu) 1Y) 4y,
1 u

A A A
)
= f KY(zu) k—————il Lyu) du + f k(xu) k____ﬁ"”q(‘yu) du + [ k(&)(m)kil:(‘yu) du.

i 1 i
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The first term is a multiple of
A

f (al COS XxuU + a, sin xu) al SIH yu + a2(1 — COS yu) du

u
A
8 2 8in yu COS XU — COS(T u
— a? f COSTUSNY 4y, +aya, f u Z"“'(“‘+y) du +

1

>

[

A

sin zu(1— cosyu

ta? f sin z LT_L) du,
1

each term of which converges boundedly. Also k(u) and k{(u) are

bounded,
EO(u) = 0( f (14 |¢))o-tu-0 dt) = O(u-4¥),

taking o = }—8; and k{®(u), like uk®(u), is O(x-%). The remaining
terms are therefore bounded.

This proves the lemma except as regards the value of the limit.
To calculate this directly requires some further examination of the
argument, but the result can be obtained from the transform theory.
We have in fact proved that

f" Eywk(zu)
u
0

converges boundedly for x > 8, where 0 < 8 < 1, and uniformly
except near = 1; hence, if its value is ¢(x),

f‘ é(u) du = f kl(x){kl(xzz) —kyGu)} du = min(z, 1)—8

and hence Px)=1 (x<1), 0 (x>1)
Ifz=1,
b's
k k"’ X k(u)k k
f k) g, _ M) f () g, f B g,

and since each integral tends to a limit as X — oo, so does k}(X)/X,
and this limit must be zero since k3(X)/X? belongs to L(0,c0). Hence

J d?l’?ﬂ“)d f kl(“) du =1
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8.16. The Riemann-Lebesgue theorem is here replaced by the
following theorem, due to Hobson (1).

Lemma 3. Let f(t) belong to L(a,b); let $(A,t) belong to L(a,b) for
all values of A, let it be bounded uniformly with respect to A in (a,b);
and let B
f S\, t)dt >0

as A - oo, uniformly in o and B fora < o < B < b. Then
b
lim f f)$A, ) dt = 0.
p &
Suppose first that f(t) is absolutely continuous in (a,b). Let

t
[ $0u) du = ¢,0,).

4 b
Then [ )4 1) dt = f0)s(\,0)— [ f'(O)s(N.0) d.

Given ¢, we have
I¢I(A) t)l <e€ (A > A0(5)9 a < ¢ < b)’
and hence

{ rwo.n @ < o)1+ [roia o>

The result therefore follows in this case.
In the general case we can, given ¢, define an absolutely con-
tinuous function x(#) such that

b
[ iro—x@1dt < e.

Having fixed ¢ and x(t), we can, by the first part, choose A, so large
that b '
f XA, ) dtl <e

a

If |¢(A,2)| < M, it follows that
b b
[ w0 <| [ w0+

< e+Me (A>A).
This proves the lemma.

b
[ (r&—xtene(, 1 de
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8.17. Proof of Theorem 134. By Lemma « the integral
[ k)fi) dy
0

is uniformly convergent for 1/A < » < A, so that we may multiply

by k(zu) and integrate under the integral sign. Hence
)

[ klaw) du [ kuy)f) dy = [ f@)$A z,9) dy
1/A 0 0
z+

8§ =z z 14 A ©
=f+g[+f+f+f+f
0 z—{ x z+ A
= L+ L+ L+ I+ I+,
It follows from Lemma 8 that

8 ©
LI < B[If)dy<e  |LI<B|Ifg)dy<e
0 A

for 8 = 8(e), A = A(e), A > 2.

Next B A
f $dy = f k(xu)h@‘)__"_k}(j“_“_) du
4 1/A “
= §(A, z, B)—¥(A, z, ).
If a<B<wz or x<a<pB, this tends to 0, when A —co, by
Lemma y. Hence, by Lemma 3,
lim I, = 0, limI, =0

p A—>c0

when {, 8, and A are fixed.
We may suppose { small enough to ensure that f(y) is of bounded
variation in (x—{,z+{), and then

f@)—fz—0) = f,(y)—fov),
where f, and f, are positive and decreasing and tend to 0 when y - z
from below. Then

Iy = fla—0){y(}, z, x)— (A, z, z—)}+
+ [ L zy) dy — [ £0)$02,9) dy.
z—{ z—{
The first term tends to }f(z—0). The second is

fl(x—C) f ¢ dy = fl(z—g){‘l’(A: z)’])—'/'(A’ z, x—{)},
AT
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where x—{ < n < z, and, since ¢ is bounded, this is less than e (for
all A in question) if { is sufficiently small. A similar argument
applies to the third term. Hence

|lim [~ f(z—0)| <

A—©
if { is sufficiently small. There is a corresponding result for 1,, and
it follows that
A ©

lim [ k(ow) [ k(uy)fty) dy = Hf(o+0)+fz—0)}.

BBV 0
The u-integrand is, however, bounded as u — 0, so that this may
be replaced by (8.12.1). This proves the theorem.

It is easily verified that the R(s) which gives rise to Hankel’s
theorem satisfies the above conditions if v >> —4; and so do all
the other K’s which are products of I'-functions if the parameters
involved are subject to suitable restrictions.

8.18. Hankel’s theorem.} The most important particular case
of the foregoing theorem is that in which k(z) = vz J,(x). This case
can be obtained much more simply.

THEOREM 135. If f(x) belongs to L(0,00), and i8 of bounded variation
near the point x, then for v > —}%

Hf@+0)+fz—0) = f J(w) (@) du f T (uyW(uy)f(y) dy.

(8.18.1)
Let 3 be a small positive number. Then

A z—-3
[ eupew) du [ Juy)y)fy) dy
0 0

r—8 A
=z [ Vyf(y) dy [ J(au)d,(uy)u du

z-38
= ‘\lth va+1(M)t7.,(/\zz~_——§e?+l(/\y)gf,,(/\x)\/yf(y) dy (8.18.2)

O(v) f J(Ay)ffﬂ(y) dy +0(¥A) 'f T, a) $2 y‘f(y)  dy,

(8.18.3)
t Watson, Chap. 14.
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for any fixed  and 8. Now

1/A 1/A
| 7,094 ‘ZQ dy = 0( [ eorsisa dy)
0 0

1/A 1/A
—ofx I ay) = ofx-s I &y) = o)

For Ay > 1 we have
A cos Ay+ Bsiny ( 1 )
J,(\y) = o .
) (Ay)t 0w

The O-term contributes
z—98

O(H f )| ‘j/—y)

1/A

1/VA z—8
= ofxt [ 1)1 o) +0xr [ ist0)idy) = 0
0 1/vA
and the main term contributes
z—8
- f (4 cosy+ Bsindy) L9 dy — o (14

x2__y2

1/A
by the Riemann-Lebesgue theorem. The second term in (8.18.3)
may be dealt with in a similar way. Hence (8.18.2) tends to 0 as
A—oc0.
Next, we may invert
A ©
[ Jaw@u) du [ J,uy)y)fy) dy
0 x+d
by the uniform convergence of the y-integral. The proof that this
part tends to 0 is then similar, but simpler, since here y is not small.
We can suppose 3 so small that f(y) is of bounded variation over
(x—0,2+8). Then so is y—-#f(y). Hence in (x,2z+35) we can write

¥y H(y) = a7 (@+0)+ xu(y)— x2(¥),
where x, and x, are positive, increasing, and less than e. Then
z+d

A
[ Hzupen) du [ Iyl y)fy) dy
0

x
z+8

2
= \z f J,(zu)u du f J,(uy)y* x> -if(x+0)+ x,(¥)— x2(¥)} dy.
0 z

4362 R
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The first term in the bracket contributes

z=f(x+0) f J(2u)[J, a{(x+-d)u(x+8) 11 —J, ,, (zu)z*+1] du

- z7f(z+0)(2* —}2*) = 3f(z+0),
by (7 11.15). The second term contributes
z+8

Nz j Jau)u du f T (uy)y* 1 x,(y) dy

z+8

=z [ x@wtdy f J, (@), (yu)u du

z
z+8

= VZ x,(x+3) f yidy f J(xu)d, (yu)u du

= Ve x,(@+3) j T () (4 ) P, o )t} — £, o (Eu ] ds
0
where 2 < £ < z+468. Now for x >z, > 0, y > x,,

f J,(wu)d, 1 (yu) du

= 0(1)4+= J.cos(x—iwr—ifr sin(x— jvm—}mr) - xy)u+f\0( )
i

= 0(1)

for all A. The contribution of the x, term is therefore O(¢). Similarly
80 is that of the y, term.

The theorem therefore follows on choosing first & sufficiently
small, and then, having fixed 3, A sufficiently large.

8.19. Formulae derived from Hankel’s theorem. Simple
pairs of Hankel transforms may be derived from (7.4.6), (7.11.6),
(7.11.8)—(7.11.15), and (7.11.17). Another elegant pair is

2xv_xp(,,+;)4"(%)"4x4(px)J,(qx),
{z®—(p— ) H{(p+9)*—2? i~ (lp—q|l <z <p+9),

0 elsewhere. (8.19.1)
To prove this,} put v= —3%, p=2A—% =1, y=2sin% in

1 This is Sonine’s proof referred to by Watson, § 11.41.
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(7.14.9). We obtain

2 2
-}J/\({;/z(i—;;;;,\ = 2 )f51n HOJ,_ ;(asin6) eibeosf Jg
(8.19.2)

Putting a = gsing, b = p—gcos¢, and multiplying by sin*+i¢ and
integrating, we obtain

[ BB —2pgeosd)} .
- zpgeosgi

¢ F N o 4
= Jem) f sin*+¢ dé j sin*+0.J,_, (¢ sin fsin ¢) eicosbr-acosd) dg

ks
-2
1 sin?+f ¢fpeost g f sin?+@ J,_;(gsin 0 sin ¢) e—iacosbeosd gg

— J@n )
=g j sin?+if eip cosb gind-ig J, (q) d

= 2T (A+3)Vr(pg) 2 I\(P)A(9)- (8.19.3)
The result stated follows on taking p?4¢®—2pgcos¢ = £ as a new

variable.
The reciprocal formulat is

[ 2t o) (g ) d
’ __{ - (p q2}v—{{ P+9 _u2}v (8.19.4)

T 22 Wr D+ )(pqu)

if [p—q| < u < p+¢, and 0 otherwise.
Still other results can now be deduced from the Parseval formula.}
For example, (7.11.12) gives the Hankel transforms

2K (ax), +vgdyv H (A 4w+ 1) (@2 4-22)-2--1, (8.19.5)

and we deduce

f 241K (ax) K, (bx) da

2 A x2v+1 dy
= 2942l A+v+ 1) (p+v+1) J (@B (R g

1 See Watson, § 13.46; Nicholson (1). 1 See Titchmarsh (11).
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We can put z = btanf and expand the integral in powers of
(62*—a?)[b?%; if @ = b, the result (with v = §p—4A—3u—1) is

f K)(ax)K ,(ax)zr-! dx
_ _2_':_3”p(P;’“A.‘.")P(P:-'}'F”)I‘(E = ) (fzﬂiff) (8.19.6)

~ D(p)ar 2 2
Similarly, from the Hankel transforms (see (7.11.14))
+i*/17‘ xV-H
3va2v1“ +%) ax)K( x)) *(‘amvﬂ, (8.19.7)

we deduce

23 P+ )+ H0(Ev+1) (8.19.8)

- T 3

a?+2 Nel(v+1)
and from (8.19.1), with p = ¢, we deduce

f Jiaz)KYax)r?+t dx =
0

Fra sy PP TrI(2)
[ et e =S5 S T

(8.19.9)

0



IX
SELF-RECIPROCAL FUNCTIONS

9.1. Formalities. IN previous chapters we have noticed a number of
functions which are their own Fourier cosine or sine transforms, i.e.

functions f(x) such that

flx) = J( )f[ y)coszy dy (9.1.1)

or flx) = A/(?r) ff(y)sinxy dy. (9.1.2)
0

The simplest solutions of (9.1.1) are
z3, e gech{z|(3m)}.
Similar solutions of (9.1.2) are

1 1
-t - e i,

e 1 z,/(2n)
There are also functions which are their own Hankel transforms
of order v, i.e. solutions of

f@) = [ fuW ), ey) dy.— (9.1.3)
0

Solutions of (9.1.1), (9.1.2), (9.1.3) will be called R, R, R, re-
spectively.

Other functions are ‘skew-reciprocal’, i.e. satisfy (9.1.1), (9.1.2),
or (9.1.3) with the sign of the right-hand side changed. Such functions
will be called —R,, —R,, — R, respectively.

The first problem of this chapter is to determine all self-reciprocal
functions; or (since complete generality is hardly attainable) all such
functions of certain classes, such as the class L2. We shall take (9.1.1)
as the typical case.

In a sense, there is an immediate solution. If g(z) belongs to L2,
then g(x)+ G,(x) is also a function of L2, and is plainly self-reciprocal.
Also any self-reciprocal f(z) may be expressed as

1f()+1f(x) = }f(2)+1F ().

The formula g(z)+ G.(z) therefore gives the complete solution of the
problem.
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On the other hand, it is obvious that none of the examples quoted
above have been obtained in this way, and the solution does not
enable us to decide (unless by actual verification) whether a given
f(z) is self-reciprocal. To determine whether f(z) is of the form g+4-G,
is to solve another integral equation, viz.

2 o0
f®) = 9(€U)+A/(;) f g(y)cos zy dy. (9.1.4)
0
We shall consider such equations in § 11.15; but it is easier to attack

(9.1.1) directly.
Let (s) be the Mellin transform of f(xz). Then (9.1.1) gives formally

&(s) = A/ (%) f z*-ldz f f(y)coszy dy

0

= A/(%) ff(y) dy zf:t:"—lcos:zcg,/ dx

-/ (%)F(s)cos o f )y dy,

i.e. {(s) satisfies the functional equation

F(s) = J (;27) T'(s)cos Jem §(1—s). (9.1.5)
If now we write {(s) == 2i¢I"(3s)y(s), then
$(s) = P(1—s), (9.1.6)
and, by Mellin’s formula,
c+1w0
flz) = 2_17;.2 T (he)(s)a— ds. (9.1.7)

We may therefore expect (9.1.7), where i(s) satisfies (9.1.6), i.e. is
an even function of s—3}, to be a general formula for functions of R,.
The simplest example is
Pis) =1, flx) = 2e¥*.
We can deal with (9.1.2), or generally (9.1.3), in a similar way. If
f(z) satisfies (9.1.3), then

o

§le) = f YY) dy f 2V (ay) dz = Sl Brtistd) f fa=dy,

P(v—1s+})
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. T'(v+3s+1)

= 8 — }.______._____ —
ie. F() =2 T %H_%)g(l 8). (9.1.8)

Putting F(s) = 21" (3v+ 3s-+1)¥(s), we obtain as a general solution
of (9.1.3)

c+io

&) =5 [ FTartithpen—d, @19
v;'here Y(s) again satisfies (9.1.6).

9.2. Another formal solution of the problem is obtained by
considering

x(8) = ff(x)e—“'z' de. (9.2.1)
Then (9.1.1) gives °

xo =/ (—f;) f et dg f f)coszy dy
- m

)ff(y)dyfe 'z 0o 2y da

0
@®

GRS

=5 [ fwpebreay,
0
ie. x(8) = ; x(%) (9.2.2)
If p(s) = stx(st), then us) = y,(;-). (9.2.3)

We may write (9.2.1) as
x(h) = [ (2u)-if{2u)tlev du,
0

and the reciprocal formula is
c+1iw

(2u)H{(2u)}) = 5:; f x(sh)ews ds,
c—1wo
c+1io
or flx) = -2%1 f u(8)et="ss—1 ds, (9.2.4)

Hence (9.2.4), where u(s) satisfies (9.2.3), may be expected to be R,.
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The simplest example is
ot
pE) =1, fl@)= z-t.

r”
For general v, let ©
x(6) = [ fle)ar+ie='s" da. (9.2.5)
(1]

Then (9.1.3) gives
x(6) = [ e-iezr+i dz f FaWy)(y) dy

@

= [ fw)vy dy f e-i9ep 1) (zy) da

favy-L e /v dy

1 1
= 82v+2x ; .

If p(s) = stv+iy(st), then u(s) again satisfies (9.2.3), and

I
°&-’8 e

c+io
x*"‘ )
= tz'sg—iv—t
f@) =% f p(8)ei="os—1r—+ s, (9.2.6)
c—1iw
9.3. Still other formulae of the same kind can be obtained by
replacing the e~#=* of the above example by other functions which

are self-reciprocal, and which also are the kernels of a general
transformation. We may take, for example, the function

xtJ_y(322).
Proceeding as before, we obtain

x(6) = f (s (ko) (@) da = lx(l),

and f(x) c&h be expressed in terms of x(s) by Hankel’s theorem.
This transformation has been studied in detail by Mehrotra (8).

9.4. Functions of L2. We shall now justify the above arguments
under a variety of conditions. The simplest conditions are provided
by the L2-theory of Mellin transforms.

THEOREM 136.1 A necessary and sufficient condition that a function
f(x) of L*0,c0) should be its own cosine transform s that it should

1 Hardy and Titchmarsh (4). Proof suggested by Miss Busbridge.
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be of the form (9.1.7), where ¢ = }, the integral is a mean-square

tntegral, Blh+it) = 2T Hig(d+i) (0.4.1)
belongs to L*(—o0,0), and (9.1.6) holds, i.e. yi(}+1t) s an even function
of t.

In view of the L? theory of Mellin transforms, all that we have to
prove is the equivalence of the self-reciprocal property of f(z) to
(9.1.6).

Now f(y) and sin zy/y belong to L*0,0), and the Mellin transform
of the latter is

I"'(34it)cos §m(}+at) xd—¥/(} —1t).

Hence

JB f 1™ ay

- .2.1; (72_7) f F(3—it) (3 +it)cos m(h+it) f——:‘z .
Also j fw)dy =g [ sa+in 5

If f is self-reciprocal, the right-hand sides must be equal; since each
integrand belongs to L(-00,00), they must be equal almost every-
where (Theorem 32, p. 47). Hence y(}+1¢) is even. Conversely, if
Y(3+1t) is even, the right-hand sides are equal; hence so are the
left-hand sides, and so f is self-reciprocal.

9.5. Functions of L.
THEOREM 137. If a function f(x) of LP(0,00), where 1 < p < 2, 18
its own cosine transform, then it is of the form (9.1.7), where
F(8) = 2¢T'(3s)(s)
18 an analytic function which (i) is regular tn the strip
1 1 (., p )
— <L o< - == , 9.5.1
P P (p p—1 ®5.1
(ii) tends to O uniformly as 8 > co inside any tnterior strip, and (iii)
satisfies (9.1.5); the integral in (9.1.7) 18 a mean-square integral along
any line of the strip (9.5.1).

This is a one-sided theorem, with conditions which are necessary
only and not sufficient.
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If f(x) belongs to L7, its cosine transform belongs to L7, so that
f(x) here belongs to both L? and L?, and therefore to all inter-
mediate classes L¢. In particular it belongs to L2, and so satisfies the
conditions of Theorem 136.

The function F(s) reduces to the F(}-+it) of Theorem 136 when
8 = 3-+1t, but F(s) is now an analytic function, regular in the strip
(9.5.1). In fact

| iy de
1
1 yp'[ } 1p ® Up[ @ Up’
< ‘d (@-1) g d ( ’a—l)d) ,
< (J IfI® x) ((pr x) +(lf \fI? x) lfxﬂ x

and these integrals converge for vhe values of ¢ stated. It follows in
the usual manner that {(s) is regular in the strip, and bounded in
any interior strip.

Again, we can write F(s) in the form

8 ©
) = ( [+ J‘A + | )f(x)x"-lx“ dz = F,(s)+ Fale) +Falo).
0 E) A

Let > 0, and
1p'+7n < o < 1p—n. (9.5.2)

4 , yp'[ 8 1/p
Then [F8)] < ( f Fikd dx) ( J. zPle-1) dx) = 0(d7)
0 V]

as 8 — 0, and we can therefore choose 8 so that |§¥,| < € for all s in
(9.5.2). Similarly, we can choose A so that |§;| << e. When 8 and A
are fixed, §, - 0 uniformly as ¢ - o0 in (9.5.2). Hence & — 0 uni-
formly in (9.5.2).

It follows from Theorem 136 that F(s) satisfies (9.1.5) on s = }4-1t,
and so throughout (9.5.1).

Thus F(s) possesses the properties stated in the theorem, and it
remains only to prove (9.1.7). This is true for ¢ = }, by Theorem 136,
so that it is sufficient to prove that the value of the integral is
independent of ¢; and this follows by the argument of § 5.4.

9.6. The previous theorem is a one-sided theorem, and we cannot,
in view of the asymmetry of the theory of transforms about the
number 2, expect in this case a theorem as satisfactory as Theorem
136. There is, however, a very similar class of functions for which
we can obtain a complete solution.
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We shall say that f(z) belongs to L3(0,00), where 1 < p < 2, if
z*f(x) belongs to L?(0,c0) for
1 1 1 1
—o0y = —5-{-‘2- <a <1_o_§ = a.
It is plain that f(x) then belongs to L2(0, 1) for ¢ < 2. Suppose now
that p < ¢ < 2. Then we can choose « < o, 80 that 2ga > 2—¢q; and
then

? (2—g)f2
) < w ’

r 13 al2
lflf[qug (lfxz lflzdx) (lfx 20l2-0) dzp

so that f(x) belongs to L2. If also f(z) is its own cosine transform, it

belongs to L7, so that a self-reciprocal f(z) of L% belongs to all

L-classes between L? and L?’, though not usually to either of these.

The class of self-reciprocal functions of L} is thus in this respect

a little wider than the class of those of L. In other respects it is
narrower. Suppose, for example, that A(z) is defined by
hiz) =2" (l—-1<a<nl+1, n=23,...),

and h(z) = 0 elsewhere. Then A(x) belongs to L~ for every positive

r, but to no L}, since 3 2-™ is convergent; but Y (n!)2*2-2" divergent

for every positive a. The cosine transform of A(z) is
ni+1

H(x) = A/(%) Z 2-n f coszy dy = 2,‘/(%)2:_3” 29?521:'2’
mZ1

which is continuous and O(z-1) at infinity, so that H,(x) belongs to
Lr for r > 1, and to L} for 1 < p < 2. Thus h(r)+H,(z) is a self-
reciprocal function which belongs to L for all » > 1, but to no Lj.

THEOREM 138. A4 mecessary and sufficient condition that a function
f(@x) of L%(0,00) should be its own cosine transform is that it should be
of the form (9.1.7), where F(s) satisfies the conditions (i), (ii), (iii) of
Theorem 137, and (iv) belongs to L*(—o0,0), qua function of t, for
all o of (9.5.1).

(i) The condition 18 necessary. Since f(x) belongs to L7 for
p < r < p’, we have only to show that J(s) satisfies condition (iv).
This results immediately from the theory of transforms, since

F(8) = fof(x)x“‘*x“*” dz,
0

and, x°-if(x) belongs to L2 if [o—}| < oy, i.e. if 1/p’ < 0 < 1/p.
(ii) The condition is sufficient. Since F(s) belongs to L2 on the
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line 8 = c+it, the integral (9.1.7) exists as a mean-square integral
for all ¢ in question, and as before its value is independent ofc. It
therefore defines a function f(z) independent of ¢. Since

24f(z) —_—.2_11r J' F(otit)z-+-# di

for [c—3| < «g, and the right-hand side belongs to L? for every such
¢, f(x) belongs to L}. Finally, by Theorem 136, f(x) is self-reciprocal.

9.7. Analytic functions. We shall say that f(z) belongs to
A(x,a), where 0 < a < m, @ < #, if (i) it is an analytic function of
z = re'? regular in the angle defined by r > 0, |0| < «, and (ii) it
is O(|z|~2-¢) for small z, and O(|x|*-1+¢) for large x, for every positive
€ and uniformly in any angle |0] < a—7 < a.

THEOREM 139. A necessary and sufficient condition that a function
f(x) of A(«,a) should be its own cosine transform i3 that it should be of
the form (9.1.7), where y)(8) is regular, and satisfies (9.1.8), in the strip

a<o<l—a; (9.7.1)
P(8) = O(edm—a+mitl) (9.7.2)
for every positive v and uniformly in any strip interior to (9.7.1); and
¢ 18 any value of o in (9.7.1).
(i) The condition 18 necessary. The integral

ff(x)x'-ldz (9.7.3)
1]

is absolutely convergent for a < ¢ < 1—a, so that §(s) is regular
in (9.7.1). Also, f(x) belongs to L?, and it follows from Theorem 136
that §(s) satisfies (9.1.5) on o = }, and therefore throughout (9.7.1),
or, what is the same thing, y)(s) satisfies (9.1.6).

Also, f(x) satisfies the conditions of Theorem 31, with 8 = « and
b = 1—a. Since

Y(s) = F@)2~#T'(3s),  |T'(38)| ~ Ce-imhi|tfio—,

it follows that i(s) satisfies the conditions stated.

(ii) The condition is also sufficient because Theorems 31 and 136,
on which we have based the argument, are reversible.

9.8. More general conditions. The next theorem is of a more
general kind; here f(x) does not necessarily belong to any L- or
A(a, a)-class.
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THEOREM 140. Let f(x) be integrable over any finite interval; let

Ee) =/ (%) [ ftcossy ay (9.8.1)
exist for every x; and let ’
o) = [ flapda (9.8.2)
-0

exist for |o—}| < o, where o > 0. Then a mecessary and sufficient
condition that F(x) = f(x) almost everywhere is that ¥(s) should satisfy
(9.1.5) for j[o—}| < a.

Let + < B < $+a, and .

9@) = [ fE)EF-1 de.
1
Then g(x) is bounded. Hence if ¢ < 8

X ¢
[feysrde = [ gt de

1 1
X
= g(X)X*-P—(s—B) [ gl@)z*F-1 do
x 1
= 0(1)+O(|s] fxv—ﬁ—l dx) = O(Jt|)
for all X. Similarly, '

[ Syt dz = O(el)
1/X
for 0 > }—a. Thus

X
[ et dz = O(1t])
1x
in any strip interior to |o—1}| < a.
It follows by dominated convergence that
$+1i0

f 0

1
2

xs-a

(8—1)(8—2)(s—3) ds
1 —>0 23 4+ (/f)
x -8
= ﬁ'ﬂ! &g di_i -3

= -1 [ fO—dr d,
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and that
117 Tieeos e
1 8)COSEST ot se g
Bri ) Gone—2e-30

§+io
—_—2L f I'(s—3)cos 387 F(1—s)x3-* ds

4+ i

2m f 1€ f I'(s—3)cos §8m (x£)-* ds

—z}+
= 211” f f) d¢ f I'(s)sin dsm (x£) -2 ds
—0 — 2§ —1io

f 1O g,

If () satisfies (9.1.5), it follows that

ff( J@—£)? d¢ = J() f“ ”_*gm_xg

But, as in the proof of Theorem 118, (9.8.1) gives

fdufﬁ}(v)dm]() f o =5 .
0 0

We may integrate over (0,x) by uniform convergence; hence

z z £ u
bSO de = [d [ du [ ) dv
0 0 [ 0

and, differentiating three times, it follows that f(z) = F,(x) almost
everywhere.
Conversely, if f(x) = F,(x) almost everywhere, the argument shows
that
1 Ty(s) —\/(2/m)[(8)cos }sm =8 s e —

2mi_ (s—1)(s—2)(s—3)

for all values of 2. Since the integrand belongs to L, it must be null
(Theorem 32, second part). Hence $(s) satisfies (9.1.5) on o = }, and
so throughout its region of regularity.
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If the conditions are satisfied, f(x) is represented by (9.1.7) in the
(C, 1) sense, by Theorem 32.

9.9. A general theorem. Even if (as in the case f(z) = z-1) the
integral (9.8.2) does not exist for any s, it is possible to obtain a result
corresponding to (9.1.5), but involving the functions §.(s), &_(8).
We shall deduce our result from the following theorem, which is
frequently useful.

THEOREM 141. Let ¢(w) be regular in the strip a, << v < a,, and
let ¢(u—+1v) be L(—o0,0) (or L*(—o0,0)), and tend to 0 as u—> -+,
for v in the above interval. Let (w) have similar properties in
b, < v < by, whereb, < a,. Let

ia+ b+
f d(w)e—=w dw + f Y(w)e~ ™ dw = 0 (9.9.1)
ia—o
for all x, where a; < a < ay, b, < b < by. Then ¢ and i are regular
for by < v < a,, their sum s 0 tn this strip, and they tend to 0, as
u—> 4 oo, uniformly in any interior strip.

Consider first the L case. Multiply (9.9.1) by e’*¢, where { = £4-i7,
a < m < a,, and integrate with respect to x over (0, ). We can
invert the order of integration by absolute convergence, and we obtain

iat o

b+
$(w) dw -+ f :f‘—;g—))g dw =0 (a<np<a,). (9.9.2)

w—{
ia—oo b—o
Now move the line of integration of the ¢-integral to v = a,. We
obtain
1as+ © ib+
f W’) dw + f :/;(102 dw = —2mid() (@ <7< ay).
iay - b= (9.9.3)

The left-hand side is now regular for b << n < a,. It therefore pro-
vides the analytic continuation of —2i¢({) throughout this strip.

Similarly, multiplying (9.9.1) by ei*¢, where b, < n < b, and inte-
grating over (—c0,0), we obtain (9.9.2) with b, < n < b. Moving
the line of integration of the y-integral to n = b,, we obtain

ia+ o by +
f $(w) ) duo + f :f:(_—z% dw = 2mig(l) (by < 7 < b).
= (9.9.4)

This provides the analytic continuation of 2miy({) over b, < 5 < a.
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If b < 9 < a, the left-hand sides of (9.9.3) and (9.9.4) are equal,
by an obvious application of Cauchy’s theorem. Hence

$(8) = —¥(%)
in the strip
’ta.+oo
f ¢w»m4
ia,—
1 @
< I;;_—n( f + f )I¢(u+w2 | du +|U ZE] f [$(u+ia,)| du,

which tends to 0 as ¢ - 4-00, by choosing first U and then §. Similarly,
for the other term on the left of (9.9.3). Hence ¢({) — 0 uniformly in
the strip.

In the L2 case (9.9.2) follows from (9.9.1) by the L2 case of
Parseval’s formula, and the argument then proceeds as before; in
the last part we put

T gw) I :
w
Eifd'<:[jlw a*f MW+”9PM4

r du . )
+{ f Iu}:llg f l(ut1a,)|? d’u} +
U U
) U

+ I*U‘_‘_;f‘l :!; $(u+1a,)| du,

and again choose first U and then ¢.

9.10. Application. THEOREM 142. Let f(x) be integrable over every
finite interval, and tend to 0 at infinity, and let

9 —»00 ‘
fz) = / (;) f f(y)cos zy dy (9.10.1)
0
for all but a finite set of values of x. Then almost everywhere
] a+1i® B+iw
0 =5 [ Sirdsto [ 5 rds
a—1iw -B—ix

B<0, a>1), (9.10.2)
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where the integrals are (C, 1) integrals; F_(s) 18 regular for o < 0, and
F+(8) for o > 1; and the functions

Buto)—, | ()5-a—oreos ar,

v,

(9.10.3)
(s)— J(g)‘fn(l—s)l‘(s)cos Ysm

8-
are regular for 0 < o < 1, except possibly for simple poles at 8 = 0;
and their sum 18 0 in the strip.

Let  f0) = [fa)du,  fi@) = [ fyw) du
0 0
etc. Then, as in the proof of Theorem 113, (9.10.1) gives
2 3 1—
fa(z) = A/ (77) f f) (;2”‘” dy. (9.10.4)
0

Let . §.(s) = [fe-tdz, o) = [ f@a de.
1 0

These are clearly regular for ¢ < 0 and o > 1respectively; and (9.10.2)
holds by the (C, 1) analogue of Theorem 24, for Mellin integrals. Let

—t+io
1 xes
P(z) = ﬁ_}_m F_(8) (?Fﬁ ds —
2m_*f J( )ih(l—s)l"(s cos isfr 1)( _2)
1 §+1io zz_’
tom [ Bty de -

-—no

2m f J( )3 (1—s8)I'(s) cosés-n 3—2)

§—io
= 0,(x)+D,(x) +D3(x) +Py ().
We may insert the above integrals for F_(s), etc., and invert, by

absolute convergence. We obtain
-}+io

0y2) = f 1) dy f .

—§—10

= [/@)e—ndy @>1, 0 @<,
1

4362 S
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1 + 100
_ (z[y)-*
Oyle) = 5= f ft) dy [ sy de
§—io
Yf(y) (x>1),

Hence D, (x)+Dy(x) ff Y)(x—y) dy —xff(y) dy
for all z > 0. Also ’ ’
—}4im
D,(x) = —J( )2maff(y dy—‘fm I'(s—2)cos }sm(xy)—2 ds
— J (2) f f) 1Y g,
- y
D, (z) = —-J( )2mffy) dy‘j:m ['(s—2)cos Lsm(xy)-* ds

- Jjwr

Altogether
0w = fia)— [ 2 3 ( 70 B dy fan o,

where a and b are constants. Hence, by (9.10.4),
—t+i0

} f w (50— / (%)ma~—s>P(s>cos&sw+a+2b*’—;—‘-‘-}(;_ii")‘(—j§2«)»+
+ :ji:o{;ma)— A/ (%)3_(1—a)r(s)cos %sn—a—Zbigl}&f%zgg;z)
=0

for every positive . The result therefore follows from Theorem
141, with an obvious change of variable.
A similar result holds if f(x) does not tend to 0, but (9.10.1) holds



9.10, 9.11 SELF-RECIPROCAL FUNCTIONS 259

everywhere. The proof is similar, but with an extra factor s—3 in
the denominator.

9.11. The Second Solution. A similar set of theorems might be
constructed for the second solution obtained in § 9.2. It will perhaps
be sufficient to prove one of them, and we take the case of analytic
functions. We shall say that f(r) belongs to A*(w,a), where
0<w< }7 0<a<},if (i) it is an analytic function of x = re'
regular in the angle A* defined by » > 0, || < w, and (ii) it is
O(|z|-2-1-8) for small z, and O(|z|*-#+3) for large z, for every positive
8 and uniformly in any angle |0] < w—1 < w.

THEOREM 143. A-necessary and sufficient condition that a function
f(z) of A*(w, a) should be its own cosine transform is that it should be of
the form (9.2.4), where c 18 any positive number, the integral 1s the limit
of an integral over (c—iT, c+1T), and p(s8) has the properties

(i) p(8) = u(pe®) is an analytic function of 8, regular in the angle
B(w, a) defined by p > 0, |$] < }n+2w;

(i) p(s) ts O(|8|~ta-3) for small 3, and O(|s|¥2+3) for large 8, for every
positive 8 and uniformly in any angle || < Ir+20—{ < In42w;

(iii) p(8) satisfies (9.2.3) in B(w,a).

The conditions of regularity and order follow from Theorem 31.

It is then only a question of proving that (9.2.3) is necessary and
sufficient for f(x) to be self-reciprocal.

Integrating (9.2.4), we get

c+iwo
1 elz’s 1
—_ i_.____
o) =5 [ e ds

c—io
1 c+io
— ~folx's
5 p(s)s~tet=" ds,
c—io
the other term being zero, by an obvious application of Cauchy’s
theorem. Again,

. c+io
smry _ _‘/_" e2's-v0g1 s,
Y 4my
c—1i®

and hence
c+io

sinzy 4 I U
ff() f e s*da(ff(y)evf<“>dy

c-iao
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¢+io
= ;/—; €8~ 1y{(2s)-1} ds
c—io
¢+1io
A [
Cc~10
the inversion being justified by absolute convergence. It follows
that

s J{) frortyan= g T emwtporsfl o

Cc—10

and hence that the condition (9.2.3) is both necessary and sufficient.

9.12. Examples.
(1) If (8) = 1 in (9.1.7), then
flx) = 2e~¥',  f(z) = 2t-tvpy+ie-ia’
in the cosine and general cases respectively. The conditions of
Theorem 139 (and a fortiori those of the less special theorems) are
satisfied.

If Y(s) = P(3—s), where P(u) is an even polynomial, or an even
integral function of order less than 1, we find that

is its own cosine transform. If P()is a polynomial, f(x) = e-#='Q(x?),
where Q(u) is a polynomial.

(2) Sonine’s polynomials 7™(x) are defined by

n - (_.l)rxn-r
T = Z rl(n—r) T(ntv—r+1)

If f(x) = 27T (x)e-1=,
then
#le) = ff (x)e—s= dx = z r! (n-—r)'(l’(izf—v—r—f—l) anTenn dz

-3 G VAP ey

2, 71 (n—7)! wl (3’

It 9(@) = 27 +ie-t='T3(zt),
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then ®
P(g) — giv+t fg(x)xv+‘e-§z'8 dx
= pobv+d f L R e
Hence ) u(s) = (——1)";;.(%),

and g(x) is 4- R, according as n is even or odd.t
The parabolic cylinder functions D,(x) may be defined for integral
n by

n (22 = 2 g
T_*(.’L‘ ) - (2%)"\/ 2,‘(13\/2)
on+t
n(p2) — __elz*
and zT7(x?) (2n+l)!«/1re o +1(ZV2).

Thus D,,(xv2) is 4+ R, according as n is even or odd, and D, ,,(zv2)
is 4 R, according as n is even or odd. This is equivalent to the self-
reciprocal property of Hermite polynomials (§ 3.8). In fact it is easily
verified that

Hy@) = (@) Ne T @3, Hppin(®) = (204 1)VnzT(a?).
In the case v = } Parseval’s formula gives

c+io

f (fe)esdz = L f $l)ps—w) duo

_ 1 P gwrg—stup
T 2mml) ) (GHw)yrH(GFe—w)rH

Denoting this by w(s), and putting w = w’+}s, we obtain
¢’ +1io
A (LS O e
21n'(n!)"' {(i--}—is)“’—w”}”“

Changing s into 1/s, and then puttmg w’ = w"[s, it follows that
w(l/8) = 8%w(s).

w(8) =

If now Pl(s) = 8 .f x’il)gn_u(x) .ale—t2' dy,
ne
we have y(8) = {_(_2_7_"2:*’_"%&8‘0(8),

t A. Milne (1), B. M. Wilson (1).
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and hence u,(s) satisfies (9.2.3). Hencet
z7D3, 1 (x)
is R,.
For negative (not necessarily integral) n we have
D (x) = P?(.;i”;) [ e-tr—ig-n-144,
It follows that ’
I(s)I'(—3n—1s)

©

0 a1 2 ’ —_ T T
J x8 eil' _D"(.'C) dxr = '";H,in.’.js.f-ll“(._n) :
0

It is then easily verified from the formulae of § 9.1 that}

IL‘V+}€*2..D_2‘,__3(:L‘), xv—}ell’D_2v(x)
are R,.

(3) If f(z) = sechz,/(3m), we find that
o) = 2(2) Te)260),

1 1 1
= . 9.12.1
where L(s) T 3R+ 5 ) (9.12.1)
and §(s) satisfies (9.1.5) by the functional equation for L(s) (§2.11).
This is another example of Theorem 139.
1 1

If J@) = 2J(2m)
we find that F(s) = (27)-#I'(s){(s). Taking v = } in the formulae
at the end of § 9.1, we obtain

= Lp—is 0
#o) = FrieTa)te) = | )

where £(s) is Riemann’s ¢-function. This is an example of the
analogue of Theorem 139 for sine transforms.

Other self-reciprocal functions are associated in a similar way
with the functional equations of other Dirichlet’s L-functions. For
example the functions

cosh(3xvr) 1
cosh(zvm) = 1+4-2cosh{z,/(37)}

1 Mitra (1), Watson (4). 1 Varma (1).
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are R,; they are associated with

=3 { iy sy

r=0

Ly(s) = TZO {(3,-:_ 1) (31'—%:2)’}

respectively. And
sinh(3z+m) sinh{zy/(§m)}
cosh(zvr)’ 2 cosh{z/(3m)}—1
are R,; they are associated with

Ly(s) = z (— 1)’{@;i‘1)h— (4}1153')5}’

r=0

< 1 1
L) = 3= 1y o)
respectively. -
(4) It is easily verified from (7.1.8), (7.1.9) that
f@) = cos(}ar—1im)
is its own cosine transform. This does not belong to any L-class,
but is an example of Theorem 140. The integral (9.8.2) exists for
0 < o< 2 and F(s) = 2B-1I"(4s)cos }m(s—}) satisfies (9.1.5).
(5) The function f(x) = z-* is its own cosine transform, and is an
example of Theorem 142. Here

and

uto)—, | (2)5-0—D(e)cos jm — 1 VHMEENOs o

which has a simple pole at s = 0, and is regular for ¢ >> 0.
A more general example of the same kind is
fl@) = 2¥I'(Ja)z-o+28-1eL(} —Ja)ee~1 (0 <a < 1).
(6) It follows from (7.5.6) and (7.5.7) that
cos $2%+-sin $2*

‘ ébsh{x\/ %‘n‘)}
is R,, and from (7.5.10) that
sin §a?

sinh{z,/(37)}
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is R,. These are examples of Theorems 139 and 143, but (s) and
1(8) do not seem to be particularly simple.
(7) Taking f@) = 2, (322),
m2-tv-1

Fv+i+19l(dv+i—1s)

so that y(s) = (1—s). By Theorem 140 f(x) is its own Hankel
transform of order v. In this case, however, f(z) behaves like x*+t
for small z, and =t for large x, and does not belong to L2, or to any

L7 for which p < 2.
In the case v = —1} the resulting formula is

J (—72;) f VyJ_j(3y*)cosay dy = vrJ_;(3x?).

we find Y(s) =

Differentiating twice with respect to z, we obtain formally

«/ (vgr) Of Y (JyP)cos zy dy = atJ_;(§2?).

This is true if the integral is taken in the (C, 1) sense, but it does not
come under any of our general theorems. A discussion of functions
self-reciprocal in this sense is given by Mehrotra (8).

(8) Let  f(z) = 2 ~¥(@2—b3)ie-VJ,,_{b(z22—b2)} (z > b > 0),
Then 0 0<z<d).

F(s) = fxu- V(x2— b2V, (b, [(x2—b?)}
= po-v f (14-uzpe-v-Dyiv+i], . (b%u) du
(1]
_ WK (0%
BN EE
by (7.11.6); and, K, (x) being an even function of y, (9.1.8) follows.
Here f(z) is O{(x—b)¥-1} near z = b, and O(z-#"-t) at infinity;
it belongs to L? if v >0, and to L? and L} if v > |[1—2/p|.
If —1 <v < 0itis a case of Theorem 140.
(9) The function
f@) = 2@t +at) K, of@+ad) (@ > 0)
is R, (see Watson § 13.47 (2)). By Watson § 13.47 (6) we find

) = 21(2)"" Koyt




9.13 SELF-RECIPROCAL FUNCTIONS 285

9.13. Lattice-point formulae. There are some interesting
examples of self-reciprocal functions in the analytic theory of num-
bers.t Let r(n) denote the number of representations of » as a sum
of two squares, and let

P)= Y r(n)—m, (9.13.1)

o<n<z
the dash implying the insertion of a factor } in the last term of the
sum when z is an integer. Then

f@) = ! {F(gf)—l} (9.13.2)
belongs to R,. m
It is clear from the definition that f(x) = O(zt) as x - 0. That
P(x) = O(x) as x >oo is comparatively trivial, and in fact it is
knownt that P(z) = O(zt). Hence f(r) = O(z~!) as  ->c0. Hence
f(x) is L2, and is L? and L} if p > §.
We have

@ _ 2 @ _

&) = f {P(i:—)—l}xﬂ—ﬁ dx == }(2m)te-t f {P(x)— )zis~t dz,

T
0 0

the integral being convergent, and (s) analytic, for —} < o < §.

The last integral is

o)

of { ) r(n)—-rrx}x“—* dx = _*8“H:+ f { r(n)—wx}x“‘* dzx,

1<n<r
and this provides the analytic continuation of (s) to ¢ << —34, there
being a simple pole at s = —}. If o < —%

(—mx)zxis-t do = -

s+¢

N{——’B

and -
f > r(n)ak-ide = 21 f {r(1)+ ...+ r@)jaio-t do
-, (,,;}_l)sa—t_,,»._;
— ot — 2(3—18)
= 18 %‘er(v)v* % %8_
where 2= 5™ — sye)10),

n=1

t See Hardy (17), Hardy and Titchmarsh (4), 212-3.
1 Landau, Vorlesungen diber Zahlentheorie, 2, 204-8.
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L(s) being (9.12.1). Hence
Z(3—1%9)
—_ -3 \4 277
(8) %(2”) % %8 3 1.
2 L'(8)
1—8) = pl-28__~ ‘7 /
Now Z(1—8) == F(l—a)z(s)
by the functional equations for {(s) and L(s) (pp. 65-6), or inde-
pendently.t Hence F(s) satisfies (9.1.8) with v = 2, and so f(x) is R,.
It follows from the analogue for J,-transforms of Theorem 136
(p. 248) that (9.1.3), with v = 2, holds in the mean-square sense.
In fact it holds in the ordinary sense, i.e.

l{ﬁ(ﬁ 1) = f l{ﬁ(f —1}(51)U(§ ydy (9.13.3)

@ 217)} 7 21r) YLy ey 1529
0

for every positive £. To prove this we require the analogue for

J,-transforms of Theorem 58 (p. 83). It is easy to obtain this

analogue by adapting the argument of § 8.18. There we justified the

inversion of

A ©
[ Iunew) du [ I,y (y)fy) dy
0 0

by the uniform convergence of the inner integral. If f(x) is L?, the
inversion is justified by the mean convergence of the inner integral,
and the result is a case of Parseval’s formula for Hankel transforms.
Having obtained the inversion, the rest of the proof is the same as
that given in § 8.18.

Putting y = /¢, £ = ,J(2mx), (9.13.3) gives

ot = [ o)

Now

21N{(N+1)x)_ 2 J(t) N 2mv{(n+1)z} J(t)
2 —_
“f P(;;z;\)T “s> | | o+ — 2120 0
=0 env(nz
& J{2my(nz)} J[2mf{(n+1)x}]
_'Zo{r(o)-i-...—l-r(n)}{ o }
) 2mV{(N + L)}
- f £,(8) de

t See e.g. Mordell (2), Potter (1).
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_ i’( lizy,/(nx)} (H(O) - r(y A2 1]

2.7 gz 2r((VF D)}
‘Z:T{ O (N + 1)z} 2m{(N + 1)2}] +2fJ t) dt +o(l)}
for N 0,  fixed. The terms involving J,[2n{(N -+ 1)2}] are
—((O) e (V) — (N4 1)} f’y{/{;f;;”}”}t oN-,
and, since ( Jy(t) dt = 1, we obtain finallyt
P(x) = vx z n)Jl{2nJ(nx)} (9.13.4)
&

It has been proved by Walfisz{ and Oppenheim|| that, if 7,(n) is
the number of representations of n as a sum of p squares, and
ip

P)=S rn)——— i,
— (n
then P (2) = atr 2 Ty 2my(n)},
» Z ip

the series being summable by Cesaro’s means of sufficiently high
order. It follows that a2
) { PlE) 1
P\om

belongs to R,,;,. If we take p = 3, and use Walfisz’s result
Py(x) = O(at+<), we find that f(z) falls under the obvious extension
of Theorem 136. This is not true for any larger p.

If we take p = 1, we find that

=~ )

where [u] is the integral part of «, belongs to R;, as may be verified
directly.

9.14. Formulae connecting different classes of self-reci-
procal functions.tt The simplest such formula is given by

RuLe 1. If f(x) 18 its own cosine (sine) transform, then

g(x) = f ft)e-= dt (9.14.1)
0
18 1t8 own sine (cosine) transform.

1 See Hardy and Landau (1), Hardy (15). 1 Walfisz (1), (2). || Oppenheim (1)
11 Phillips (1), Hardy and Titchmarsh (8), Mehrotra (1), (8).
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Supposing, for example, that f(z) is its own cosine transform, we
have

@

N/ (%) J gi¢)sinat dt = ~/ ( ) J. sinxt dt I fy)e-tv dy
B T ronrdu [ ewst
= A/(7,\) ;fﬂy) dy f e~Wsinxt dt
= J (—f;) J:of(y)‘,}—cgj”—_.;/—2 dy.

Now J (0) PRy is the cosine transform of e-#¥, and f(y) is its own

cosine transform. Hence Parseval’s theorem for cosine transforms
gives

and the rule follows. The example w1th f(t) = sech{t\/(3m)}, 9(x) R,
has been observed by various authors. Rule 1 is a particular case of

RuLe 2. If f(x) belongs to R, and

c+1io
k(z) = %,; 2T(3+3u+38)T (34 dv+28)x(s)a— ds,
o—ie (9.14.2)
where x(8) = x(1—3), (9.14.3)
then g(x) = If(y)k(xy) dy (9.14.4)
belongs to R,.
A general formula for f(z) of R, is
¢+10
@) = o f WD+ dut ooz ds,  (9.14.5)
c—iw
where (s) = §(1—s). By (2.1.22),

c+iw

o) = 5 [ 2HTQ+—dWA— 2T+ bt x
o X D3+ -+ §o)x(s)z~* ds
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¢+ i
= [ BTG+ ds(e)i ds,
where  yy(s) = DT(E+bu—39)T(H+Iu-+EsW(1—s)x(s).
Since $(8) = ¢y(1—s),

g(x) is of the same form as (9.14.5), with p replaced by v. This
proves the rule.
Since the rule is symmetrical in 1 and v, a kernel which transforms
R, into R, also effects the converse transformation.
Taking u = 4, v = —4, or vice versa, we obtain
c+io

I'(s)x(s)x—* ds,

2V

271
¢— i

where x(s) satisfies (9.14.3), as the general kernel which transforms R,
into R, (or vice versa). Rule 1 is the case x(s) = 1/2v7. Taking

1 1 V3
X = argTiana—g  TOOrG=l)’ & o PTE)
we obtain

k() = Jox),  adyx),  z-lel"K;(}x)
as other kernels with the same property.

Taking x(s) = 2#+-1 in the general rule, we obtain
k(x) - x“‘“"“Kh_m(x),

and, in particular, Ky(x) transforms R, into itself.

k(x) =

Qtv—ip-t
Taki S ,
R A (S S DI\ S )
we obtain k(z) = abv-teHg , (2);
d taki (8) Qp—tv-
and takin 8) = i
LIS S \F S VNS 1) e a1
we obtain k(z) = atr-t4], o (2).

Naturally any of these rules, once they have been obtained, can
be verified in the same way as Rule 1.

9.15. Other rules for such transformations may be obtained by
combining those already known. For example, if we iterate Rule 1,
we obtain

g9(z) = fe—zy dyJ'f(t)e—w dt = ftf-l(-% dt (9.15.1)

0
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a8 a function which is R, (R,) if f(z) is R, (R,). This transformation
is not of the above form; but it is of the form

g(z) = % f f(y)k(g) dy, (9.15.2)

with k(u) = 1/(1+u). This suggests a general rule for transformations
of this type.

RuLe 3. If f(x) belongs to R,, and
c+1io
ko) = o f D3+ 3+ 39T (@+ b —bs)x(s)a— ds,

¢—iw (9.15.3)
where x(8) = x(1—s), then (9.15.2) belongs to R,.

If f(x) is given by (9.14.5), (2.1.17) gives

f T (}+ dv+ Ba)y (s)a ds,

c—1io

o) = 5

where  §(8) = ['(}+3p+38)T(§+3p—Le)(s)x(1—9).
This verifies the rule as before.
In the particular case p = v, (9.15.3) reduces simply to
1 ¢+iw
k(x) = 3 f x1(8)x % ds,
c—1to

where x,(s) = x,(1—3); and this is equivalent to

k(;lc) — k(z). (9.15.4)

Hence

RuULE 4. If f(x) belongs to R,, and k(x) satisfies (9.15.4), then g(x),
defined by (9.15.2), belongs to R,.

It is easy to verify this directly in the usual way.

Particular cases are 1
k(x) = (Ml..}_xa)l/ui’
Haf-1)
or, more generally, k(z) = (f——F;"‘)—ﬂ

Taking f(x) = x+te-1%", which belongs to R,,and a« = 2, 8 = 1—v,
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we obtain o
1 [y t-v y2 v-1
= viie—ty' L -
g(@) = — J' yrHie (x) (1+x2) dy
0

©
= gi-veis f t2-le-i" gt
z

(putting x4 y2? = ¢?) as a function of R,. In particulart
el f e~ dt

x

is R,. .
The formula  g(z) = xt+ f y*Hh(y)e-1=v' dy
0

for functions of R,, where h(y) = h(1/y), is derivable from the above
rule by taking f(x) = zv+ie-1**, and making obvious transforma-
tions.

Taking u = —4%, v = 4, we obtain

RuLE 5. If f(x) belongs to R,, and

’ ] ct+im )
— X8 e
ko) =5 [ Giner”

where x(8) = x(1—s), then
1 y
g@) = — f f(y)k(;) dy

belongs to R,.
For example, if y(s) = 1, then k(x) = 1/(1+22), and
_ . [f®
gx) == o oy dy.

If x(8) = vr/T'(3+$8)I'(1—48), then
k() = (1—2?)t (0<z<1), 0 (z>1)

and glx) = _j.‘(y)fii

Vi —yt)
0
There are, of course, similar rules for transformations from R,

to R,.
t Hardy (1).
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9.16. The main interest of the above rules is in their formal
appearance. A considerable variety of theorems about them could
be constructed.t We shall give here only one, applying to Rule 2.
The reader should have little difficulty in dealing with the other
rules in the same way.

THEOREM 144. Let f(x) and k(x) be L*0,c0), and let f(x) be R,,. Let
9@) = [ f)k(ay) dy (9.16.1)
0

be also L?(0,00). Then, wn order that g(x) should be R,, it is necessary
and sufficient that K(s), the Mellin transform of k(z), should be of the

form K6) = 20E+Hp+1O0E+HbHoxe),  (9.16.2)
where x(8) = x(1—38), and the right-hand side 18 L*(}—100, }+410).
By Theorem 72, with g(z) replaced by k(xy).

3+ i

f J@)k(xy) dy—— f F(8)R(1—8)y*-1 ds.

$—io
The Mellin transform of g(z) is therefore
G(s) = F(1—8)K(s).
By the analogue for R, of Theorem 136
F(6) = 20T (34 du+1s)p(s)
where yi(s) = ¥(1—s). If g(x) is R,, we have also
G(8) = 2¥I(}+3v+3s)w(s),
where w(s) = w(1—s). Hence
/() = ""FQ_H%*&_‘_&’(?) -
TG+ dp—de)p(1—s)’
which is of the form (9.16.2), with
x(8) = V2T (}+3p+38)D(F+ 3u—18)w(s) (1 —s)
satisfying x(8) = x(1—s). Hence the form (9.16.2) is necessary; and
the reversed argument shows that it is sufficient.

9.17. A series formula for self-reciprocal functions may be
derived from the function

16 = {5~ [y}

1 See e.g. Mehrotra (1).
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which belongs to R;. Let k(x) be a kernel which transforms R, to R,.
Then, by Rule 3,

¢+ 10
Ke) = g [ 2TQODG+b+dexie ds;
etse
and ek =~ [ 2T+ -+ i+l ds

is a kernel which transforms R; to R,. Hence

9@@) = [ f)eyk(y) dy
° nv(2m)

i x f {-1 —n—}-l}k'(xy) dy

.
n=1 (p—1)v(em) V(@)

I

nV(27)

ot nv(2m)
= T —nt l)k(xy)] — k(xy) dy
’; {[(\/(2”) (n=1)(3m) \/(2")@-—1‘1./(2") }
[ 1 ©
== k 217 — i - s k d
> ke = o f (w) du
should be a function of R,.
The rule may be verified as follows. Let
ct+io
k(z) = 2_; f R@E)x-2ds (c > 0).
Then e
¢ +1io
@ 1 2 ,
2 Hem) =5 J' ) ; fnz@m)}-rds (¢ > 1)
=
=5m | K@ ds
= LT v + A0
2m ) N
ct+in
Hence g(x) = 2%” f K(8)(2m)-18L(s)x~* ds.
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If k(z) transforms R, to R,, then by Rule 3
K(s) = 2T(As)T'(F+ v+ 18)x(6),
where x(s) = x(1—s). Hence
G(s) = K(s)(2m)+{(s)

= 26D(}+Jr+19)xalo),
where x1(8) = m#T(3) ()x(s).
Hence x1(8) = x1(1—s)

by the functional equation for {(s).
Hence g(x) belongs to R, by (9.1.9).
As examples, let k(r) = e=%, v = }. Then
9@) = s — =
eVEM_1  2,/(2n)
is R,, asin §9.12 (3).
Taking k(z) = Jy(x), another R, function ist

,.21'70{”’”4(2"’}%7:‘27;5=~/ (%) > mf:l’mr)—é-

n<lx/v(2m)

Taking k(r) = 2K, ,.(r), we obtain]
3 (@, e 2n)—

as a function of R,.

t See § 2.10 (vi). I Watson (1).
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X
DIFFERENTIAL AND DIFFERENCE EQUATIONS

10.1. Introduction. IN this chapter we use Fourier’s integral
formula and its related formulae to obtain the solutions of certain
differential equations. The general method is to transform a
differential (or other functional) equation, involving an unknown
function, into a relation involving the Fourier transform, or some
similar transform, of the original function. The new relation may
be simpler, and so lead to the solution.

That certain differential equations can be solved by means of
definite integrals was shown by Laplace and Cauchy. The main
object of this chapter is to present some cases of this familiar method
as exercises in the use of Fourier’s integral formula.

The chapter is merely a callection of examples illustrating the
possibilities of the method. Most of them are familiar, and the solu-
tions are to be found in standard works. The methods usually
employed, however, are more or less tentative, and often make no
explicit use of Fourier’s theorem. Here we aim at solving the
equations subject to simple conditions which justify a priori the
process used.

10.2. Ordinary differential equations. We shall first give a
method of solving ordinary linear differential equations, due to
Bromwich.t The method, in its rigorous form, depends on Theorems
33 and 34.

One of Bromwich’s examples is

d? d d
(arz““az)‘”‘(arl)" =9

d a2 d
R
where z(0) = z,, 2'(0) = z,, ¥(0) = y,, ¥'(0) = y, are given con-
stants.

It can be seen a prior: that z(t) and y(¢) are integral functions of
exponential type. For example, by further differentiation and
elimination we obtain

2" (1), 2" (1)+ca ' ()3 2(t) = O.

t Bromwich (1).

(10.2.1)
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Hence 2 +3)(2) ¢, 2MH+D(E) 4y 2 +D(8) ¢ 2™(t) = O.
If |2m(t)| < {K(t)}™ for m = 1,2,...,n+42, it follows that
[ +3(t)| < (log|+-..+ les {E @O} +* < {K(0)}+

provided that K(f) > 1, K(t) > |c,|+...+ |c5]. Hence z(¢) is ex-
pansible by Taylor’s theorem, and

z(t)] l Z xm)*__

so that z(t) is an integral function of exponential type. Similarly
for y(t).
Hence, by Theorem 33,

z(t) = — f s(w)et dw, y(t) = %r; f n(w)e™ dw,
3

i {K(O)}"L"f = KOl
‘ n!

(10.2.2)

where {(w) and n(w) are regular for |w| > R, say, and zero at infinity;
and C is a simple closed curve surrounding |w| =
The differential equations then give

[ @) —40)—n(aw)(w—1)}er* dw = o,

(10.2.3)
[ {6)w+8)+nw)w—w))e dw = 0.
C
Let () (12— )= (w)(w—1) = p(a), | (10.2.4)
£(0)(1+8)+n(w) 10?—1) = g(aw).

Then p(w) and g(w) are regular for |w| > R, except for poles of the
first order at infinity. Hence, by Theorem 34, they are linear
functions of w, say

p(w) = a+bw, q(w) = a+Pw. (10.2.5)
Also, from (10.2.2),

= ._.ff(w) dw, z, = —f{(w)w dw,

and hence, by Laurent’s theorem,

fw) =204 2t +0(—1—§) (10.2.6)

w]
for large |w|. Similarly,

nw) =% % +0(-ll§) (10.2.7)
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Substituting (10.2.5), (10.2.6), (10.2.7) in (10.2.4), and equating
coefficients, we find

p(w) = (w—4)Zy+x1—Yo, q(w) = o+ (w—1)yo+¥;.
Solving (10.2.4) for ¢ and 7, we obtain

by — _ PPEOEE) L —(w6)p(o)+ (P — dw)g()

(w+1)(w—2)(w—3)’ T (=) w—2)(w—3)

The values of z(¢) and y(¢) now follow from (10.2.2) by the calculus
of residues. For example, the term in x(¢) corresponding to the pole
atw= —1is

—p(=D+e(=1) _, _ 6x—21—Yoty

12 12

Naturally the method is quite general. Another simple example is

d*x dx | ,
Eﬁ+2n5+n x = 0,
d%y 9 dx
a2 n +"’ a7

where z(0) = 0, 2'(0) = A, y(0) = 0, y’'(0) = 0. This is given by
Jefireys, Operational Methods, § 3.31, as an example of the operational
equivalent of the above method.

10.3. If we are given a linear equation whose coefficients are
polynomials of degree m, and treat it by the above method, we have
tointegrate by parts m times, and the transform of the original function
satisfies a differential equation of the mth order. Consider, for
example, Bessel’s equation

1dz v?

1——)z =0,
x2+x dx T ( xz)

where v > 0. Putting z = 2"y, we obtain

d’y | 2v+1 dy+

dx? x

Let us seek a solution which is an integral function of exponential

type. Let it be
= -21— f n(w)e dw.
¢
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Then 1 :
2y = ~55 f 7' (w)e*? dw,
¢

d, 1
-&% =5 n(w)we™ dw,
¢
d
z d;z = =5 f {2wn(w)+w?n' (w)}e** dw.
Hence f{(1+w2)-q (w)—(2v—Nwn(w)}e*™ dw = 0.
o

The factor in brackets has at most a pole of the first order at infinity;
hence, by Theorem 34,

(I4+w?)n'(w)— (2v—1)wn(w) = a,
d
")(w) = a(l4w?)-t f ii—{—zilj;)“’ﬂ +b(1+w?)r-t,
Since 7n(w) is regular at infinity, b6 = 0, and
N(w) = a(l+w? - f _—

1w

where we take the branches of (w?+41)*-t and ({24 1)"+} which are
real on the real axis, and suppose the plane cut along the imaginary

axis from —z to 2. Then
. aL

:_f‘_, 2\v—} oW ) S
y 27n'f (-eofymiens du f (1)
C w0

This can be reduced to a more familiar form. Let w be a point on
the imaginary axis between 0 and ¢, w’ the same point after a circuit
has beén made round . Then

n(w)—n(w’)

allte Wﬁf@u4yﬂ “”W"“+Wyif<v+nw.

-

---jé___ — _e—2m(v+}) J. dl ,
(1) (EESIE
where the suffix denotes the branch obtained by cuts from —ico to
—i and 1 to 100. Hence

(w)—n(w') = a(1+w?) - f (Fff)?‘;”‘ (14wt

Now
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where K depends on v only. Hence

1 1
y=K, f (1—v?)yp-tetz dy = K, f (1—v?)-tcoszvdy.

104. If weputz = 2%y, 2? = 4t in Bessel’s equation, we obtain
2y _
1— = 0. 10.4.1
Y 1Yy = (10.4.1)
The solution corresponding to z = J,(x) is not an integral function
for general v. Let us look instead for solutions y(¢) such that
y(t) = O(e?) as t - co for some positive ¢, and y(0) = 0.

Such a solution is representable by a Fourier integral, by Theorem
24, Let f(t) = y(t) fort > 0, and f(t) = 0 fort < 0. Then F_(w) = 0,
and F, (w) is w
7o) =— .. 1 fut
Y(w) = Jem) f y(t)et dt (10.4.2)

0
for » > ¢. Since y(t) is continuous and of bounded variation in any
finite interval, Theorem 24 gives

ia+A

yt) = \/(;;) ;21010 f Y (w)e-t dw, (10.4.3)

ia—A

fort >0,a >c.
Integrating (10.4.2) by parts, we have

~/(21r)Y(w)=——iLw f y (et dt, (10.4.4)
0

the integrated term vanishing. Similarly,

@

JEmY'(w) = f ity (t)eit dt

0
- _% f {y(t)+ty' (t))ei de. (10.4.5)
0

Integrating by parts again,

«/(21r)1”(w)=ﬂh—10—2 f {2y (t)+ty" (1))ei dt
0

=La J' {v+ 1)y () —yt))eidt  (10.4.6)
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by (10.4.1). The last integral is convergent since (10.4.4) is; the
integrated term 1 ]
— oAV ()

must therefore tend to a limit as ¢ o0, and the limit can only be 0.
From (10.4.2), (10.4.4), and (10.4.6) it follows that

v = (- v
Hence Y(w) = Kw--letho,
e-—iux+lllw
d 21r) f wrtl

This is in fact a multiple of ¢ivJ,(2+%), by (7.13.9).

10.5. A similar method may be used to solve differential equations
with a given function on the right-hand side. To take a simple case,
consider

Y1k =40 @>0),

where all the functions concerned are of the form O(e¥) as t - co.
Ifv >ec,

JEmY (w) = fy(t)ef“" dt

@

0O g,

w w2
0

integrating by parts twice. Hence

1 ,
°“0“3@5J¢meW” J@3f@aH¢@mywm

Y () + 4(2‘—’—-;/(—“’1) kY (),

Qw) 1 wy(0)—y'(0)
—wt J@m)  kr—wt

Hence for a sufficiently large, in particular @ > c,

ia+A
1 .. O(w) lzww)yw)_

ie. Y(w )—

y(t) =
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In the first part we can insert the Fourier integral for ®(w), and
invert, by absolute convergence. We obtain

© ia+o®
1 Tu(z—1)
o f d(x) dx f Zé—:ﬁé =7 f (x)sin k(t—z) dz,
0

ia—o
evaluating the inner integral by the calculus of residues. The remain-
ing terms are
y(0)cos kt +y/(0) S“;’“
Hence

¢
y(2) = y(0)cos kt+y'(0) SHI: . +71c f d(x)sin k(t—z) dz,
0

the usual solution.

10.6. Partial differential equations. Obtain the solution v(z, t) of

o oW
% = o (—o0 < x <oo, £t >0) (10.6.1)
such that v(x,0) = f(z) (—o0 < z < ™).

This is the classical problem of the flow of heat in an infinite rod
with a given initial temperature distribution, » being the temperature,
t the time, and x the distance along the rod.}

Formally we proceed as follows. Let

V() = 4(2 J 'z, )ei*t der.

Then oV ]
_ = —_ 1"16 lff
a2 f ate de = (21r) f 8126 de

= — ;/(E;ﬂ) f veltt dox = —£2V,

integrating by parts twice, and assuming that the terms at the
limits vanish. Hence

V(£ 1) = A()etY,
where A(£) depends on ¢ only. Putting ¢ = 0,

l { 121 —
40 = 75 f fl)ei= dz = F(g),

t Riemann-Weber, 2, § 36; Carslaw, Heat, § 16.
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F being the transform of f. Hence
V(f; t) = F(f)e_‘f.‘s
and the solution is

o(@, 1) = f F(g)e-tt-ist dg,

~/(2 )

or, in terms of f(x),

et =g [ etrita f et du
=5 [ fwrau [ etrieng
=27/%%T) [ saerse-reau. (10.6.2)

That in fact v(z,t) > f(z) as t - 0 follows from the theory of
Weierstrass’s singular integral. The method would be justified e.g.
if all the functions concerned belong to L(—o0,00). But the follow-
ing procedure is much more general.

Suppose that |v(z,t)| < Keo= for some ¢ and all t, with similar con-
ditions on any of the partial derivatives which occur. We shall say that
such a function is of exponential type.

Let v(x,t) > f(x), as t—> 0, for almost all values of z. Then
|f(x)] < Ke*! almost everywhere.

Let

1 ¢ 1 i 1L ’
Vb0 = T f oz, et de,  V.(L,1) = J(’ : f oz, t)ei<d d,
0

where { = £+4iy. Then V, exists and is regular for » > ¢, V_ for

n < —¢.
Now if p > ¢,
v,
2 ezl dop — Y Y oixt
N ) f x f azze dx
o 0
— ?E LF 14 w____ Y 3_v iz
= [axe ] z§f 6xe dx
(V]
= [Zze";] —i[vei=t]”— 2 fve""‘: dx

0

= —0,(0,)+3Lv(0, t)—L2/(2m)V.(L, 1).
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This is an ordinary differential equation, of which (e.g. as in § 10.5)
the solution is

t
_e
Vo) = AQe ¥ — j(‘,;:) f {0,(0, 7)—iLo(0, 7)}et d.

Making ¢ — 0,
AQ) = lmV, (L0 = f f)eiet dz = F,(2)

by dominated convergence, since v(x,t) - f(x) for almost all x, and
[v(z, t)eixt| < KeCe-m=,
Hence V(L 1) = F(De"—x(L, 1),
where y({,t) is an integral function of { which - 0 as ¢ - 4 0.
In the corresponding argument with V_ the integrated terms
appear with the opposite sign, and we obtain
V.(L,t) = F_({)e~ "+ x(L, 1)

Hence, by Theorem 24,
ta+A

vt = ;/é;;) fim f A {Fo(De8— x(L t))e-iet AL +
ib+A
- izl
\/(277),{‘_2}, f {F-(D)e~*"+-x(L, t)}e~=¢ dl.

The contribution of x is plainly 0 The contribution of F, is

1 ia+ © i@t

o f e-ti-izl gy f fet duy = — f f(u) du f e-Lt-ile—w) qr
m—m 1{1 @

(inverting by absolute convergence)

= 2?](27) f J(u)e=@-~wrldh) dy,
(/]
Similarly for F_, and we obtain (10.6.2) as before.

We do not know whether, for a unique solution, it is necessary to
assume that v(x,f) is of exponential type. But some condition
bearing on v(z,t) and not merely on f(x) is necessary. It is an easily
verified rule that, if v(x, ¢) is a solution of (10.6.1), then so is

t-te-t=lty( % _n
't
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Hence, v(z,t) = x being a solution, so is

U
as is easily verified; and this function tends to 0, as ¢t - 0, for every
z, without vanishing identically. It is of course unbounded near
z = 0ast—> 0 (e.g. for z = 41), so that it does not satisfy the con-
ditions of the above analysis.

10.7. Obtain the solution v(z,t) of
v oW
ot ox?

such that v(z,0) = 0 (x > 0), v(0,t) = f(t) (¢t > 0).

This is the problemt of the conduction of heat in a semi-infinite
rod, initially at zero temperature, the end being suddenly raised to,
and maintained at, a given temperature f(t).

For a formal solution let

T
Then G 3 A/ (77) df v(z, t)sin éz dx
o, _ (TET) f g%’ sin £z dz

(x>0,¢>0)

5=

= A/(;gr) f %:%sinfx dx
0

— (g)é fa—vcos tx dx

T 0

= —A/(g)f{[vcosfz]:—}-ffvsinfx dx}

= JBjer—en.
JEe |
Hence V, = A(¢)e~€"+ [(=Z)eeS" | ef’f(u) du.
(e |
Since v(z,0) = 0, V,(£,0) = 0, and hence A(£) = 0. Hence

© [
o, t) = % f te-E4sin ¢x df f e'uf(u) du
0 0

1t Riemann-Weber, 2, § 40; Carslaw, Heat, § 23.
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i @®
—_--2-ff(u) duffef"“")sinfx d¢

i jfu)(t._u) tp—1zl(t—u) dyy

That this tends to f(z) in general follows from Theorem 13.
For a rigorous proof suppose again that v(z,?) is of exponential
type. Let w

V(L t) = J(%; f o, etz dz (n > o).

V(2 )—?)7=f el dy f eits dx

L0, O)+Lf()—EmY,
integrating by parts twice. Hence

Then

t
-
V() = A(;)e—i"+j(2_1;j f {2Lf(u) —2,(0, u)}et™ du.
0

As before, A() = 0; if f(u) and v,(0,u) are bounded in a finite
interval, the other term is

t
O[e-# [ 11 du) = 0(le1)
0
as £ > +o0. Hence, by L? theory,

ia+ @
1d [ e
27 dx. — zC
1aq— o
for z > 0, while the right-hand side is 0 for z < 0. The repeated
integral is absolutely convergent, and we may invert, and then

replace a by 0 The term in f(u) contributes

v(z,t) = e tdy f {1l f(u)—v,(0, u)}el™ du

L]

f f(u) du f (1—e—i€z)eb"u—0) d¢

) t
d du
—_ —e-izd-upy T |
2 Vrr dat (_’[ ()1 —e }J (t—w)
t
du

—_— —{z%(l-u)

= [ foerimen
0
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The contribution of the other term is an even function of z. Changing

the sign of x and subtracting, we obtain the same result as before.
10.8. Obtain the solution of

a.i) = a_z...v — a2

at = o

where v(x,0) = 0 (x > 0), v(0,t) = f(t) (¢ > 0).
Proceeding as before, we obtain

%% = J (g> f (g—:-;——a%)sin tx dx
¥ 0
2
= JBlgo-en—e,
Hence

¢
V, = A(£)e~€"+or4 J (%)ge—@'ww f e€'+anuf(y) du,
A(€) = 0 as before, and °

t ©
v(x, 1) =;2; ff(u) duffe‘f'“"x““’sinfx d¢
0

0

)
_ x N (f — 21— p— - u)—1x(—u)
2\/1rf flu)(t—u)te du.
0

The rigorous solution may be obtained as before.
10.9. Solvet
v v,
52——-8—;5-—&1) (0<x<l),
where v =1, (x =0, >0, v=0(0=0,0< 2 <), and
ov '
i 0 (x=1).

Here we take ¢ as the variable of the Fourier integral, and suppose
that |v(z,t)| < Keot for all 2. Let

Vix,{) = \_/_(_;.;) f oz, el dt (> c).
0

1 See Jeffreys, Operational Methods, p. 70.
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Then

= o g [ e+ 3Gy [
= (2—iQ)V. ’

Hence V = A({)cosh{\/(a?—1{)x}+ B({)sinh{,/(a®—1i{)a}

When z = 0,

Vzm) )

V0,0 =0 | eltds— — Yo
9= Jen f = T iieny
Yo
Hence A = _iZ{/(Q}r)
When z = 1, — V = 0. Hence
A() 81nh{J(a2—i§)l}+ B({)cosh{y/(a2—il)l} = 0.
Hence
. _ sinh{,/(a®—i{)l}sinh{\/(a*—1{)x}
V= §J(° )[COSh{\/ W —il)a}— cosh{\/(az—zg)l}_-~_ ]
_ Vo, cos}}{l/(_oi—z{ z—1)}
z{J(21r) {cosh /(a2 —i{)l}
Hence for ¢ > 0 iat®
_ P cosh{y/(a®—i{)(x—1)} o dl
W@ = —5n | el © T

Here arg,/(a*—1i{) varies from }m to —}=, and the integral is
absolutely convergent if 0 <z <.

10.10. Obtain the solution oft

o o  1ldv
ot ore +r or

such that v(r,0) = 0 (r > a), v(a,?) = f(¢).
1 See Nicholson (2), Goldstein (2).

(t>0,7r>a)
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Suppose that v(r,t) = O(e+). 1f

©

V(r,l) = \/(;;5 f v(r,t)eédt (9 > c),
then ’ ©
J2m) (a o) = [ Gevar

0

= [ve¥]’—i{ f veid dt
0

= —il\/(2m)V
The solution of this may be written

V(r, 1) = AQHP{rJ(0)}+BOHP{r ()},

H{(z) = Jy2)+iXo(z),  HEP(R) = Jy(z) —i¥y(2).
Let { = ¢+ik, (i) = {' = &'+iy’. Then
612 17[2 —_ ’C’
i.e. {' varies along a branch of this rectangular hyperbola, say the
upper branch. On it

where

Aer Ae’
H(()l) ’ - H® (Y ~ - R
SO~ sy O™ Y

Since V(r,{) = O(e") in the upper half-plane, we must have B({) =

Also, as r —>a,

V(r, {)—) S fft)e‘adt ().

Hemee 40= FpGayiy

and the solution is
HP{rd(30)}

=1 )} it
e 4‘2"’“1 Vaplagany”

where }r < arg . [(¢{) < §n
For suitable functions f(tf) we can make k — 0, and obtain the
solution in the form of integrals along the real axis.
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10.11. Obtain the solution of

o
— pum—— O
o (x>0,0<y<b)

such that v=fx) (¥=0,0<zx <),
v=20 (y=05,0<z<0),
v=20 (x=0,0<y<b).

This is the problem of the steady distribution of heat in a semi-

infinite strip with the edges kept at given temperatures.t
Formally, let

e =/ &) f o(z, y)sin gz da.

Then

I

_J(g) [%Singx]m+~/(%)§fg£cos§xdx
0 o

= A/(%)gvcosfx]:)-}-"/(—21;_)4_526[‘vsin{xd:z:

= &,
Hence V, = A(£)cosh ¢y -+ B(§)sinh £y.

Making y 0, A(£) = J (%) f fix)sin éz da,

8o that A(£) is the sine transform of f(z), A(£) = F,(€).
Putting y = b,
A(€)cosh éb+ B(£)sinh €b = 0,
B(¢) = —coth £ F(€).
Hence V, = F(£)(cosh éy—sinh &y coth £b)
sinh £(b—
= E(f )-%{lg;l/-) s

1 Carslaw, Heat, § 45.
4362 U
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and v(z,y) = J ( ) J. F(¢) smlz Ehbfb y) sin éx d€.

In terms of f this gives

, 2 r smhf(bw Y) . .
v(x,y) = - f flw) du f sinh & sin €z sin u df
— Ln™ ff N
T2 b cos(b—y)fr/b—i—cosh(x——u)w/b
0
1
- S \du
cos(b—y)n/b—{—cosh(x—{—u)w/b)
That this tends to {f(x+0)+f(x—0)} wherever it exists, follows
from Theorem 18; for

sinh£(b—y) _ ,¢y_,-eoSinhéy
sinh £b sinh &b

and the contribution of the last term is clearly 0.
Suppose now that v(x,y) = O(e*) as x — 0, uniformly with respect
to y, where n[b < ¢ < 2m/b.

Let V((,y) = «/(2 )fv(x, y)eite dx,

where ¢ < 7 < 27/b. Then

\/(27r)6 4 = f 314’ dx
= — f et dx

S [31) e“‘] +i§[ve"5‘]:+ﬁzf velt= dx
0

ox

= g(y)++/(2m)L?V,
where g(y) = v,(0,y). Hence

V(&) = A(Qoosh Iy-+ B@sinh by + 5 f sinh {(y—u) g(u) du.

Making y — 0, we obtain, by dominated convergence,

l ¢ 16 —_—
AW = 5= f fl)e®s dz = F(7),
0
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and making y — b,

0 = A({)cosh {b+ B({)sinh b4 sinh {(b—u) g(u) du.

V(2 )if

Hence

_ sinh {(b—y)
Py = FO=

v
sinh {(y—b) sinh {u
4 g(u) du —
J(27){sinh b )

. b
_ﬁ% sinh {(b—u) g(x) du.

Hence if c < a < 2n/b,

smh{(b Y) _ite i
Jmf Yo

ia— o

ia+®
sinh {(y—b)sinh {u e-ilz dr —
+o j g(u) du f sk ¢ K

“sinh {ysinh {(b— %) il
__fg(u)d f {sinh {b el

= v(z,¥) (.’L‘ > 0), 0 (z<0).

Replacing x by —x and subtracting, we find that, for z > 0, v(z, y)

is equal to the above expression with e~ replaced by —2isin {z. In
this form, if we replace a by 0 in the last two terms, we obtain 0;
but if @ > =/b, the pole at { = in/b gives a residue term of the form
K sin™sinh 7%, (10.11.1)

b b

In the first term we may insert the Fourier integral for F({) and
invert, by absolute convergence. The result (again allowing for the
pole at { = im/b) is

f Sfu)x(u) du
where v
my [ 1 1 \
x(w) = sin 7Y
b \cosé——— m4coshT%n OOS-b————?/ﬂ+COSjlx+u7r)
b b b
= _2 ~mulb,
bsm 5 sinh 7~ 5 L e-n

We obtain the same solution as before, plus a term of the form
(10.11.1), which is a solution of the corresponding problem with f == 0,
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The solution in this case is therefore not unique, unless we make
some hypothesis which excludes such a term.

10.12. Obtain the solution of
o _ %
o = ot (—0o < <00, t >0),
such that y(z, 0) = f(z), y(z, 0) = g(z).
This is the problem of the motion of an infinite string with a given
initial displacement and velocity, y being the displacement at distance

x along the string at time ¢.

For a formal solution, let
@

1 ,
Y1) = - — y(x, t)eiz dz.
&= om) i ¥z
Then o
ey 1 Y s
o T J(2m) f w9
1 [ oy,
= e' T dx
Jori | &
= _§~Yy

integrating by parts twice. Hence
Y = A(€)cos ét+ B(€)sin ét,
and clearly A(¢) = F(¢), £B(£) = G(£). Hence

v l) = f F(§)cos fteitx dg + f 0’(5)Bmfte-’f*t a¢.
The first term is
Z!'r—r j? {e- kw4 g-ibr+} g¢ f S)e€t du = Y f(x—1t)+flx+1)},
and the second is -

,~l— f gi-qgte“'f‘ a¢ f g(u)eit du
27 I3

- O

) z+t
_1 sin &t cos £(x— u)
= ":@[ 9(u) du 6[ z dé = &z £ 9(u) du.
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x+t

Hence y(z,t) = H{flct+t)+flx—t)}+4 f g(u) du,
x—t

the classical solution.
For a rigorous solution let y(z,t) = O(e*), and similarly for the

partial derivatives. Let
© 0
1 . 1 .
Y. (t)= -, -~ f y(x, etz de, Y. ({ 1) = - . f y(x, t)eil= dx,
2 2
J2m) Jem

where Y, exists for 5 > ¢, Y_ for n < —c. Now

V@ )dY zye’hdx.—-f 2ye“§’dx

ot2 ot?
0 0

ayq.,‘” . itz 3 ;
— [e;z e a]o —il[yelte); — 2 [ yeilr da

[}]

= — () +il(t)— 2T,
where ¢(t) = y,(0,¢), (t) = y(0,t). Hence

Y, = A(Q)cos (- B(O)sin ft— 75, f sin Z(t—u){$ () it(u) du,

and the initial conditions give A({) = F (), {B({) = Q,({). Then
Y, ((,t) = F,({)cos {t+L1G (L)sin Lt+x(L, 1),
where y is an integral function which tends to 0 for { = ¢4k,
¢ — +o0. Similarly,
Y_({,t) = F_({)cos {t+{1G_({)sin Lt —x (L, ¢).
Now . ia+A ib+A
) = —— i t)e—ilx o -ilz
e = o ln f V0o dr 4 ol | Y@
where @ > ¢, b < —c. The contribution of x(,?) to this i# 0. The

contribution of F is
] ia+A
:/(_2?) ,{L’ﬁi L F+(§)A_{e—zl(z+l)+e—tf(z—l)} at +
1 b+ A
. J’ F_(0)}e-ilard =ity df = Y{f(x+1)+flx—1)}.
A

tEem

-
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The contribution of G, is

ia+ o

f d f sm(t 1§(u I)dc
0

— D

l\DI —

(inverting by the bounded convergence of the (-integral). The
{-integral is = if z—t < u < z+¢, and otherwise 0. Similarly for
G _, and we obtain the same result as before.

10.13 Obtain the solution of t

aﬂ 32 ( < <l’t>)

such that y(0,t) = 0, y(I,1) = 0, y(z,0) = f(z), and y,(x,0) = 0.

This is the problem of the vibration of an elastic string with fixed
ends, y being the displacement of the string at distance x along the
string at time {.

Suppose that y(x,t) and its derivatives are O(e) for some c. Let

Y(x,0) = f y(x,t)eist dt
for n > ¢. Then

211') f 62ye‘z' dt

<

[ZML —it fw Yo at

= —il[yei]” {2 f yellt dt = ilf(x)—{3/(2m)Y.
Hence

Y = A({)cos {x+ B({)sin {x + - /(2 )ff(u)sm{(x u) du

The initial conditions give Y (0, %) = 0, Y (!, {) = 0. Hence A({) =
and

L
B({)sin ll+-»-—?—~ sin {(I—u) f(u) du = 0.
o

1 Riemann-Weber, 2, § 85.
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Hence  ing
i+ sinlx .
Y = _;/(31;) sindl J‘f(u)sm {(l—u) du +«/(2 )J.f(u)sm {x—u) du
¢ sin C(l —x) .
J(2") “eintl ff(u)sm {u du —
sin  {x
\/(21,_) S &l f f)sin {(l—u) du.
Hence
_ smC — x) - .
y(x,t) 2m '[ ~ein?l 114 f Sf(u)sin {u du +
ia+ ©
1 sin Z.r .
+§7}2"J~ sma C‘d{ffu)smgl —u)du. (10.13.1)

If we replace ¢t by t+2/ and subtract, we introduce a factor
2¢8in {le-*, and the resulting integrals tend to 0 when a - —oo, if
t > 0. Hence the solution has the period 2/, and wc may suppose
0 <t < 2l. We then write

1 B e
= — 2l
sin {1 e+ sin {1
and the contribution of the last term is seen to be 0 on making
a — 0. The contribution of the first term may then be deduced from
Fourier’s theorem. For example, the first term in (10.13.1) gives

ia+ o

f {ez{(zt —z—l)__ e:{(z—l)} dlffu) eicu e—c{u) du.

The first terms in each bracket give

—MfEl—a—1)
if 20— 2x < t < 2l—x, and otherwise 0. The complete solution may
be written Wf(@+)+fz—1)),

where f(x) is defined outside (0,7) by saying that it is odd and has
the period 2.

If f"(x) exists everywhere and is continuous, the whole process is
plainly valid. In other cases the differential equation is not satisfied
everywhere, and the given conditions are not strictly consistent.
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Suppose, for example, that f(z) =2 0<z<}l), flx)=1l—x
(31 < z < 1). Then f'(z) = 1 or —1, and f"(x) = 0 where it exists.

To cover a case of this kind we could restate the problem by assum-
ing that, instead of the differential equation, y satisfies

(g%)z-x.“(ax)m at*f yd

for every ¢, for all but a finite number of values of z, and that oy/ox
is bounded in z for each t. Then

). 12,2, e

= J(2ﬂ)[f ydxe’] ———(Cz;r) eiadtfydx

£

Ty
(a.ssuming that —‘% f ydx—>0ast—> 0)
&y

e )J'f(x)dx §2dex

2
Hence aaEEy: exists, and is equal to if(z) —{%Y. The analysis then

J(2m)
proceeds as before.
Another equationf which may be solved in a similar way is

o oy
FT —m—-.g 0<z<l),

where g is a constant, y(z, 0) = g(lz— 3x2%), y(0,) = 0, y,(x,0) = 0.

10.14. The problem} of the waves on a plane sheet of water, caused
by a disturbance of strength f(t) at a fixed point (the origin), depends
on the solution of

% _ (0% 10
a2 (arf "‘) (r>0,¢>0),

t Jeffreys, Operational Methods, p. 59. } Lamb, Hydrodynamics, p. 297.
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where lin;( 2m‘-—é) f(&) (¢ > 0).
Let O(r,{) = f é(r, t)eit dt.
o 1
Then ‘ (ar=+r 31') 27r)f atzead‘

If the surface of the water is initially ﬂat and at rest, ¢(r,0) = 0 and
&(r,0) = 0, and the usual partial integration shows that the right-
hand side is —{2®. Hencet

o, ) ~ 4@ (5)+ B0 ()
Since ® must be bounded for I({) > 0, B({) = 0. Also

(=]

F(y) = \/é;) of f(t)eis dt — lim{——J(2n)r f gifefadt}

r—0
0

=Iim( 21”%)_11 2"€A<4>H<1>(’5)—2A(c>

>0 r—0
Hence r
o0 = 5- FOHP(7),
ia+ o E
m[78) il
H0) = o 5 f FQH (D)e-stag
1 ta+ o c
— (P2 )eitid
_4ﬂ2ff(u)du f HS (c)e at.
0 ia—®
The inner integral is 0 if ¢ < u4-r/c, and otherwise it is
2
V{(w—t)2—r2/c¥’
Hence cosh-'ct/r

é(r,t) = f NG _f: (:))Zjd—uﬂ/cz} _ E!-,—r h" f (t———g cosh A) daA.

10.15. Obtain the solution of {
' %

such that u(z,0) = a, u(0,y) = a.
t See Watson, § 3.6. t Bateman, Partial Differential Equations, p. 125.
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1 [ "
Let U9 = 15,y [ weeteda
0
for > c¢. Then

oU 1 f&u .
—eiledy
™ J oy

% = e
— 1 @gﬁt w___..__lw, f)ﬁzu eile dx
N@2m)| oy L 0 10\(2m) ) exoy
0
_ U
= z,

since (with sufficient continuity) «,(0,y) = 0. Hence
UL, y) = A(L)evE.
Making y — 0,
a

4 1 F e dy — g
A(Q)ZJ(Z?)JaeC dr = T’

ik 4

tylf—irl
Hence u(x,y) = — ‘% f i_u_z___ dt
- ik—o
= aly{2|/(xy)}

by (7.13.9).

10.16. Differential-difference equations.t We shall illustrate
the general method of solution by considering the simple special case

@) = o {fet )= fa—h). (10.16.1)

We shall first assume that f(x) = O(ec*!) for some positive ¢. It
follows by repeated appeal to the equation that f(z) has derivatives
of all orders, each of which is O(e®); and if f(x) satisfies the equation,
so does f*(x) = f(x)—f(0)—zf'(0), and f*(0) = f*'(0) = 0. Hence we
may suppose without loss of generality that f(0) = f'(0) = 0.

Define F (w), F_(w) as usual, for v > ¢, v < —c respectively. Then

Fiw) = ~ s f Fakiede = )

t Hilb (2), Titchmarsh (16).
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as |w| - oo0; and similarly for F_(w). Hence (1.3.4) and the formula
obtained from it by differentiating under the integral sign are both
valid; and (10.16.1) gives

ta+o0

. e—thw__ gihw .
J. (——zw— T -«)F+(w)e*”“’dw+... =

a—=
where +... indicates the corresponding term with b and F_ instead
of ¢ and F,. Hence, by Theorem 141,

(71‘%@’-«0)1" (w) = x(w), (inﬁk-lf’—w)ﬂ(w) = —x(w),

where y(w) is regular forb <l v < a, and x(w) > 0O asu — +00. Hence
ib+ oo
J‘ e—ixw dw — - _k x(w)p—uu
Zn) sin hw—hw J(Zn) sin hw—hw
This is the sum of the residues at poles in the strip b <v <a. There
is a triple pole at the origin, giving a quadratic in 2. The other zeros
of the dern.uminator give exponential terms. Hence

f( ) = A+ Bz+Ca2+ 3 C, e-iew,, (10.16.2)

where A, B, C, C, are constants, and w, runs through zeros of sin hw— hw
other than 0 such that [I(w,)| < c.
If we do not assume that f(x) = O(e”*'), we can proceed as follows.

B
Let F,pw) = \7(;21—;) ;[ flx)eiwe da.
Then
B B+h
J'f(x+h)e¢wx dx = ff(x)eium—h)dx
o at+h

= e—w’h\/ 277){ af w)‘*"ﬁ'ﬂ B+h(w) o, a+h(w)}’
and similarly with —A. Also

8
| f'@)eiom de = f(B)eiE—f(a)e—iwy(2m)F, g(w).

On multiplying (10.16.1) by e®* and integrating over («, 8), we thus
obtain

(@m)ih=1(sin hw—hw)F, g(w) = @ (w)—Dg(w),
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where
@) = flogeton VI omichp, _ () —ehF, o),

and similarly for ®g(w). Now

a+ o

fla) = J(-;;) [ Fgtoremierd @ <z <p

for any real a. Choose a so ‘that no zero of sinhw—hw has the
imaginary part a, e.g. take a positive and sufficiently small. Then

B ia+no(D b ia+oo(b ( ) iz
=" o(w)e—= d plw)e™ d
Jw) = 2mi sinhw—hw' " 2m sinhw—hw" "
ia—o a—o
It is easily verified that for a fixed B, and I(w) = v > 0,
Dp(w) = O(e-H).

Also we can choose a sequence of contours, e.g. the squares C, with
vertices at 2nmh~1(+1-4-7), on which |sin hw—hw| > C|w|. The usual

process of contour integration then gives

ia+oo

h (Dﬁ e—uux (Dﬂ w )e—“”
g’i Sln h'l;)‘“%w - Z CcOoSs il_u;"-—-_ (x < B h)’
ia—co

where w, runs through the zeros of sin hw— hw in the upper half-plane.
The coefficients in this series are independent of B, since

oD )
P8 — emB1(B)— B + g B +

. . ) 1 .
iw,p ~ihw, ihw, | — O,
+e (zw,+2he 2he ) =0

Similarly the term involving @, gives a series depending on the zeros
of sinhw—hw in the lower half-plane, convergent for z > a+th,
together with a quadratic in z arising from the triple zero at w = 0.
The result is that (10.16.2) again holds, w, now running through all
zeros of sin hw— hw except w = 0, and the series converging uniformly
in any finite interval.

10.17. The equationt
™)+ Z a,f(x+b,) = g(x)

t For another method see Schmidt (1).
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can be treated in a similar way. Consider the case in which each

function is O(ec®). By putting
yn-1

e e e e A C)

we can reduce it to a similar problem in which

£(0) = £(0) = .. =fD(0) = 0;
and repeated partial integration then shows that w"F,(w) belongs to
L*(ia—o0,ia+0) if @ > ¢, and similarly for F_(w). It follows as in
the previous section that

i@+ o
{F,(w)K(w)—Q (w)}e~* dw +... = 0,
ia—ow

where K(w) = (—iw)'+'S a,(—iwye-t,
v=0

and the integrals are mean-square integrals. Hence, by Theorem 141,
F,(w)K(w)—G(w) = x(w), F_(w)K(w)—G_(w) = —x(w)
where x(w) is regular for b << v << a. Hence

ia+w
. 1 G+(w)+X(W) —izw
fl@) = Jom) f Ko © dw +

b+ o
1 G- (W)= x(W) ,_izw g
+*/‘2"’,-,,L Kw)

where a and b can be chosen so that all the zeros of K(w) in
—c<v<eg,

but no others, lie in b < v < a. The terms involving x(w) can be

calculated by the theorem of residues. The result is

ia+wo ib+ oo
1 e 1 "6 )
T0=Tom ) K" " jam | KN
+ 3 C e,

where w, runs through the zeros of K(w) in the strip —c < v <c,
and C, is a constant for simple zeros, a linear function of x for double
zeros, and so on.

We have used L? theory in the proof, but thgiris no difficulty in
avoiding it, e.g. by first integrating twice, so that all the integrals
dealt with are absolutely convergent.

The problem can also be solved by the method of the last section
in the case in which the functions are not O(e?®).
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10.18. Difference equations. A pure difference equation can be
solved in the same way. Take, for example,
fE+1)—f(x) = g(2)
with the usual assumptions about f and g. This is equivalent to
ia+ o
f {F+(w)e——i(a:+l)w_F+(w)e-—i.tw__G+(w)e-1‘.ru'} dw +
= ib 4
+ f (F_(w)e-"@+ V0 F_(w)e~ic0— G_(w)e~ 1e} dur — 0,
ib - ®
Hence P a)(e-10—1)— G, () = x(x),
F (w)(e-v—1)—(_(1) = —x(w),
where y(w) is regular for b < v < a. Hence

iu+ ®
.f(fl') 2 ) f e_uv e~t.‘l‘ll} (IU’ —
i — o
bt G ( )
w) .
(21r) f e-Tv—'T_e e du.
-

The terms involving y(w) merely represent a function of period 1,
which is obviously part of the solution. Hence the solution is

ia+ o

1@ = 1@+ 5 | G grtrw i 1

fa—w X
ih+

1 G—(w ) ~1rw "
+\/(2ﬂ) f T dw,

ih -

where f*(z) is any function of period 1.

The formulae are valid in the L2 sense if g(x)e~“*! belongs to L* for
some ¢. Under more special circumstances we can reduce it to
other forms. If we expand 1 /(e—“”——l) in powers of e, we obtain

formally (&) = f*(z) —g(z41)—..

which is obviously a solution if the series converges,



XI
INTEGRAL EQUATIONS

11.1. Introduction. THE most familiar form of integral equation is
b
@) = g@)+A [ k@, y)f) dy,

where g(x) and k(x,y) are given functions, and f(z) is to be deter-
mined.

The equation can be solved by means of Fourier integrals in certain
special cases; these are, roughly, the cases in which k(z, y) is of such a
form that the integral is a ‘resultant’ of one kind or another.

We shall usually suppress the factor A, which is of no importance
in most of our results.

First take k(z,y) = k(x—y), and the limits —o0, o0, so that the
equation is

flx) = g(x)+ f ke—y)f(y)dy (—o0 < & < ). (1LLI)

A formal solution may be obtained as follows. With our standard
notation for transforms, we have

[}

Fo) = o | oot f a—y)f(y) dyfei= da

-0

= Q(u)+ / ff(J) dy f k(x—y)eitt dx

= oW+ oo f fw) dy f k(t)ei o dy

= ((u)+/(27) F(u) K (u). (11.1.2)
Hence F(u) = ~_;/(2("))1\(u) (11.1.3)

and the solution may be written

_e=izu gy, (11.1.4)

fee) = «/(%)f —J K(
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Also, (11.1.4) gives
—_ = ~l..v .-_,_G_(,y)__““ — -izu
f@)—g(a) ‘/(2").£ [i= TEmEw) O(u)e-te* du

_ K(u) iru
K@)

1—y/(2m)K(u)

and m(x) is the transform of M(u), this gives

el

f@) = g@)+ [ gtym(z—1)dt (11.1.5)

- @

If M(u) =

as another formal solution.
The equation

@) = gla)+ f f<y)k(§)%j! (11.1.6)

may be reduced to the form (11.1.1), or solved similarly by Mellin
integrals. The formal process is

F(s) = G(s)+ f -1 dy f f(y)k(g)%y
— 6(s)+ f f(y)';—y f k(ﬁ)v-l da

= 6()+ [ Sy dy [ kupu? du
0 0

= G(8)+F(8)R(3),
and the solution is etim
-1 66
f(x) =5 | 1_R(3)x ds. (11.1.7)

This can also be reduced to a form corresponding to (11.1.5).

The simplest conditions under which the process is valid are
given by

THEOREM 145. Let g(x) belong to L*(—o0,0), and k(x) to L(—00,0),
and let the upper bound of K (u) be less than 1/,/(2w). Then (11.1.4) gives
a solution of the equation of the class L2, and any other solution of L? is
equal to 1t almost everywhere.
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Clearly Q(u)/{1—,/(27)K(u)} belongs to L3, so that (11.1.4) exists
in the L2 sense, and defines a function f(z) of L?; asin§ 3.13

@

)= [ Kz—y)fty)dy

exists for almost all z, and belongs to L?; and, by Theorem 65, if
F, H, K are the transforms of f, A, k,

N _ J(2n)G(u)K(u)
Hence the transform of g(x)+A(z) is

JemGWEwW _  Gw)
Y Jemk@ — 1—yenkm ~ T
Hence 9(x)+h(z) = f(z)

almost everywhere, i.e. the equation is satisfied.

Conversely, if f and g are L?, k is L, and (11.1.1) holds, then by
Theorem 65 (11.1.2) holds, and hence (11.1.4). This proves the
theorem.

Ifalso k is L2, 80 are K and M, and (11.1.5) is equivalent to (11.1.4).

11.2. The homogeneous equation. We have shown that, so
far as the class L? goes, the solution is unique. But under special
circumstances there may be other solutions not of L2, If there were
two solutions of (11.1.1), their difference would satisfy the homo-
geneous equation

f@) = [ Mz—y)f)dy (—o <z <o0).  (11.21)
This equation is satisfied formally by putting f(x) = €%, if a is such
that o
J‘ k(t)e* dt = 1. (11.2.2)
We shall next show that, under fairly simple conditions, the only
solutions of the homogeneous equation are of this type.

THEOREM 146. Let 0 < ¢ < ¢/, and let e'*k(z) belong to L and
e~lf(x) to L¥(—o0,00). Then, if f(z) satisfies (11.2.1), it i of the form
fla) =73 flc',,,,xf'—*e-‘w»z, (11.2.3)

v p=

where w, runs through all the zeros of 1 —./(2m) K (w) such that |I(w,)| < ¢,
the C, , are constants, and q is the order of multiplicity of the zero w,.

4362 X
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It is at once verified that (11.2.3) is a solution of (11.2.1).

To prove the theorem we observe that, with the usual notation,
K(w) is analytic for —¢’ < v < ¢/, F,(w) is analytic for v > ¢, and
F_(w) analytic for v < —c. Forc <a < ¢’

ia+wo
1 .
e —tzw — 0 0
\/(2‘"_). ‘[ F (w)e dw = flx) (x> 0), (x < 0)
in the mean-square sense; and by Theorem 65
2 ta+ o
f k(z—y)f(y) dy = f F(w)K (w)e-i=w duw,
0 ia— o

also in the mean-square sense. Similarly for F_(w), with a replaced
by b, where —¢’ << b << —c. Hence (11.2.1) gives
ia+ o
f F,(w){1—(2m)K (w)}e-iz0 dw +

ia— o
b+

+ f F_(w){1—/(2m) K (w)}e=% dw = 0
ih—o
in the mean-square sense.

It therefore follows from Theorem 141 that F,(w){1—,/(27)K (w)}
and F_(w){1—./(27)K (w)} can both be continued throughout the strip
b<v<a, and F (w) = —F_(w) in this strip. Hence F (w) and
F_(w) are regular in the strip except possibly for poles at the zeros
of 1—./(2m)K(w).

We can now write

ia+ © ib+ o

1 —izw gy L —izw
f<x)=7(-2;)m L F,(w)e-i7 du Jo, L F(w)e== du,

and, since F,(w) > 0 as u — 400, we can evaluate the right-hand
side by the calculus of residues in the usual way. This proves the
theorem.

In particular, the result is true if k(x) = O(e—'*!) and f(x) = O(e°'*!),
where 0 < ¢ < ¢’. In this case it can be obtained without recourse
to L2 theory. For, if c <a < 1,

€a+TF ( ) 1 ia+T d ©
li 240 3o — lim -~ aw h
mo ) wopfe=lmeass | et f et dz
ia—T ia-T o



11.2, 11.3 INTEGRAL EQUATIONS 307

ia+ 7T
elrw

1 .
= J@m ! fx) da:flh_r’xc}° w—t dw

ta—-T
= \/(2m) j? flx)exl da

by dominated convergence; and similarly

o

e+ T ° 7
lim i(!ﬂ{“‘i’) —L.[f(x) dx f Ly )djhm J’ ew'(.cw) o

) w-—{ 2m
ia—T 0

-0

I
.

b“ flx)d -_£ k(y)eite+) dy
[ iy
zafe dtff k(t—x) dx.

0

Hence
[ Rk,
—{
= y(2m)i ! e'l‘dt{ j Fapkli—z) dx}
Similarly
,,T”F;('f’){l;z/;(zf)K(w)} dw = —/(2m)i f eilt di f" J@)h(i—2) da
v 0 —®

Hence the sum of the terms on the left is zero, the result of Theorem
141 again holds, and the theorem follows as before.

11.3. Examples. (i) Let
gl@) = e, k(z) =2 (£ <0), 0 (x> 0)

G(u) = \—/-(—;;) :Z e-\ri+izu gy A/(7:;) quu—-g,

A 1

A i X U —
K(u) =W2—'"‘j J. ex+izu dy _;/?2——77) T

1 A solution under different conditions is given by Bochner (2).

Then
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The L2 solution is therefore

~ e-i:z:u
@) = f(l wu)(1— A—i—m)

Suppose, for example, that 0 << A < 1. Then
__2 _ 2 ao
flx) = 3¢ T (x=0), =5)¢ (z <0).
This is plainly a solution, and so the only L? solution. There are
similar solutions for other values of A.
The equation is

flx) = e~1#l4-}e* fe-”f(y) dy, (11.3.1)

and is reducible to differential equations. Let

@

$x) = [ ) dy,  ¢'(@) = —e(a).

Zr

Then, for z > 0, —¢'(x) = e~Z 4 Ad(),
so that (x) = 2 /\Jroe—hc
For z < 0, —¢'(x) = 1+A¢(),
so that P(r) = —1+ C'e=,

Since $(z) is continuous at = 0, C' = C’-l- A+ 3 Hence
flz) = 5_2__—,\42‘1—{— CAt Ve (2 > 0)

The complete solution therefore contains a term with an arbitrary
constant; and in fact fl@) = ea-e

is a solution of the homogeneous equation
fl@) =2 f e~Vf(y) dy, (11.3.2)
z

corresponding to the zero w = #(1—A) of the function
A

1—J2m)K(w) = 1— L
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(ii) Lett k(x) = de~*! (A < }). Then

2\ A 2 A
Kw) = J (;) 112 M@= / (;)’—__"sz—m’
A ~lziv(1-23)
m@) = fi=2n®
and, if g(x) is L?, the L2 solution is

flx) = g(x)+J 2/\) f g(t)e-1t-=va-2V gy,

(1

1+w —2A
Also 1—(2n)K(w) = Tt
8o that AerV-20 | Be-zv1-2))

is a solution of the homogeneous equation if A > 0.

(iii) Consider the homogeneous equation in which k(z) = e-#".

(lv)LetA_—k()———H_ 5 9(x) = l+2 Then

K(u) :A/(%T)e—l“', G(u) = isgnume¥,

and the solution is
\/(2 ) f z"sgn:’ leul e—tei dy

o sinzw , m _ b
J(‘m)_“e“—l du J(2n)(2 coth nz 22:).
0

This just fails to come under the above conditions, and in fact f(z) is
not L2,

(v) Let} k(u) = A/(1+4u) in (11.1.6). Then K(s) = A= cosecsm, and

the solution is i
1 (6(8)
= e ~x-%ds,
@) 2m f —Am cosec 8w
c—io

c+io
A

or f®) = g(x)+ é‘}; Sin 87— Ao G (s)z— ds.

c—io

t Picard (1). 1 A.C. Dixon (1).
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If Ar = sinam, where 0 < a < }, we have
c+1io
1 sin amr tan amr w- ——u“‘“
— ——utdu = - :
2m

U — )

8in 8m—sin ar T 1—u?
c—1©

and, by Parseval’s formula, the solution may be written

QT -1-a
fi@) = gla)+= 20 f( A ay

(vi) The homogeneous equation
)= A J(?/_) d 11.3.3
f(=) (;f Y ( )

is reduced by the substitutions
x = ef y = en, eiff(ef) = ¢(¢)

to $(E) = A f 2cosh11(£-—- dn

The only solutions of this of the form ¢(¢) = O(e°k!), 0 < ¢ < 3, are
exponentials. We have

A AV
MO = oozt B Yo coshm’
- . mA
and 1—J(2m)K (w) - 1 o

This. has an infinity of zeros, some of which may licin —} < v < 4,
and give solutions. For example, if A = 1/, there is a double zero

at w = 0, and b(6) = AL Bt
is the solution, i.e. fla) = A+ fxlog:c

is the solution of (11.3.3).
That there are in fact no other solutions of any kind is proved by
Hardy and Titchmarsh (3).

(vii) The homogeneous equation
z°f(x) = F?o}') J. (@—y)*Yfly)dy O<a<l) (11.3.4)
V]

is reduced by the substitution
z=¢f, y=e, edfel) = $(¢)
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to the form d(¢) = f (ef-1—1)*-1¢(7) dn.

l_‘( )
Here k() = () (ef—1)*-1 (£ = 0), 0 (<),
and Kw) = A Tl—iw—o (v>—(1—0a)).

J@2m) T(I—7w)

11.4. Various forms. Various other forms of equation are
reducible to that just considered.
For example, considert

flx) = ng—f ( ) (y) dy. (11.4.1)
Putting x = e, y = e, and writing
fe ) =¢(6),  glef) =), k() = «(f),
we obtain $(6) = YO+ [ x(E—m)p(n) dn. (11.4.2)
¢

This is of the standard form if «(§) = 0 for ¢ > 0.
Another related form is

g(z) = f k(g)f(y) dy. (11.4.3)

0

If f,(x) = | f(t) dt, and k is an integral,

1
f HY)w) dy = kA0 f v ()

and if k(1) # 0 the equation is

g(x) 11y
filw) = 50 2 (Y an

This is of the same form as (11.4.1).

11.5. The equation with finite limits. Another equation of
some interest is obtained by putting f(z) = 0, g(x) = 0, k(r) = 0,
for x < 0, in (11.1.1). We obtain the equation

f@) = g@)+ [ kae—y)f@)dy (@>0),  (1151)
0

1 Browne (1).



312 INTEGRAL EQUATIONS Chap. XI

considered by Doetscht and Fock.] Theorem 145 of course still
applies; but now there is a more general solution of the same type.

THEOREM 147. Let g(x)e—<* belong to L*0,00), and k(x)e=* to
L(0,00), for some positive c. Then there is just one solution f(x) of
(11.5.1) such that f(x)e—<* belongs to L*0,c0) for some positive c’; it 18
given by

. G’(w)
flz) = ~/(2,,) Lim. _ fA 1—J(2m) K (w)

e-izv gy (11.5.2)

if a 18 sufficiently large.

The equation (11.5.1) is unchanged if we replace f(x), g(z), and k(x)
by f(z)e—2=, g(x)e—2=, and k(x)e~2* respectively, and we may argue in
terms of these functions; or, what comes to the same thing, we may
apply the argument of §11.1 to K(u+1a), etc., instead of to K(u).
We have

(2m)
if a is sufficiently large. The solution then proceeds as before.

The solution (11.5.2) may also be written
ia+A

: 1 [ |
Kuria)] < -5 f ele de <

= K(w) e—iTw
fie) = g+ 1im. f O00) ey dw. (1153
Suppose that k(x)e—* is also L2. Then K(w) is L2, and hence so is
— . Kw)
M(w) = 1—__—\/*(5"5]{'(—&’), (11.5.4)
ia+A
and m(x) = \/(;7_7) Lim. f M(w)e-ize dw.

ia—A
Making @ - o0, it is seen that m(z) = 0 for 2 << 0. The solution
can therefore be put in the form

@) = g@)+ [ glyIm@—y) dy. (11.6.5)

The relation (11.5.4) is equivalent to

m(x) = k(x)+ f k(t)m(xz—t) dt; (11.5.6)
0

1 Doetsch (1), (2). 1 Fock (1).
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in fact it is at once verified that (11.5.5) is a solution of (11.5.1) if
(11.5.6) holds and the inversions are justified.
(11.5.4) also gives
M(w) = 3 (2m)i»-H{K(w)}",
1

n =
and this is equivalent to
m(z) = 3 kK"(x),

n=1

where EV(x) = k(x), k™(x) = f k(t)km—Y(x—1) dt.
0

This is the well-known Volterra form of the solution.t

It has been provedi by Wiener that, if k(x) is L(0,c0), a necessary
and sufficient condition that (11.5.68) should have a solution A(x) of
L(0,00) is that 1—,/(27)K(u) 7 0 for  real. This is bound up with
Wiener’s Tauberian theory, which we do not discuss here.

ExampLES. (i) Let k(x) = Ae® (x > 0), 0 (x << 0). Then
A . 1 A
B =T Ry = ww wwy

m(z) = AeTA+,

JEmK(w) =

Hence the solution of

fle) = g@)+X [ e-1fy) dy
0

is @) = g@)2 [ erMe-vg(y) dy.
0
If ¢(z) = f e Yf(y) dy, the equation reduces to the differential
0

equation #'(@)—M(x) = e~rg(2).
This gives for f(z) the above solution, together with AeA+Dr; but
A = 0, since all the other terms vanish for x < 0.
(ii) Let|| £(x) be a finite sum of exponentials,
k(z) = Per*4-Qet*+... (x > 0).
1 P
Then K(w) = —J(2;) {P—_’_'t&)“l‘q-—_g'—d) +...

1 See Goursat’s Cours d’analyse, t. 8, § 548-9.
1 Paley and Wiener, Fourier Transforms, § 18. || E. T. Whittaker (1).
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Hence M(w) is a rational function, and may be written

(pFaw)(g+iw)...
M(w) = (a+1w)(B+w)... Kt

where 1a, 18,... are the zeros of 1—./(2m)K (w). The calculus of residues

then gives (p—-—a)(q——rx)

(B—a)(y—a)..

m(x) =
since ,/(2m) K (ta) = 1.
A similar expression may be obtained for the solution if k() is a
polynomial.

(iii) Lett g(x) = k(z) = AJy(z). Then

)

A A 1
G(w) = K(w) = Ji@eredr = A 1
(w) = Kw) = f e de = o T
and the solution is
{a+ A a+1io
e—"ll'w elﬂ
—_ =
f@) » | Jate- w f Jeax% @>0
a+1io
A J(14-8%)—s
“%m ) aowgae et
amwe a+iwo 2 a+
8 " el‘
Tim | Tonge® ©ta; f 1=)2fs2
a—1io a—1qio

i | S ay 4

+Acos{/(1—A2)x}+ — 7 Az)sm{J(l A%)a},
by (7.13.2), (7.13.8), and (7.13.8).

11.6. Another type. Another integral equation which can be
solved formally by means of Fourier integrals is

9@) = [ Kz—y)fty) dy. (11.6.1)

- 00

This gives formally

@

1 - <)
Q(u) = 7@ f e dx f kz—y)f(y) dy

1t Fock (1).
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1
V(2m)

f f(y)dy f k(x—y)ei= dx

-
—y(2m)
= J(@m) F(uw)K (u).

Hence the solution is

fo fy) dy f k(t)eit+vu gy

1 [ G
@ =52 ) R

- @

e—tx% gy,

315

(11.6.2)

(11.6.3)

For this to be an actual solution K(u) has to satisfy special condi-

tions.

THEOREM 148. Let g(x) belong to L¥*(—o0,00), and k(x) to L(—o0,0).
Then, tn order that there should be a solution f(x) of L*(—o0,00), it 18
necessary. and sufficient that G(u)/K (u) should belong to L*—c0,0).

Suppose that g, k, and f belong to the given L-classes, and (11.6.1)
holds. Then (11.6.2) holds. by Theorem 635, p. 90, and F is L2.

Hence G/K is L2

Conversely, if G/K is L?, then f, defined by (11.6.3), is L2, and,
by Theorem 65, the transform of the right-hand side of (11.6.1) is

- 1 Guw)
\/(2")1‘(”)«/(7") ) — G(u).

Hence (11.6.1) holds.

A similar equation soluble in terms of Mellin transforms is

L

0@) = | Key)f(w) dy.

This gives formally
G(s) = [ 2*1de [ Kzy)fly) dy
0 o

— [ 1) dy [ byt do
0 0

= jp fyy—2dy flc(u)u'—l du
0 0

= F(1—8)RK(s).

(11.6.4)



318 INTEGRAL EQUATIONS Chap. XI

Hence F(8) = S(i((ll-:%) ,

and the solution is et ico
_ 1 @Q::?)
J@) = o R(1—s)

c—1i%0

-8 ds. (11.6.5)

11.7. Laplace’s integral equation. This is

g@) = [ flyle—=v dy. (11.7.1)

A formal solution y+in
o) = 6(1—s) _,
f(x) - "2';;'1: F(l_s)x

$—iw

ds (11.7.2)

is given by (11.6.5). The equation can, however, be solved directly
by Fourier’s integral formula. This gives

gli) = [ flyle=iev dy,
0

and hence fl@) = —21- f giy)ev dy (x > 0), (11.7.3)
m

the right-hand side being zero for 2 < 0.

If g(x) is given originally for real x, the solution (11.7.3) involves
an appeal to analytic continuation. The solution (11.7.2), with the
usual definition of ®, only involves explicitly g(z) for real x; but
it contains the factor 1/I'(1—s), which is exponentially large at
infinity, and it seems difficult to justify it except by an argument
involving analytic continuation. In fact the equation (11.7.1) can
only be satisfied if g(x) has the values assumed on the real axis by an
analytic function g(z) regular for > 0, so that some reference to
the analytic character of g(x) is almost inevitable.

We shall prove that a necessary and sufficient condition that (11.7.2)
should exist in the mean-square sense, and define a solution of (11.7.1)
belonging to L*(0,00), is that g(x) should have the values assumed on,
the real axis by an analytic function g(z), regular for |argz| < 3, and
such that ©

[ lgtre®)2 dr < K (11.7.4)
0

Jor —3m < 6 < im.
Suppose first that f(x) satisfies the equation and belongs to L%(0,0).
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Plainly g(z) is regular for R(z) > 0, ie. |argz| < }=. Now by
Theorem 99, p. 131, we can write

J(u) = fio(w)+f(u),
where f,,(w) is regular for argw > 0, f_,(w) for argw < 0. Then if
—ir <6 < im,

gire’?) = [ e (u) du + [ e v \(w) du.
0 0

In the first integral we can turn the line of integration through an
angle }m—@, and in the second through —47—§. We obtain

-3 0
g(rei) = eidm-6) f e=rof,(peid=0) dp |- e—ilim+0) f erPf_y(pe—4m+9) dp,
0 0

and since f(,, and f_, belong to L? along every line argw = const,
(11.7.4) follows.

Conversely, suppose that g(z) satisfies the above condition. We
have .
G(l—s) = fg(x)x*’ dx.

0

If ¢ > 0, we rotate the line of integration through — 1, giving,
G(1—8) = —i [ g(—iy)(ye-im)=" dy

(1)
_ ——ic”“’c*"‘fg(-—i_’l/)y“"‘“ dy.
0

For o = } this is e-!"* multiplied by a function of L?*0,c0); a similar
argument with ¢ < 0 and a rotation through }= shows that ®(1—s)
is e-#7il multiplied by a function of L%(—o0,00). Also
[1/D(1—38)| = O(ei™¥).

Hence the integral in (11.7.2) exists in the mean-square sense. That
the f(x) so defined satisfies the equation follows from Theorem 72.

Alternative forms of solution have been given by Widder (1),
Paley and Wiener, § 13.

11.8. Stieltjes’s integral equation. 1f we iterate the previous
equation, i.e. put

9@) = [f@le=vdy,  hiz) = [ gly)e~= dy,
v 0
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we obtain formally

@

h(z) = J. e~V dy f fu)e-vt du

@®

f fu) du j e~z twy dy

<

___f @) g, (11.8.1)
(1]

another integral equation of a similar type. This equation has been
considered in connexion with Stieltjes’s moment problem.t

Putting x = ef, y = e, eéh(ef) = (&), etéf(ef) = $(¢), the equation
becomes w

— $(n)
P(é) = f 5 cosh 3(¢— n)dq (11.8.2)

—-

This is of the form (11.6.1), with
k(¢) = %sech §¢, K(u) = \[(3=)sech 7u,

and the formal solution is
1w .
== - e h ‘1£u d
163) () f Y (u)cosh rue u

o)

= f l{f(u)(e—i(€+i1r)u+e—i(ﬁ-in)u) du

=§gwauﬂ+m&4ﬂx (1183
or flz) = ;;{h(xe"")-h(xe"'")}. (11.8.4)

An appeal to analytic continuation is again obviously involved.

We shall show that a necessary and sufficient condstion that (11.8.3)
should define a solution of (11.8.2) belonging to L*(—o0,00) s that
(2) should be an analytic function, regular for —m < y < m, and that

[ Wetiy)rdy < K

Jor —n <y <.
1 See Hardy (7), Paley and Wiener, § 14.
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As in § 5.4, the condition implies that there are limit-functions
Y(z+17) and yY(z—1in) belonging to L% —o0,0).

If ¢ is L? and ¢ is defined by (11.8.2), then y(z) is plainly analytic
for —7 < y < m; and by Theorem 64,

—_ 1 —a'::u
¥(z) = J(im) f cosh ™ du,

where @ is the transform of ¢. Hence
@(u)}*

cosh2zru

— w0

e (Jy

f W(e+iy) 2 dy = =

— 2 {(b('“)} 2miul
=T f cosh?my© “

Hence the condition is necessary.
Conversely, if ¢ is of the given form, then

o

£ () = J(;}) f Y+ imeitn du

belong to L?(0,00) and L% —o0, 0) respectively. Hence ¥'(u)cosh 7ru
belongs to L?(—o0,00), and (11.8.3) defines a function ¢ of L2 That
it is a solution of (11.8.2) follows from Theorem 64.

In terms of the original functions, a necessary and sufficient condi-
tion for (11.8.1) to have a solution of L? is that g(z) = g(re’) should
be analytic for —7 < 8 < =, and that

[ lgtrey2 ar
0

should be bounded for —7 < 6 < .
That (11.8.4) is a solution of the original problem is easily verified,
for the right-hand side of (11.8.1) is then

h(ue"’) h(ue—im)
211 aﬁ+u du — 21:-J~ x+u du.
0

Rotating the line of integration of the second integral through 2z,
and allowing for the residue at u = ze™, we see that this is equal
to h(x).
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11.9. Stieltjes’s moment problem.t A note on Stieltjes’s
moment problem itself may be inserted here. The problem is to
determine f(«) such that

fx”f(x) de =c¢, (n=01,.),
0

where ¢, c,,... are given.
Suppose that f(zx)ek¥= i3 L(0,00) for some positive k. Let

o)

S oS

= ff(x)coss\/x dz = 2 f £f(£2)cos s¢ dE.
0 0

The inversion is justified by the convergence of

flfx” Zx ISI —dx = ff(x)cosh[s[x/z de,

provided that |s|] < k. The final integral, however, converges if
8 = o+1it, —k <t < k. Hence ¢(s) is an analytic function, regular
in this strip, and ¢(8) —~ 0 as 0 - 400 in the strip. Also

(€3 z;r}l_ig J:\ (l—g) $(8)cos 8¢ ds

for almost all £. Hence f(x) is unique apart from sets of zero measure.
To show that this is actually a solution, we have, if @ > 0,

—isf —1)» n
21'n f :2n+1 =L (12) *)':‘fﬁ_ (& >0), 0 (¢£<0)

Hence

[amf@) de = 2 [ emier) ae
(] 0

ia+ o

(—1) l2n! J‘ lflf(fz)dfj zn+1

m

— 00

t See Hardy (7).
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ia+ o ©
=(—1) -+12n! f siilf €|f(£2)e-i%¢ d¢

14
ia—w
ia+
_ (=1)"+12n! ¢(s ds.
- 77./5 82n+1

ia— o
The inversion is justified by absolute convergence if » > 0, and by
the bounded convergence of the s-integral if n = 0; in the latter case

i+
the final integral is ilm . The result is, of course, a case of Par-
~— Q0 —A
seval’s formula. e
Now
C blotia) [ d—dtia) o [ do'—ia)
f (oFia)?nri do = f (Zo i) 0 ((, i)+ do’,

since ¢ is even. Hence
—ia+

LT e g T T 8 g, (1,
) am®= rm( [ - / )szn+1" o
ta— oo t@a— o —ia—®
by the theorem of residues. The desired result therefore follows.
The method, of course, does not show whether a particular set of
¢, correspond to a function f(x) of the class considered. For example,
if ¢, = 1 for every n, then ¢(s) = cos s, which is not the transform of
a function integrable in the ordinary sense. It is here that Stieltjes
integrals become relevant.
If ¢, = 1/(n41), then
(8) = 28~%(ssins+coss—1),

and ®
=1 f (22'}5*_ _99§£)cos st ds
w
0

2

£ (0<éE<1), 0 (£>1)
f Zne =08 gin(zt sin ) dz = _F("“) in (1)
] o\ p ®
if > 0and 0 < a < }n, the function
f(@) = e-x+oosum gin(xk sin pr)
4362 v

Since
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satisfies fx"f(x) de=0 (n=0,1,.)

0
for every value of u less than }. The solution is therefore not unique
if we merely assume that f(x) = O(e~***), where u < }.

11.10. Finite limits. The equation
9@) = [ kz—9)f) dy (x> 0) (11.10.1)
0
is, formally, the particular case of (11.6.1) in which f(z) and k(x),
and so also g(z), vanish for x << 0. The formal process of § 11.6 gives
as before G(w) = (2m) F(w)K (w), (11.10.2)
and the formal solution is

ia+w
1 G(w)
@) = 2m K(w)

ia—®

e~izw dap, (11.10.3)

As before, for this to be a solution, special conditions on K(w) or
special relations between G(w) and K(w) are required.

THEOREM 149. Let g(x)e—°* belong to L2%*0,00), and k(x)e—=°* lo
L(0,00). Then, in order that there should be a solution f(x) such that
f(x)e—<= belongs to L*(0,c0), it 18 necessary and sufficient that

2

du < M,

f Gluctin)
K(u+1v)

where M is a constant independent of v, for all v > c.

We can replace f(x), g(x), and k(z) in (11.10.1) by e=9%f(x), e~9%g(x)
and e~**k(x) respectively, and the result follows from Theorems 148
and 95.

That the solution of (11.10.1), if it exists, is unique, can be proved
more generally.

THEOREM 150. Let f(x)e=* and k(x)e—* belong to L(0, c0) for some
positive ¢, and let

[Mz—y)f)dy =0 (@>o0)
[}

Then at least one of k and f 18 null.
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For (11.10.2) holds, the inversion in the proof being justified by
absolute convergence; and now G(w) = 0. Hence either F(w) or K (w)
is 0 for all w, and the corresponding f or & is null, by Theorem 14.

We shall next show that the same result holds without any restric-
tion on the behaviour of the functions at infinity.} We use the
following lemmas.

LEMMA «. Let ¢(w) be regular in the upper half-plane,
dw) = O(ekw), p(u)] <1 (w=utw),
and let d(iv) be real. If € > 0, the connected region in which
[p(w)]| = 1+e,
if it exists, contains arbitrarily large purely imaginary values of w.

Let w, be a point (if there is one) at which |¢(w,)| = 1+, let D be
the connected region containing w, in which |¢(w)| = 1+¢, and let
D, and D, be the parts of D in the first and second quadrants. If the
lemma is false, D, and D, meet at most along a finite stretch of the
imaginary axis. Let |¢(w)| << m on this stretch. Since ¢(w) = 1+¢
on the boundary of D, |¢(w)| < M = max(l+e,m) on the boundary
of D,, and so, by the Phragmén-Lindelof theorem, throughout D,;
and similarly throughout D,.

But actually m < 14¢, so that M = 14+e. For the function
Y(w) = (w+1)""p(w), where n > 0, satisfies |P(w)| < 14+€ on the
boundary of D, and (w) - 0 as |w| -0 in D. Hence |§(w)] < 1+€
throughout D. Hence

[p(w)] < (14¢€)|w+i|

throughout D, and, making 7 - 0, |¢(w)| < 14-e. Since the reversed
inequality also holds, ¢(w) = C, where |C| = 14-e€. This is incon-
sistent with |¢(u)| < 1, so that D must contain arbitrarily large
purely imaginary values. Also since ¢(iv) is real, the region

[p(1+w)| = 1+

is symmetrical about the imaginary axis, and it is easily seen that
two regions with the properties of the above D would have to overlap.
Hence there is only one such connected region.

t+ Titchmarsh (8), Crum (2).
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LemMA B. Let F(w) and K(w) both have the properties of the above
d(w), and let |F(w)K(w)| < e, where y > 0, for all v > 0. Then
there exist o and B such that a+B = y,and |F(w)| < e=, |K(w)| < e-P?
forallv > 0.

Consider the regions D and D’ in which

[F(w)ex®| > 1+, |K (w)eP| > 14,
where o’ and B’ are any fixed real numbers whose sum is y, and e > 0.
We shall show that either D or D’ is empty.

By applying Lemma « to F(w)e** and K(w)eP™, we see that D and
D', if they exist, both contain arbitrarily large purely imaginary
values of w. Let iv, be a point of D, i», a point of D’ with », > v,,
and sv; a point of D with »; > »,. Since D is a connected region, and
is symmetrical about the imaginary axis, there must be a closed curve
joining v, and »,;, lying entirely in D, surrounding ¢v,. On this
|F(w)e*®| > 1+4¢, and so

[K(w)e=27 < 1/(1+-e).
This inequality therefore holds throughout the area enclosed by the
curve, and in particular at 1v,. This involves a contradiction, so that
either D or D' is empty.

Suppose that, for some w, and w,,

[F(w))| > e > and |K(w,)| > e B,
Then, for some positive e,
[F(wy)| > (I+e)e=®,  [K(wp)| > (1+e)ef™.
Since we have shown that this cannot be so, it follows that either
|F(w)| < e-*vforallv > 0, or |K(w)| < ePF?forallv > 0. Let « be
the upper bound of values of o for which the first inequality holds.
If it held for all ', F(w) would be identically zero; if it held for no «,.
the second inequality would hold for all g’, and K(w) would be
identically zero. Otherwise 0 < a <0, |F(w)| < e~ for all w
and arbitrarily small ¢, and so |F(w)| < e . If o' = a+e¢, the
second of the above alternatives holds, so that
K (10)] < e~tr-omom — e~(B-o»
for all w, and so |K(w)| < e~P? for all w. This proves the lemma.

THEOREM 151. Let f and k belong to L(0,y), and let

9@) = [ fy)k(@—y) dy = 0
0
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for almost all x in (0,y). Then f(x) = O for almost all x in (0, ), and
k(x) = 0 for almost all x in (0,B), where a+4-8 = y.

We may suppose that

Y Y
1 1
= | If@)]de < 1, ——— | |k(x)| dx < 1,
(2m) of (2m) of

and that f(x) and k(x) are null for x << 0 and 2 > y. Then g(z) is null
for x <y and z > 2y, and

x

2y 2y
[ 9@ de < [ dz [ [fm)k—y)] dy
¥y 0

0

'y 2y
= [ /@l dy [ lkw—y)| d=
v

027 2y
< [ 1@l dy [ k@] de < 2m.

As before, the transforms F(w) of f(x), etc., are related by
G(w) = (2m) F(w)K (w);
hence

1 ' v
@)l = 5| [ gy do
by

2y
e~
< xr < e~ 7Y,
< 5 J lg(x)| dx < e

Hence, by Lemma B, either F(w) = 0 or K(w) = 0, or there exist o
and B such that a+8 =1y, and [F(w)| < e, |K(w)| < eP* for
» > 0. Now
] 1 : —ifw__}
—— li S
of feyde = ot | o)==
by Theorem 22, and the ordinary method of integrating round a
contour in the upper half-plane shows that this is 0 if { < «. Hence
f(z) is null in (0, «), and similarly k() is null in (0, B).
THEOREM 152. If f and k are integrable over any finite interval, k is
not null, and

[foke—y)dy =0 (0 <z <),
0

then f is null in (0,00).

By the previous theorem f is null in (0,a), where a+8 =y, y is
arbitrarily large, 8 bounded.
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11.11. Another example of an equation with finite limits ist

1
f@) = [ kO fe—t) dt, (1L.1L.1)
0

where k(¢) belongs to L?(0, 1), and f(¢) to L? over any finite interval.
Here the integral represents a continuous function, so that f(z) is, in

fact, continuous.
Let f(x) = e**g(x). Then

1
g(x) = f k(t)e—'g(x—t) dt.
0

1
Taking ¢ so large that f |k(t)le~* dt < 1, it follows that
0

lg(x)] < max |g(é)],
r—1<¢<x

and hence that g(x) is bounded as # - c0. Hence f(x) = O(e*). If we
assume also that f(x) = O(e’®) as x > —oo, the theory of § 11.2
applies, (11.11.1) being the particular case of (11.2.1) in which
k() = 0for¢t < 0 and fort > 1.

We can, however, prove without this assumption

THEOREM 153. The solution of (11.11.1) is
flx) =3 C ez, (11.11.2)

where w, runs through the zeros of
1
Gw) = 1— f k(t)ett dt
0

with I(w,) < ¢, and C, is a constant at simple zeros, linear at double
zeros, etc.

Let F (w) = J(‘—;;) ff(x)em dx (11.11.3)

(cf. § 10.16). Then F (w) is regular for » > ¢, with the above ¢. The
formal argument is then as follows. If a > ¢,

ia+ oo
1 f@) @ >a), -
F ~-iwx — .11,
\/(2"). f w(w)e dw ‘{O @ <) (11.11.4)

-

t Schurer (1), Titchmarsh (16).
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Hence, if x > a1,

1 ia+om 1
f k(t)f(x—t) dt = 1 f F (w)e-1wx dw f k(t)eiwt dt,
y(2m)
0 ia—o 0
and (11.11.1) gives
ia + o
f F(w)G(w)e ™ dw = 0 (¢ > at1).

Multiplying by ei*t, where { = £+in, 7 > a, and integrating over
(x+1,00), we obtain

ta+ o

f F(0)G(w) -

pt(l—wxaﬂ)
dw = 0.

The result may be justified by mean-square theory, as in
Theorem 141.

Moving the integral to the parallel line through ia’, where a” > 7,
we obtain

f F (w)G(w)gii-“—)i;f-D dw = —2miF (L)L),

The left-hand side is an analytic function of {, regular for n <a'.
It therefore provides the analytic continuation of the right-hand
side throughout » < a’. It follows that F,({) is regular for n < a’,
except possibly for poles at the zeros of G({). Also

F(D)G(E) = o(e-mx+D)

as { - oo uniformly for » < a < a’. If the zeros of G({) are separated
by suitable contours on which |G({)| > const., (11.11.2) follows on
applying the usual contour integration to (11.11.4). The result cer-
tainly holds if k(t) is absolutely continuous near ¢ = 1, and £(1) 5 0;
for then we can integrate by parts and obtain

Gw) =1— k(Lyet +o( ~v)

w |w|

from which the result easily follows.
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Finally, the C, are independent of «; for example, at a simple zero
of G(w), it

C’ 1'1 G ez(w —wXa+1) d
), = (w e dw,
= f 6w =
'0
o, flaerecn 6w
et (ot w p-zw
v I dw
O 27 Q' (w,) — W -
ia’—®©
ia’ 4o
getw(a+l)

S F (w)G(w)e~02+D dyp,
Jemew,) ) ‘
Each of these integrals is zero by Cauchy’s theorem, the integrands
being regular in the half-plane below the path of integration.
Similar methods can be applied to the solution of many other
problems.t

11.12. Examples. The following example of (11.10.1) is considered
by Bateman (6). A tradesman buys and sells various articles. It
is assumed (i) that buying and selling are continuous processes, and
that goods bought begin to be sold at once ; (ii) that when the trades-
man buys a new supply of any article, he buys just as much as he
can sell in time 7', the same for all such purchases; (iii) that the new
supply sells uniformly during the time 7'.

The tradesman starts with a new supply of unit value, and it is
required to find the law according to which purchases must be made
if the value of the stock is to remain constant.

The amount of the original stock remaining after time ¢ is k(t),

where k) =1—4yT (¢<T), 0 (t>T)

Suppose that articles of value f(r) 8 are purchased in the interval of
time between 7 and 7+87. This stock is reduced by sales in such a
way that the value of the remainder at time ¢ > 7 is

k(t—7)f(7) 87

The value at time ¢ of the unsold stock due to purchases is therefore

¢
f k(t—)f(z) dr
0

1 Busbridge (6), Cooper (2).
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Hence f satisfies the integral equation
¢

1—k(t) = [ k(t—7)f(r) dr

0

Here
1 1 1—ew
o Jf -— T — L
K(w) = 21r)f ( )e 4(%)( T Twzz)’
and
w e““’ dt— K (w)
0~ T ) ‘
1 1 1—eiT
== e e K ) = — ——
Ty 20 J@m) Tw?
We can take I(w) > 0, and the solution is
at o
1 lﬁeiu’r .
{) = — —-- JE— _e—trt d, ~ .
fo 2 f wT+1—e? w (@>0)
This can he expanded in various forms. If we move the line of
integration to a parallel line through w = —b, where b > 0, we
obtain —iht oo
2 1 1—eit )
f, [~ e e ""wld
10 =75 T f1—ewer® M

—ih—

and the last integral is exponentially small as £ - 0. Further terms
in the approximation arise {rom the zeros of the denominator.}

11.13. As another example we shall sum the series}
Zm] ()L (£). (11.13.1)

We have |J,(z)] < 1 for all n and x, and hence
(@) = | - a(@) H ()} < =

forn > 1and z > 0. Also, for a fixed ¢, as n—> w0
— O{(3é)n).
Hence we may multiply (11.13.1) by Jy(t—=z)/x and integrate term-

1 See also Goldstein (1). 1 See Watson, § 16.32.
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by-term over (0,t). We obtain
t
f‘l—c-(x——)Jo(t—-x) dx =
T
0

1’

t
f'] ) . (—=) de
0

—EJ(f a(t) = BJ(t—£€)— 1) (0),

by (7.14.6) and the ‘addition formula’ for Bessel coefficients.}
This is an integral equation for f(x)/x of the form (11.10.1); by the
above inequalities, f(x)/x is bounded, so that it is givea by (11.10.3).

Here
1

K(w) = 2 i f T@ein dr = i

where « > 0, and the branch which is real and positive on the real
axis is taken. Similarly,

Gw) = 2 ) f (@ — &) — (@) o€ )Jeiev dz

=Z\/ 2m) zwf{Jlx E) =A@ dx

on integrating by parts. Hence

ial A ao
J 1,. 1—w?) . .
f(;:) — Eah‘{g .“/\}/.(.'.i.’l,l,]u__)e-txw dwf {Jl(t—f)—-—,jl(t)']o(f)}ezlw dt,
ia— 0

where a > 0. Now _
©oda+A ©
1

_Z‘;}ﬁ e“i.‘tw de. {‘I'l(t—f)-—‘]l(t)!]o(f)}euw dt
ia— b

= - “;“{J1(x—§)_J1(x)Jo(§)},
and the remainder is

f «/(1 —wW )+twe~nzw dw f {Jl(t——f) Jy(t) JO(E)}e““’ dt
l [}
= 4_f {Jl(t—f) Jl(t)Jo(f)} dt f ‘L__“L_).'*_'_“_" W-Dw Jop.
et
The inner integral is 0 if ¢ > « (by making @ - o0). For t < z its
t See Watson, § 2.4.
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derivative with respect to t is 2nJj(t—x)/(t—x), by (7.13.8). Hence,
on integrating the repeated integral by parts, we obtain

—2 f M=o MD 4t — 1),

0

by (7.14.6). Hence
f(“) f/ )dt—-JJ (x—&) = JJ )dt,

again by (7.14.6).
11.14. Abel’s integral equation. This is

x

g@) = [ @—y) ) dy (0 <a<D),

0

and is of the form (11.10.1), with k(z) = x—~. Here

3 1
| e dy = - " (—ww)* (1—a),
; J Ly T
where (—iw)*-1 is real on the positive imaginary axis. The formal
solution is therefore

e—tzw dqy.
J@) = J(2 )F(l a) f (—zw a—l w

If this is an L2 solution, its mt,egral is

a+ o
1 T e 1—e
he) = jemra—as) | e T ™
wu - 0
1 ta+ © . 1 ©
—— e eiiiwj_ Twl
T oal(i—a) ) (—iw) wfg(‘)“ dt
0

w)>

The inner integral is 0 if ¢ > x (by makmg a—> +4o0). For0<t<zx
the contribution of e’ is still 0, while the other part is (by deforming

‘ Ll —Z) ___ piw’
P(l fg() dt —eﬁ——_ﬁ—‘-j—~dw.

—-m
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the line of integration into the negative imaginary axis)

f vevt-D(gima__e-ima)(__g) dy = 2ginwa ['(1—a)(x—1)*-1.
0

Hence _ sin Tmf (x—t)*1g

and flx) = szm d J. (x—1t)*-1g(¢) dt

the usual form of solution.¥

11.15. An equation of Fox. Another equation of ‘resultant’
type is w
J@) = g@)+ | kz+y)fw) dy. (11.15.1)
This is equivalent to the equation considered by Fox (2). The solu-
tion is a little more elaborate. We have as before

o]

Flu) = G+ \/( o [ ea f ke-+)f) dy

—0

2] @K

= G(u) ff ) dy f k(x+y)e=v dx

@

=G<u)+@ f fly) dy j k(e de

= Q(u)+(27)F(—u)K(u).
Changing the sign of «,
F(—u) = G(—u)+4(27)F(u)K(—u),
and, eliminating F(—u),
G(u)+(2m)G(—u)K (u)
Flu) : 122K wK(—u)
1 [ G EnO(—wE®) ..
Hence f(x) = ;7(2;) 1oK@ k(=) e du.
- (11.15.2)
The form actually considered by Fox is

f@) = g)+ f k(uz)f(u) du, (11.15.3)

t See Bosanquet (1) for a direct study of the solution.



11.15 INTEGRAL EQUATIONS 333

which is connected with (11.15.1) by obvious transformations. The
corresponding analysis for this equation goes in terms of Mellin
transforms, and the solution is

1 TG+ Re)6(1—s) )
f(=) = 5= [ 1—R(E)R(1—3) -x~8 ds. (11.15.4)

c—1i®
THEOREM 154. Let g(x) belong to L? and k(x) to L, and let the upper
bound of K(u)K(—u) be less than 1/2m. Then the equation (11.15.1) has
just one solution of L2, given by (11.15.2).
As in §11.1, f(x) belongs to L* and satisfies the equation. Also the
difference between two solutions of L? satisfies

ao

Jo) = | ket+y)fw) dy, (11.15.5)
and so its transform satisfies
Fu) = y(2m) F(—u)K (). (11.15.6)
Hence F(—u) = J(2m)F (u) K(—u),
and so F(u)F(—u){1—27K(u)K(—u)} = 0.

Hence F(u) or F(—u) is 0 for almost all u. But, by (11.15.6), if
F(—u) = 0, then F(u) = 0. Hence F(u) = 0 for almost all , and
hence f(x) = 0 for almost all .

There are obvious extensions, e.g. we could simply say that
[1—2nK(u)K(—u)| = A > 0.

ExampLEs. (i) In (11.15.3) let

(2o

Then K(s) = AI'(s)cos }sm,
and K($)K(1—s) = A%
Hence, if A2 1, the solution is
f@) = s==—=5 1 =) J‘ {G(8)+AG(1—s)T"(s)cos dsm}jx—* ds

c— (0

1 X 9 °
= 1—)\29(;”)-"—1-)\2/(;)fg(u)cosxu du.
0

This may be verified by Fourier’s cosine formula.
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(ii) In (11.15.3) let k(z) = n—te-= and

x z x
1
= ‘i S — —_—
Then K(s) = #-iI'(s), G(s) i 8(81!1877 1),
and the solution is
1 c+io
m ~8
f@) = o f {g_i—\ﬂ P(s—1 )}x ds
1—e*  1—e* 7
=ANr—— <z <l), N — = (x> 1).
x X Z.

11.16. ‘Dual’ integral equations. In some problems the un-
known function satisfies one integral equation over part of the range
(0,00), and a different equation over the rest of the range.

For example,t let v(p, z) be the potential of a flat circular electrified
disk of conducting material, its centre being at the origin, and its
axis along the axis of 2. The potential satisfies the differential

equation 1ov 2%
2+p %t = O (11.16.1)
Let V(u,z) = f pv(p, 2)y(pu) dp (2 > 0). (11.16.2)

Then 2V _ [ * g (ou) du = — d
P 772 JolPu) du & 2+ Jo(pu) dp,
(1]}

022
C ot ro ,
and f Pom b(pu) dp = — 5{']0(1071)'*‘[’“‘70(40“)} dp.
(1] 1]
Hence
o o, r / ”
= a),ouJ‘,(pfu) dp = ——uf v{Jg(pu)+pudg(pu)} dp
0
= u? f vpdy(pu) dp = u?V.
0
Hence V = A(u)e~**+ B(u)e*?,

1t Riemann-Weber, 1, § 134.
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and plainly B(u) = 0. Hence, by Hankel’s theorem,

v(p, ) = f wd(w)e=Jy(pu) du

(1]

Taking the radius of the disk to be unity, the boundary conditions
are

v=const. (z==0, 0 <<p << 1); —-_0 (z=0,p>1).
Hence, writing w4 (u) = f(u), f(u) must satisfy

[ Fahfpu) du = glp) (0 <p < 1), (11.16.3)
0

ff(u whipu)du =0 (p>1), (11.16.4)

where, in the above case, g(p) is a constant.
To solve these equations formallyt, apply Parseval’s formula for
Mellin transforms to the left-hand sides. We obtain

k +i0

2T (U—10) g,
= [ s e =g 0<p<),
" ki (11.16.5)

l\')l
I

f (s )91-311(;8')‘*8 »2ds =0 (p>1), (11.16.6)

where 0 < k < 1. Putting
"’I’(és
H(8) = 11.16.
B6) = e gy o) (11.16.7)
the equations become
1 k410 r‘(‘)
S B L s-1ds = 0 1
5 T+ 19) x(S)p s=g(p) (0<p<1),
ki (11.16.8)

1 . F(l—la)
2m I'(4—1s)

k— i

x(s)p*~1ds =0 (p>1). (11.16.9)

In this form the I'-function factor in (11.16.8) has no poles or zeros
for o > 0, and that in (11.16.9) has no poles or zeros for ¢ < 1.
1 See also Busbridge (2), Copson (2).
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Multiplying (11.16.8) by p~*, where o—u > 0, and integrating
over (0, l) we obtain

1
I'(3s) s) o o
2m '3+ 3s) s— w = fg(P)P dp = G(1—w) (u<<k).

k—io

Moving the line of integration to ¢ = &’ < u,

I'(4w)

)d = 6—w)—y, '3+ w)

f M X

ki
The left-hand side is regular for » > &', and so for u >> 0. Hence so
is the right-hand side. Hence so also is

ra +1:w) G(1—w).

x(w)— T I(lw)
Hence (assuming suitable conditions at infinity)
ktio
1 TG ) s
= f {X(s) S el t s)}g—: —0 (u<h)
k=i (11.16.10)

Similarly, multiplying (11.16.9) by p~*, where o—u < 0, and
integrating over (1,00), we obtain
k4 io

1 O30 X6) 4y _ g (4> i),

Smi Pi—1s)s—w
k—in
We conclude as before that {I"(1—4s)/1"(§—3s)}x(8), and so x(s), is
regular for ¢ << 1. Hence
k4o
3}-. f —X—(ﬂds:o (w > k).
2y s—w
K —iw
Moving the line of integration from &’ to k > u,
k4 i
1

x(8) . _
5 | ey @ = x(w) (w < R). (11.16.11)
k—io

From (11.16.10), (11 16. 11)

k=in (11.16.12)
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and this, with (11.16.7) and Mellin’s inversion formula for f(x), gives
the solution.
If g(p) = vy = const., then

(5(1—8) = ’UOJ.p”“ ds = 1 ..,
Yo gy [ Qj}—és) ds _ Vo
x(w) = f = (1<)
(from the pole at ¢ = 1). Hence
0N 2T'(3s) _ v, 2°'I'(3s)

) = i =8) T =) — Vo TG —1s)’
and, by (7.9.6), fu) = 2 8‘3“. (11.16.13)
s
Hence o )
I f e-=u ] (pu) 2 du
g u
0
= gv~°arcsin{ﬁ R R _,,_1,
m V=12 23+ {(p+1)*+2%
the solution obtained by Weber.
The pair of equationst
J yf ) (xy) dy = g(x) (0 < 2 < 1), (11.16.14)
J' fo)(xy)dy =0  (z>1) (11.16.15)

0

can be solved in a similar way. They are equivalent to

k+ i
1 d+iv+1s) lea gy —
2m - Jra+f8) x(8)r*1-rds = glx) (0<z<1),
kieo (11.16.16)

k+io
1 T3+iv—1s) 1 s —
5 T+ byt fa—is ) x(8)xs-1ds = 0 (x >1),
k=i (11.16.17)

where Ble) = 2 B
t See King (1).
4362 /A

o
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Multiplying (11.16.16) by x*-*, where o—u > 0, and integrating
over (0, 1), we obtain

k+ix 1
1 F'3+4v+1s)  x(8) 00 dop = Bo—
2 ) TaF bt i) o—w™ ™ [ oeeoe e = Ga—otn)

-1

Moving the line of integration to o = ' < u, we obtain
k' 44w

1 I'(3+4v+3s)  x(8)

21r'i‘ ) P(%-{-%v——%a—*—%s 8§—w

k' —io
FG+iv+iw)
T T3+ d—atiw)

Hence the right-hand side is regular for u > 6, and we deduce as
before that

k tic
1 I‘(%—{—év ta+t1s) — __d_8_=
o | "G s B~ 0w <

k—io

x(w)+ G (a—w-+1).

From (11.16.17) we deduce (11.16.11) as before. Hence

x(w) =

1 krg(ﬂév—%aﬂs) Glatl—s)
2m"k '3+3iv+is) 8—w

k+ 10 1 1
— _1_ I'(3+34v—13a+13s) ds AAe-2 ) a—w-1 g
2 | TR f o f S

— 10

k+io -8
- 51_ f g dA f -w-1dy f P(ﬁaﬁ;ﬁ;f 8)(3)

—1®©

9 A\ v-a+l A2\da-1
— A)A% dA ~w-1f 1—— d
F(%a)! o) f # (#) ( #2) #

g(A)Aae)v-u+l(l . é-‘a;){ a-1 N
®

glpp)p*+1(1—p?)i=-1 dp.

-
3
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Hence
k+1io

_ 28— “P(%—{—;v-{—z}s s
f() 2z P+ 3t doe {;a)X(s)x ds

1
’”P(%a) f "y f 9lpp)p+(1—p*)ie-2 dp x

k—io

k+1ic0
,,_amf(%-i-iw}-jg)” s
xk_L (3t 4ot ga—io) 7%

1 1
_ @ ey d vH1(] —p2)ia-1g
= wov | #galpr) du | g(pp)p”H(1—p?)tet dp.
Ik |
For this form of the solution to hold we must suppose that « > 0;
the previous equations correspond to v = 0, « = —1.
As an example, let o« = 1, v = 0, g(x) = 1; the solution is

f(z) = (smx cos x)

X

11.17. The method of Hopf and Wiener.t A method of Hopf
and Wiener for solving the homogeneous equation

= [ Ha—yp)f)dy (0 <z <o) (11.17.1)

will now be given. It depends on the following lemma.

Lemma. Let ¢(w) be an analytic function, regular in the strip
—l1<v<l,andlet

f |p(u+1v)[2du < K = K(«)

in any interior strip —1 < —a < v < o < 1 (80 that, in particular,
by the lemma of §5.4, p(u+v) > 0 as u - 4 0o uniformly in any
inlertor strip).

In any interior strip —1 < —B < v < B <1, 1—¢(w) has only
a finite number of zeros. If they are wy,..., w,, we can write

(w)
—d(w) = g‘( )(w—wl)...(w—wu), (11.17.2)
t Wiener and Hopf (1); Hopf, Radiative Equilibrium, Chap.1V; Paley and Wiener,
Fourier Transforms, Chap. IV.
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where ¢,(w) is regular and free from zeros in v < B, ¢,(w) 18 regular
and free from zeros in v > —B, and, in their respective half-planes of
regularity,
$aw)] > Klw|-4%,  [gy(w)] > Kholin-¥,  (11.17.3)
where k 18 a positive integer depending on ¢.
(w?4-1)in w—i\¥
Let lw) = {1—¢(w)} (w-—w'l_)‘.i.r.'(-{v—wn) (1u+i) ’
where (w2 1)#* is that single-valued branch in the strip —B < v < B
which behaves like w™ for large w, and where £ is an integer still to
be determined. Then y(w) > 1 as u — 4-00. Hence we can choose
k so that the variation of log/(w) along the whole strip is 0. Having
fixed £, let log y(w) denote the branch which tends to 0 as u — +-co.
Since 1

Y(w) = {1——¢(w)}{1+0(—-)},

[w]

llog ¥(w)| belongs to L? uniformly in the strip. Hence

y - 'i'y-}-m
f logih(z) g, _ 1 [ logy(@) ,,

z—w 2m z2—w
—iy—o 1y—o

= @) —=xw)  (—y <v<y),
where 0 < B <<y < 1, but y—B is so small that no zeros of Y(w)
liein B < v < y. Now x,(w) is regular for v > —vy, and regular and
bounded for » >> —8; and similarly y, for v < B. Since
__ exa(w) (w_oi)—in—k
1—¢(w) = eXH10) ‘('&)“_F?)];;,;' (w

log $(w) = 5—

«T

—wy)...(w—w,),

the result now follows.

Suppose now that f(x) is a function which satisfies (11.17.1) for all
real z, and let k(z) = O(e-'#!), or more generally let e’“ik(z) belong
to L?(—o0,00) for all A < 1; and

fl@) = O(e=) (0 << 1).
Then F,(w) is regular for v > ¢, F_(w) is regular for v < —¢, and
K(w) is regular for —1 < » << 1. Now

o0

[ ¥e—y)fw) dy = [ kz—y)fily) dy
0

—

(where f,(y) = f(y) (y > 0), 0 (y < 0))

= f F.(w)Kw)e-iz0 dw (c < a < 1),

ia—
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by Theorem 64. The equation (11.17.1) therefore gives
ia+® —ia t o
j F(w){1—(2m) K (w)}e== dw + f F (w)e—zv dy = 0,
ia—® —ia—o
Hence each integrand is regular throughout the strip —a < v < a,
and in this strip

F,(w){1—J@mKw)}+F_(w) =

If w;,..., w, are the zeros of 1—,/(27)K(w) in —a < v < a, by the
lemma

Fu(0) ) (o—aey)...(w—10,)+ () = 0,

$5(w)
where ¢, and ¢, have the properties stated in the lemma. We can
write this
E(w)(w-—ul)(w—un) = -—-F,"(w)’
¢2(U)) ¢l(w)

and here the left-hand side is regular for v 2> —a, the right-hand side
for » < a. Hence each side is an integral function, and by (11.17.3)
this must be a polynomial of degree not exceeding }n—k. Hence
 $y(w) P(w)

(w—wy)...(w—w,)’

F (w) =

where P(w) is a polynomial. Hence

ia+ o
1 (W) P(W) i
f(l') - 4(2") (w—?j)l)...(w—wn)e e

satisfies the original equation (and vanishes for z < 0).
As a simple example, let
k(z) = A7 (0 <A < $),
—_ A r —lzl+izw = ,._2&_. ___1
Kw) = 555 f ¢ de = J@m Truw?
20 wi—(22-1)
14w wi4l
The roots are w = +4,/(2A—1) = w,, w,, and

1—J(emK (w) = P =W

(w—1)(w+1) ’

1—J(2m)K(w) = 1—
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(w+ i)}P(w)

IR E P(w) = const.,

F (w) =
w41
fm) = 4(2 ) f wi—2AF1
—C {I-H/(l 22) etv(1—2) _ 1—\/ (1—22) e-a.w(l 2)\)}
2 /(1=2X) 2J(1=2x)
11.18. An equation of A. C. Dixon. A similar problem is pre-
sented by the equationt

1
fx) = g(x)+A [ fii)z dt. (11.18.1)

e~z dw

This is satisfied formally by
1
@) = g(@)+2 [ gl)x(z, 0 de (11.18.2)
(V]
if x(x,t) satisfies the integral equation

1
=1 Xy, 11.18.3
xt) = A [ X0 Day, (11.18.3)
0

Putting x = e~%, y = e, ¢ = e~F, this is

ety(eé, e f) = e f e-iny(en, eF) d

ettebB 2 cosh }(¢—)
or, writing e-#y(e~£, e-F) = ¢(¢),
e-it r é(n)
G ML A—; 7 11.18.4
$() e—f+e—ﬂ+"f 2cosh §(E—n) " ( )
Suppose that $(£) = O(e¥!), where 0 < c < }. Let ¢ <a < }.
Then (11.18.4) is equivalent to
ia+ o —ia+ o

f D, (w)et dw 4 f O _(w)etrw dw

—ia—

_J() f e‘ﬁi"_ﬁe. W dw 4 )\ "o +(w) - et dw,

cosh mw cosh 7w

where —} < b < Q. We can take b = a. It follows that
A m\ elB+ifw
—_——— =) — .18.5
¢+(w)(1 cosh-n-w) A/(2) cosh 7w (11.18.5)
t+ A. C. Dixon (2).
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and —®_(w) are regular and equal in the strip —a << v < a. Hence
(11.18.5) is regular for v < 4. Hence ® (w) is regular for v < },
except possibly for simple poles at the zeros of cosh 7w—=A. Suppose
for example that A = sinoam, where 0 < « << }. Then the zeros

et (i, (— =i, (— %+a>z (—§+a)i,...
ence () = 1+5a-§zw)r I o v
is regular for v < }.
To cancel the poles of sech 7w in (11.18.5) we must also have

1

AN(2m
at w = —1i,..., —(n+3)i,.... Hence

¥{—(n+3)} =

@) = — gy B

e(n+DB
=a
M(2ﬂ) Pe—in)P(3—fa—tn) ™

say. The most obvious function with these properties is

_ i (=) a,
I"(%»—iw)n_o n! wt(n43)7’
and it is easily verified that this does in fact give a solution.
The difference between two solutions of (11.18.4) satisfies

N )
0
which is of the form (11.17.1). Here
1—yEn)K () = 1 8

2aT (3 —ww)l' (3 +1w)
F(}—tat+Fw) T (f—fa—bw) DG +da+ iw) DG+ fa—fiw)

_ $(w) ) (= doctdiw)(d—da—hiw),

T by
where 2n (3 +iw)
$i(w) = D(—3—3a+3w) TG+ bat diw)’
_ D(—§—}a—}iw)I'(§+Ja—}iw)
$a(0) = Pi—w) " ‘

have the properties stated in § 11.17.
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11.19. A problem of radiative equilibrium.} Consider a
medium stratified in planes perpendicular to the axis of z, extending
indefinitely on the positive side of its boundary x = 0.

Let I (a function of x and #) be the intensity of radiation of all wave-
lengths, at any point, in a direction making an angle 6 with the nega-
tive direction of the axis of z. Let p be the density at any point, and
k the coefficient of mass-absorption, supposed independent of the
wave-length. Let B (a function of x) be the intensity of black-body
radiation corresponding to the temperature of the matter at z.

The rate of absorption of energy per unit volume from the radia-
tion in a solid angle w is

kp f f I dw,

while the rate of emission is
kp ff Bdw = kpBw.

Consider a narrow circular cylinder, area of cross-section a, the
centres of whose ends are at x and z’, and whose axis makes an angle
0 with the negative z-axis. The energy radiated from the z’-end
through a distant area in the line of the axis of the cylinder, at which
all points of the cylinder subtend approximately the same small solid
angle w, is I(2’,0)aw; this is made up of I(z,6)aw from the z-end,

together with J‘ kp(B—Iw dv

from the interior of the cylinder, v being its element of volume.
In the limit as ¢ - 0, w — 0 we obtain

I, 0) = I(z,0)— f kp(B— I)sec 6 d¢,
and, making z’ - z, ’
% — kpsecO(I—B). (11.19.1)

For radiative equilibrium, the rate of absorption of energy per
unit volume from all directions is equal to the rate of emission in all
directions; this gives

2w (s
dnkpB = kpfddaf[sinﬁ do
0 1]

= 2mkp f Isinf do,
0

1 E. A. Milne (1), Hopf (3); Hopf, Radiative Equilibrium.
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ie. 2B = f Isin 6 df. (11 19.2)
0
x
Putting T = f kp dz,

[}

(11.19.1) becomes 2{ = sec (I — B). (11.19.3)

T
Hence I= ef“"o{K— f B(t)sec 6 e~t#ecf dt}.

The boundary condition is that the incident radiation is zero, i.e.
that I = 0 for x = 0, 47w << § << =. Hence

T
= —e-T8och f B(t)secOetecbdt (3m < 0 < =).
0 (11.19.4)

For 0 < 0 < }= we choose K so that I is not exponentially large as
T — 00, 1.e. we obtain

I = ¢roect f B(t)secfetscfdt (0 < 8 < }m).
Inserting these results in (11.19.2), we obtain
in ©
B(r) = } f ev*efsin § d6 f B(t)sec el gt —
0 T

—3 f ers00gin 0 do f B(t)secfe~sc? gt
i 0

© i
=1 f B(t) dt f er-eeclan § do —
T [{]

-3 f B(t) dt J‘ er—9e0l tan 0 do
0 i

= J‘ B(t)k(r—t) dt, (11.19.5)
(1]
5 @® 2
where kE) = 3 f o608 tan 6 40 — } f e
0 1l
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We can now appeal to the theory of § 11.17. We have, ifv < 1,

— 1 - irw 3 3 °°—
K(w) = EJ(2;1’5 f € dxf f Cos xw dwf dA
—® || 0 z
J? sma:we_ dx = 1 ar_(:ﬁz_a,nw
4(2w) x Jem) T w
so that 1—(2mK (w) = 1_@,‘9?1;.“_".’,

This has a double zero at the origin, and no other zeros in the strip
—1 < v < 1. Hence, with the notation of §11.17, we put

_ arctan w\ w?+1
l/l(‘ll)) —‘( w ) w2 T
no additional factor being needed. Hence
1 e t 24+1) d
arctanz\z 2
) = o [ logl(1-EERATEY B o,
iy—o

Also P(w) = a+Bw, where o and B are constants, and the solution is

ia+ o
. _1 . O‘+Bw —1TU 2(W)
B(r) = »\/-(27;) J. ot e~iTWwX:(W) gy,

11.20. The limiting form of Milne’s equation.t Writing

f B(r) dr = f(z), (11.19.5) may also be written
0

f@)= éf 1) dt f " 2y

lz—tl

f)dt

[ ]
0 max(0,z—y)
f

f;{f(x+y)—f<x—y)} dy +1 f ¢ fwty) dy.
o (11.20.1)

t E. A. Milne (1), Hardy and Titchmarsh (1), (2). See also Hopf (2).
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For large values of x this approximates to the form

o

fla) =1 f %”{f(xw)-f(x—y)} dy. (11.20.2)
0

THEOREM 155. If f(x) = O(e?=), where 0 < ¢ < 1, and both sides
of (11.20.2) are finite and equal for every z, then f(x) is a quadratic.

The formal argument is similar to that of § 11.2. We have

ia+ o b+ o
fla) = L f Fiwletoedu + f F_(w)e-i= dw,
(11.20.3)
where 1 >a >c¢, —1 < b < —c. Hence
ia+ ©
2 . ,
fle+y)—flx—y) = — L F, (w)sinyw e =% dw —...,
A(2m) J
noe_v
| y-{f(x+y)—f(x—y)} dy
0
ia | © @®
e —ixw . —
= 21,) f F (w)e—t=w dw f ” sinyw dy —...
ia—o 0
. ia+ o
_ . 21 f F (w)arctan we=v dw — ...
J(2m) * ’
ia*w (11.20.4)

the dots indicating in each case the corresponding term involving
F_(w). Also

. ia+ o
f(x) = —:/-(72—1;—) f F (wywe v dw — .... (11.20.5)
-Hence (11.20.2) gives
ia+ o
F, (w)(w—arctan w)e-=® dw +... = 0.
ia—©

Hence, by Theorem 141, p. 255, F,(w) and F_(w) are regular for
b < v < a, except possibly for a triple pole at the origin corre-
sponding to the triple zero of w—arctanw; and F,(w) = —F_(w).
Evaluating (11.20.3) by the calculus of residues, it follows that f(x)
is a quadratic.
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To justify the process we shall first prove that e—~i=f'(x) belongs to
L¥—o0,00) if ¢’ > ¢. For (11.20.2) gives

1
@) =3 f [@‘i@);ﬂi—_y_) dy +

+5“ e {f(x+y)—fx )} dy +f ~~~~~ {fe+y)—flz—y)} dy]

0

= }$(z)+ (),
say. If |f(zx)| < Keo=,

W(z) < K f (5= +V1 - eelz-v1) dy - f V(e vl gfle-vl) dy < Keolal,

We may write d(x) = f {i% dt,

where the integral is a principal value at ¢ = 2. We now appeal to
the theory of conjugate functions. Let

£i2
b = [ T a

t—x
£-2
£+1 S £r2
Then [ |p@)Pde< [ I@)Pde=a* [ |fO))de
£ —o ¢—2
by (5.3.3). Also, for é—1 < x < £+41,
rw e |
(@) — ()| < J T2 + i dt|
xrt+1l

£+ 2 £+2 r—1 dt r—1 %
(gt T, o
x+1 £~-2 £-2

( i zf(t)IZdt)*

Altogether it follows that

é+1
J. [(x)[*dx < 4 J- [fx)[2 dz < K e¥é!,
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Hence £l
f If ()2 de < K e,
£-1
£+1
J’ e~ f'(2)|2 dx < K e¥e-c)ifl,
Fad
and the result stated follows.

It now follows that the integrals (11.20.5) exist in the mean-square
sense, wF (w) being L3*(ia—o0,1a-+o0) if @ > ¢. Also the inversion
of (11.20.4) is justified by absolute convergence; for sinyw is O(e®?)
for all , and O(jyw}) for small |yw|, and so is

O(lywitem)
for all y and w; and
ia+ o o
[ |F, (w)wt dw| f y~le@-1v dy
ia—o 0
is convergent. This completes the proof.

It has been proved by a more complicated methodt that the result

holds under less restrictive assumptions.

11.21. Bateman’s equation.} Suppose that a function f(z) is
represented by Fourier’s single-integral formula (1.1.7), not merely
in the limit, but for some value of A, A = a say, exactly. Then

[ sina@—y)

1 ¢ 5
sy =3 | 1™ ay (11.21.1)
for a given a and all x.

This is an integral equation of the form (11.2.1), but the conditions
if §11.2 are not satisfied, and the solution takes quite a different
form.

Suppose that f(x) belongs to L% —c0,0). Let

g(x) = sinazjxr,  G(x)=J(n) (x| <a), 0 (z| > a).
Then (2.1.8) gives

ff sma(x Y) dy :J(;) fF(t)e-iT‘dt. (11.21.2)

t+ Hardy and Titchmarsh (9).
1 Bateman (1), Hardy (2), Hardy and Titchmarsh (1), (2).
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1 a

Hence ) = F(t)e-it dt, 11.21.3
-a

1.e. f(x) is a finite trigonometrical integral. Conversely, if f(z) is of
the form (11.21.3), where F' is L2, (11.21.1) follows from (11.21.2),
Hence

THEOREM 156. A necessary and sufficient condition that a function
f(@) of L2 should be a solution of (11.21.1) 1s that it should be of the form
(11.21.3), where F 18 L*(—a,a).

There are, however, simple solutions of (11.21.1) not ‘belonging
to L?; for example, cosbr and sinbx are solutions if —a < b < a,
though not if |b] > |a|. The next theorem includes these solu-
tions.

THEOREM 157. Let f(x)/(1+ |x|) belong to L*(—o0,0), and let

-0

f c,()saxf—(x) dx, f c.o Sazf @) dzx
sin x gin x

—+—o

exist. Then, if f(x) satisfies (11.21.1), st is of the form

a

f@) = fO)+z [ x(weiz du,

where x(u) belongs to L*(—a, a).
It is easily verified that
a
( (eiyu__eiyasgn u)e—izu du =
Hence oo

-t 1 | (et e

2y[sina(z—y) _sinay
x x—y y )

__‘_;’f_ f (y) dy f (etuu_etyusgnu)e—-u:u du

—-a

____% f e—tzudu ffy)(etyu ewasxnu)dy

if we can invert the order of integration. This is obviously per-
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missible for the part with |y| < 1, and for the part involving eivasen«
and |y| > 1. Also f(y)/y is L*—oc0,—1) and L%*(1,00), and the

integrals -1 )
1O iy g ff(y) .
/ \J iyu y’ LA gtyu d
i y J ¥y Y

exist in the mean-square sense. The inversion for these is a case of
Parseval’s formula in L2 theory. The y-integral represents a function
of L¥ —a,a), and this is the result stated.

THEOREM 158, Let
f@) = JO)+= [ xweis* du,

where x(u)/(a®—u?) 18 L(—a,a). Then
A
f@) = 2 lim [ S fe—y)dy.

We may suppose f(0) == 0. Then

A A a
[0 fe—y)dy = [ ¥ @—y)dy [ xtwe-tovndu
=A y ) y “a
a A a A
j x(u)e~ = du f su;a_»yeiwd? - f x(u)e~ 4 du f sinay eV dy.
—a -A —a -A

The first term tends to =z f e~iw¥y(u) du = =f(x), by the bounded

convergence of the inner mtegral The second term is

a
—2 f e~ixuy(u) du j sin ay sin yu dy
—a V]

- j" e_izux(u){sin(a—-u)A_sin(a%—u)A} du,

a—u a+u

which tends to 0 as A —co with the given conditions, Hence the
result.

The function f(z) = sinbx (|b| < a) is a case of both these
theorems; f(x) = sinax is not a solution of the equation.
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Also, if 0 < m < n, x~™J,(z) is a =olution of the equation with
a = 1. For

olz) _ e
R TS y

1
f (1 —_ y2)n-}ei:¢'u dy
-1
. 1 d
pn-—m * n-m .
_ = 1—y2)n-t eizv dy,
rn TG D | (dy) (myirm.emdy
-1
11.22. Kapteyn’s equation.f A Neumann series (for an odd
function) is an expansion of the form

1@ = 3 G on (@) (11.22.1)

If f(x) is given, the coefficients a,,,, may be obtained formally as
follows. We have (e.g. from (7.10.1))

dt 0 (m £ n),

[ Tanei0drs®F = ) sy g Zy, (122D

Hence, multiplying by J,,.,(t)/t and integrating over (0,c0), we
obtain

Aoy iy = (4Mm+2) f f(t)'-’il?l?(»t) dt. (11.22.3)
0

The series formed with these coefficients is

© [=e}

> (2@ | $ay P ® gy

n=0 o t
o

(provided that we may integrate term-by-term)

> (40 D@ (8]

n=0

=i [ a [ DA ey,
0 0
~} ofz.zo(x_w dv f s A g

1 See Watson § 16.4, Hardy and Titchmarsh (1).
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by §11.12. The inner integral is

[t au - [ a0

= [ Wato =2 du 12 [ o0t a,
u u
0 0
and the last term gives

f Jo(@—v) dv f Flay =) gy f fu) du f =) 2= gy
(V] 0

xr

= [ f@h(E—w) du = f@)— ff Wo(@—u) du

=

on integrating by parts. The sum of the series is therefore f(x) if

f JuMhfa—u) du = § f Jofa—) du f e+ u+e—un 28 ag
and, by Theorem 150, this implies that

flw)=1% f {f(E+u)+f(E— u)}J(f) (11.22.4)

This is Kapteyn’s integral equation.

11.23. Before proceeding to rigorous analysis, we shall prove the
following lemma.

LEMMA. Forx > 0,t > 0,

3 (4042) Vyn1@Won 2(0)| = Ofmin(a, ah)min(®, ).

n=0

Wehave  J@) =06 (<o), (11.23.1)
= 0(1) (all » and z), . (11.23.2)
and I (x) = 0{(%%):;} = 0{717;(;_:)1;} (all » and z), (11.23.3)

so that in particular ¢
J(x) = 0(2™) (n = ex). (11.23.4)

4362 A
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For x > 1, 2ex < t the above sum is therefore

er n it n © n
> 0()+> 0]+ > 0(3)
2n+1=3 exr it
= O(x%-1)4-O0(t4)+O(e~4) = O(x%1).
For l<z<t< 2exitis

On)+ 2 0(%) — 0(x?) = O(xit-1).

exr

2n+1=38

Forz<1<titis

> ol )+ S ofz))

2n4+1=3 it
( )+0(x=e 4ty — ( w).

S ofer(z)") - 0w

THEOREM 159. Let f(x) be an odd function of x, and let f(zx)/(1+ [x|)}
belong to L(—o0,0). Then a necessary and sufficient condition that
J(x) should be expressible by the Neumann series (11.22.1), with the
coefficients (11.22.3), 18 that f(x) should satisfy (11.22.4).

Suppose first that f(z) is expressible by the above series.
It follows from the lemma that, for a fixed z,

M
o

3 (442 1@y 28] = Ofamin(1, ),

and the inversion of the above summation and integration is justified
by absolute convergence.

It is also clear from (11.23.3) that, if f(z) is expressible by (11.22.1),
it is (like the sum of a power series) differentiable any number of
times within the range of convergence of the series (here 0 to o).
The final integration by parts is therefore justified. Hence Kapteyn’s
equation holds.

Conversely, if (11.22.4) holds, then f’(x) is continuous, by the
uniform convergence of the integral. The argument can therefore be
reversed.
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11.24. Solution of Kapteyn’s equation. Since, in §11.22, f(z)
is odd, (11.22.4) may be written

fu) =3 f {f(u+f>—f<u—§)}f"~§-—-) &, (11.241)

or )= —1 ffx Y) l(‘-/-)sgny dy, (11.24.2)

and in this form f(x) is not necessarily odd.

THEOREM 160. Let f(x) belong to L*(—o0,00). Then a necessary and
sufficient condition that (11.24.2) should hold for all values of x is that

J@) = [ $ue-i=v du,
-1

where ¢(u) belongs to L*(—1,1).
The Fourier transform of g(x) = z-1J,(x)sgnz is

(x)_—zA/(ﬂ)J. 1(y)sm:z:y dy
=@J(§.)x (2| < 1), i«/(2)liiff/¥ — (ja] > 1).

Hence, if F is the transform of f,

f”"”) *sgny dy = ”t~/(2) ltli(f/);ijud“r

Y E T
|

— 1} of the integral of this with respect to z is
-1

_o1 Ft)e= dt
& ) iET)
1 @
1 y B
e F ixt g .
ﬂ/(zn)_[ (e ‘W@w)f E-1) T

and, by the theory of §3, the necessary and sufficient condition
that this should equal f(z), or differ from it by a constant, is that
F(t) = 0 for |t| > 1. This proves the theorem.
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THEOREM 161. If

L
f@) = fO)+= [ x(ue-i= du,
-1

where x(u)/(1—u?) belongs to L(—1,1), then f(x) is a solution of
(11.24.1).

The term f(0) is a solution, so may be omitted. We then have

% f {f(x+§)—f(x-§)}€5£§) d¢
0

o

© 1
=3 [ eroa _fl x()ei e dy —

oo 1

1 Jy(¢) ie—bou
— f T e—p) dfj1 x()e=—6n du

«©

1
= —ix f x(u)e~ =% duy f J‘ég)sinfu d¢ +
-1

0

1 on
+ J‘ X(u)e—i.ru du [ Ji(€)cos Eu dE
1 - ! 0
-1 -1

(Watson, § 13.42) if the inversions are justified.

The repeated integral with the factor x outside is absolutely
convergent; the inversion of the other is justified by dominated
convergence provided that

7 o K
Ji(€)cos bu dE <
[ Aeostudg < 7
for all 7.
Here the leading term in the asymptotic expansion gives terms like
T 7
cosfcosfu ;. [ cosg(l—u) ~ol 1 _
[ = [T e = o Tyl
i i

and the result follows.
flx) = sinx is an example of this theorem.
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TaEOREM 162. Let f(z)/(1+|x|) belong to L*—o0,0), and
f(@)/(14|z|)t to L(—o0,0). Then, if f(x) satisfies Kapteyn’s equation.

flx) == x(u)e""“‘ du,

HQ—*....

where x(u) belongs to L2(—1,1).

The formal argument here is that, if f(x) satisfies Kapteyn’s
equation, it is expansible in the form (11.22.1); and then

o

J‘ (@) sm(§ x)d z ’{?1 f S"‘f(f_ Ix o ia(2) dx

n=0 %

2 Qg1 J2n+1(E) = f(€).

Thus f(x) satisfies Bateman’s equation (with @ = 1), and so is equal
to a Fourier integral with limits (—1,1). Owing to convergence
difficulties we have to apply the argument indirectly. We have
instead
)=o) s~ 2 ey [ SIN(E—2) Ty ()
dr = 2n+1 n+1 d
f t—x * 7»21 m f E—x a3 *
_ Z a "n+l 5, _f(f)Afal_Jl(g)
2n+1 - - §3 *
This inversion is justified by absolute convergence, since the lemma
of §11.23 shows that

Z (4n+2) f lf D] ae [ [FRED) R g
n=1
is convergent.
It now follows from Theorem 156 that
f(z xa j ¢ e-wu du

where $(u) belongs to L*(—1,1). Hence

Plu) = 51; f fE):?;_lsl_{lgf) erudy (—1<u<l),
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and, since {f(z)—a, J,(x)}/x belongs to L*—o0,0), $(u) is the integral
of the integral of a function of L2. Integrating by parts twice, we

obtain
1

fi(i)__v:_:l_{l@ — x(aeiz+be—ix)+(ce{z+de-ix)+ f X(u)e-i.zu du’
-1
where y is L% —1,1); since the left-hand side is L*(— o0, ), a, b, c,
and d must vanish. This proves the theorem.

11.25. A differential equation of fractional order. The
integral equationt

1) = 1 [ o= ay (1L.25.1)

may be regarded as a differential equation of order «. Suppose, for
example, that « is a positive integer p, that f(x) tends to 0, as x — o0,
with sufficient rapidity, and that

h@) = [fwdy,  fu@) = [ Li@)dy.....
& x
Then, if we integrate repeatedly by parts, and write z for f,(x),
(11.25.1) becomes drz
Z = (—1)PAz.
The only solutions of this are finite combinations of exponentials.
The general equation (11.25.1) is of the form (11.2.1), with

k(z) = "If(%; @>0), 0 (z<0).

The theory of §11.2 is not applicable, since k(z) does not satisfy
(11.2.3). But the equation still has exponential solutions. The
conditions that f(x) = e~%* should be a solution are that R(a) > 0
and A = a%, where a* means e*!°¢¢, and loga has its principal value.
If A > 0, @ may have any of the values

Aag2rmile (p — 0, 41,...)

for which |2rm/a] < im. If a < 4, and in particular if « < 1, the
only admissible value of a is AY*. We shall prove that in this case,
at any rate, the solution is unique.

¥ Hardy and Titchmarsh (7).
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THEOREM 163. Let f(x) be integrable over any finite interval
O<z, <2< xplet XA >0,0< a<],andlet

10 = o5 f (y—2)f(y) dy (11.25.2)
Jor every positive x. Then
flx) = Ceo=,

where a = AV*, and C is a constant.
If F(s) is the Mellin transform of f(x), we have formally

B0 = gy | = [ -2 dy
0 x

® y
A 8— a—
= 'I'-T("&) J fly) dy ! N y—zx)*tdx

Al(s)
= T(é:}_~a~)3(8+a)
We shall prove that this is in fact true, and base our solution on it;
but we cannot justify the inversions as they stand, and we have to

proceed indirectly. We require the following lemma.
1 c
Lett 120 = g [ o=y
()

for every positive x. Then, if B > 0,

C

1 : - Bl — 1  praspot
I‘(ﬁ)_’.[ HOC I'(a+B) j J)y—$) dy,

—_

ie. (2% = f*p (11.25.3)
To prove this, we have to justify the inversion

[ @—op-1dz [ fa)y—o)=-tdy = [ f) dy [ (z—P-1y—2)>-1 da.
~¢ - —~¢ ¢

[ [ c v

Clearly e | o= o |,
f?r[s 4[ f!s fffs
and it is sufficient to prove that
£+38 y
I= 1 fwdy | (z—&p-Hy—x)tdz >0

t See Bosanquet (1) for a proof under much more general conditions.



360 INTEGRAL EQUATIONS Chap. XI

and J = J' fy) dy f (x—§&)B-1(y—2x)*-1dr >0
£+9
as § > 0. Now

7 Ter®

T(a-B)

and the result for this follows from the second mean-value theorem
and the existence of f fy)y—E€)*1dy.

Also £48

—x\a-1
J = f 1=y [ g1 e
. y—§
£+8 £
and the inner integral is steadily increasing with y, and its value
when y = ¢ is O(38). Hence the result for this part also follows from
the second mean-value theorem.

Proof of Theorem 163. Letc > 1, 0 < 2 < }¢, and write

f F@)y—&)=+-1 dy,
—¢

1@ =gy [ 10—+ 3 [ sw—aray

= A (@)+Mg(x),
say. Then

o .
0= 1y f (f20)+9)y—=)= dy

= Af&x +)‘g (x)
by (11.25.3). Hence

f(@) = Mg(@) + 32 @)+ XA ().
Repeating the argument, we obtain
f@) = Ag(e)+-X2g3 (@) + ...+ A"gh - a(®) +A"fa(2),  (11.25.4)

* = .__.l~ ‘ —p)na~-1
where ) = s | O =2yt dy.
By taking n large enough, in particular na > 1, we obtain
1 [ .
@) < $@)+; [ 1fw)ldy (11.25.5)

where ¢(z) is bounded as z — 0. Hence f(z) is bounded as z - 0;
otherwise there would be a sequence of values of xz such that
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If@) = fly) (x <y <e¢), |f(x)] > o0, which is inconsistent with
(11.25.5). Tt then follows that f* (x) is continuous for 0 << x < ¢, and
hence so is f(z). Denote its limit as z — 0 by f(0).

We can also differentiate (11.25.4), and it follows that f'(z) is
bounded near the origin. The argument could be carried on in-
definitely, but all we require is that

f@)—1(0)

as x - 0.

Now z‘w>~f{f )—f(O)) dx + jf oy dz 110,

primarily for 0 < o < a, and then, as an analytic continuation of
F(s), for —1 < o < a. Since

f J(0)z1 dzr — —f(_s(.’_) (o < 0),
1

we have F(s8) = j{ {f@)—fO)}zs-1dx (—1 < o < 0).

Inserting values of f (x) and f(0) given by (11.25.2), we obtain formally

—-»':0

) = J x-ldx {(y—x)>1—y*f(y) dy +

x
—

lw(a) (.)[ x ld.rfy ]f(y) dy

A f fw) dy f 2 (y—x)r -y dr

+

)f sify)dy | aotde

= rlo [ {5 ””‘}d“-

A I 8+ ax—1
+s[‘(&) f f@y+e-1tdy
0

_ M‘M . ALGS) oo
Tt a) f fyrietdy = —-(8+a)l‘§(s o).

We shall show that this process is valid if —a << o < 0.
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For the first term, the integral over y < N can plainly be inverted,
and it is sufficient to prove that

N —®
f vt de f {(y—x)*1—y*Yf(y) dy (11.25.6)
0 N

and T“‘“ dx T{(y—x)“"—y““}f(y) dy (11.25.7)
N z

tend to 0 as N - o0. Now by the second mean-value theorem

j =y ay = ((1- )7 1) j y=if(y) dy;

the last integral is bounded, and
N
fxa-l{(l—%)a—lél; dx = N° {(l—u)“-l——l}u"‘l du = O(N°),
0 0

giving the result for (11.25.6). Also (11.25.7) is
I;f\f") f - (x dx—fx”‘l dx f y*Y(y) dy,
K

x
which plainly tends to 0.
The inversion of the second term is equivalent to integration by
parts:

-0 T xr

[ et [ vy ay = [? [ v dyr—-s? Tx“““f(x) dz,
0 0 0

0 o
and the integrated term tends to 0 at each limit.

— el O(8)
Let x{(8) = A F—(é‘)

Then the above result is equivalent to
x(8+a) = x(3).
Thus x(s) has the period «, and is regular for —1 < o < 0, and so

everywhere. Also, if h(x) =7°}(y)ya-1 dy = o(1),
§(s) = O+ [ fl)st do
1

= O(1)~+h(1)+(s—a) fh(x)xv—a—l dx
1

=0(t) (—1<e<0).
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Hence x(8) = O(|t|4etmit)
for —1 < 0 < 0, and so on any line parallel to the imaginary axis.
Hence
alogz
X( 2m )

is one-valued, and O(log4rrt®) as |z2| = r - o0, and O(log4(1/r)r-i%)
as r - 0. Hence x(s) is a constant,

F(s) = CT()\-vla,
and, by Theorem 32,
k+io
f@) = o [ Ten-ads (0 <k<a)
k—io

= Ce=\",

11.26. A probability problem.} A function f(x), such that
f(z) = 0 and

ff(x) dr = 1,

defines a law of errors, which asserts that the probability that the
error in making a certain measurement lies within the range (x,, z,)

Ty
is f f(z) dz; or that, for small 3z, the probability that the error lies
in (z,z+6x) is to a first approximation f(x) éx.

Suppose that we observe two quantities P and @, and that the
errors in observing them, » and ¢, are distributed according to laws
f(z) and g(x). It is required to find the corresponding law for P--Q.

If p and g are capable of taking integer values only, and the pro-
portion of times that p is x is f(x), and that ¢ is ¥ is g(y), then the
proportion of times that p-+q is £ is

2 2 f@g(y) = 2 flx)g(é—2),
z+y=¢ z
i.e. the ‘resultant’ of f and g.

In the continuous case, a similar argument with f(z) 8z and

g(y) 8y leads to

[ f@g(¢—z) du

t Polya (2).
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3

as the law for p+g. We can prove this rigorously as follows. Strictly,
p and ¢ run through sets of points E, and E, such that

J

mE(p < x) = '. f(u) du, mE,(qg < ) = J' g(u) du.

Let  f@) = [Jedu, g0 = [ g)du.

Consider the sum
§= 3 ge—ndf{n+18)—f,3)).

The term in » represents the probability that p is in (n8, (n+1)8) and
q is < ¢—nd. For such p and ¢, p+q < é-+8. On the other hand,
if p+g <<§¢ then 7nd < p << (n+1)6 and ¢ << £—nd for some n.

Hence mE(p+q < ) < 8 < mE(p-+q < £+9).
Since fis L, and ¢, is continuous and tends to 0 as x - —o0 and

to 1 as x —> o0, it is easily seen that
(n+1)8

lim ¥ f J&){gy(—1)—g,(§—nd)} dt = O,
00 n= - w s
ie. that limS = [ ft)gy(¢—1) e
8—0
Hence I

nB(p+q < ) = | fOg(E—1) dt

— 0

0 £—t © ¢
= f () dt f g(x) dx = f f(t) at [ glu—t) du

= fdu j?f(t)g(u—i) dt,

—C

which is equivalent to the result stated.
If f(x) gives a law of errors, so does é f(g) We now ask for what

law of errors the resultant of two laws of this form is also of the same
form.
THEOREM 164. Let f(x) = 0, let f(x) and x2*f(x) belong to L(—o0,00),

and let ©
! f<§) _ a_‘b_ f f(%) f(x;y) dy (11.26.1)

for every x, where a, b, ¢, are given positive numbers.
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Then the conditions are consistent only if c® = a*+b2; and in that
case 1
— __— _ e-ix'k
10 = oy
almost everywhere, where k is a constant.
The integral ©

f a™f(x) de = K,,

- 0

exists form = 0, 1, 2. Now, form = 0,1, 2,

oo g [ o [T

-1 ff(g) dy f w+uf(5) .

and, in the three cases m = 0, 1, 2 this gives

K, — K2, (11.26.2)
cK, = aK, Ky+bK, K,, (11.26.3)

2K, = a?K, K,+2abK3+b2K, K,. (11.26.4)

Assuming that f(x) is not null, (11.26.2) gives K, = 1. Hence
(11.26.3) gives (@+b—c)K; = 0, (11.26.5)
and (11.26.4) gives (c2—a?—b?)K, = 2abK?2. (11.26.6)

But by Schwarz’s inequality

K} < K K, = K,,
so that (11.26.6) gives

c2—a?—b? < 2ab,

¢ < atb.
Hence (11.26.5) gives K; = 0, and (11.26.6) gives
c? = a®+-b2
a b
IJet (—: = z == ﬁ.

Then, putting z = ¢§, y = ¢y, (11.26.1) becomes
_1 [ .f_tﬂ)d 11.26.7
10 =2 [ 1057 @ (11.26.7)

where o?+p% = 1. (11.26.8)
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Let ®(z) = (2m)F(x) = f f(t)ei dt.

Then, by Theorem 41, (11.26.7) gives
O(z) = O(azx) D(Bx). (11.26.9)

Using (11.26.9) for each term on the right, we obtain

O(z) = O(o’r) O(Box) B(xBz) B(Bz),
and so generally

D) = (Y1 2) P(Yim,2 ) P(Yi,m %),
where m = 2", and the m numbers y,,,,..., Y, are the 2" terms
obtained by expanding (a+-B)™.

Hence Ymat¥met ot ¥mm = (34" = L
Also y,, , is of the form o”B?, where p+¢ = n; and hence, supposing
a > B, we have

Ym,u La® (u=12..,m).

Hence maxy,, , > 0 as m — co.
I
Now since f(x), zf(x), and 22f(x) belong to L, ®(z), ®'(z), and ®"(x)
are continuous; and -
®(0) = f fydt = K, = 1,

Q'(0) = f f(t)it dt = iK, = 0,

and O7(0) = — f 2f(t) dt = —Fk,
say. Hence, in the neighbourhood of x = 0,

log®(z) = u(z)+iv(2),
where u(x) and v(x) are continuous, and

u(0) = v(0) = w'(0) = v'(0) = 0,
and w"(0) = —k, 2"(0) = 0.
Hence m
log®(z) = 3 (u(y,,,u2) +iv(yn, )

m
= %xzpzxyzl,#{u”(em,p Ym,u x)+zv”(0'r,n,y. Ym,p z)},

where 0 <6, , <1, 0 <6, , <1l Asm->co,each y,, >0, and
hence so does each 0, ,¥,,,, and uniformly with respect to p.
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Hence m
log®(x) = ixz‘glﬁn,#{—-k-}-o (1)}
= —}ka?+o(l),
ie. log®(z) = —}ka?, O(z) = etk

and so (by Theorem 27) almost everywhere

1 [ ) 1
—_— —tkx*~ixt —_— . _p—dx'k
J@) =3, j ¢ U= o)

-0

i.e. the law is Gauss’s law.

11.27. A problem in statistical dynamics.t Consider an

assemblage of atoms moving in one dimension in such a way that the
v+3v
fraction of them with velocities between v and v+8v is j f(z) dx.

v
w+dw

At a subsequent instant let a fraction J' &(v,z) dz of those with

w

velocity v have acquired increments of velocity between w and w--dw.
Then, by an argument similar to that used in the previous section,

the fraction of the whole which finish with velocities between v’ and
v+ 8v
v’ 480 is j g(x) dx, where

v
-]

g(v') = Jf(v)¢(v,v’—v)dv. (11.27.1)

For a steady state g = f, so that f satisfies the integral equation
fo) = [ J@)b,0'—0) dv. (11.27.2)

Suppose now that the motion is defined as follows. The centre of
mass of atoms moving with velocity v moves according to the

equation av

so that after time ¢ its velocity is ve-M. Superimposed on this motion,
the atoms are given increments of velocity « in time ¢, the proportion
of those with increment between » and «+8u being () du; and this
increment is uncorrelated with », so that the proportion of those

t E. A. Milne (2); Fowler, Statistical Mechanics, §19.5. Milne's original method
requires heavier restrictions than those assumed here.
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with velocity v having the additional increment between u and
u—+3u is also Y(u)du. It follows that

¢(v: ’UG'N—U-f-’LL) = Sl’(u)’
where y(u) is independent of v, but of course depends on ¢. Putting
v’ = ve~M+u, this is

(v, v —v) = P(v' —veN).
The condition for a steady state is therefore

f@') = J. F @3’ —ve¥) dv,
where, as in the last section,
ff(x) dz =1, j:ot/l(x) dr = 1,

Let F and ¥ be the transforms of f and ). Then

F(&) = {/(;};5 f ¢t dy f FO)(r" —veN) dv
=(/é§+;_£ o) dvi e —ve it dof

=J(%1r5 f f(v) dv J. Y(z)eibve M +ilz dy
= J(2m)F(fe)¥(¢).

Wenow show that a certain assumption about the limiting behaviour
of Y(x) as ¢t - 0 actually determines all the functions completely. We
assume that positive and negative increments u are equally likely, so
that ¢(u) = Y(—wu); and also that, as ¢ - 0, for any fixed positive d,

3 w
fx‘z:,b(x) dx ~ at, f Y(z) dx = o (2),
0 d
where a is a constant. It follows that, as ¢ - 0, for a fixed ¢,
JemW(E)—1 = f Y(x)(etr—1) da = 2 f Y(x)(cos Ex—1) dz
“w 0

= —§2 f x2f(x) de + f Y(x)O(x*) dz +O( f () d:c)

0

= —£&at+o (¢)}+0(8%) 4o (2),
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and by choosing first 8 and then ¢ sufficiently small it follows that
JERmY () —1 ~ —E£2at.

Hence
F(§)—F(fe™) _ FéeM{Jem¥(€)—1} _ aéF(¢)
f—te ¥ T E—te N A
ast— 0; i.e. F'(§) = —aéA-1F(§).
Hence F(¢) = Cei'IA,

and C = F(0) = (2m)-t. Hence

1 . ANE s
_ —4af'A-ifx — |2 e-#Arva
f(x) 27 j‘ ¢ ¢ (27ra) ¢ ’
i.e. the distribution is ‘Maxwellian’.
Hence also

= _1 F¢ B _f_lfj .y
lIf(f) = ;/(2‘”) F(Eé:)‘T) = J(zﬂ)exp{ 5 (1—e )}’

0= ]

2ra(1—e- 2] P " 2a(1—e-2)

and hence

4362 Bb
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