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## PREFACE

Vabiational methods give us the simplest and most direct means of unifying those branches of mathematics which are commonly classified under the heading of Applied Mathematics. They are the source of such fundamental theorems as the Principle of least Action and its various generalizations, without which a complete understanding of much of the recent revolutionary developments of Mathematical Physics is hardly possible.

Most third year students in honours mathematics should be able to master the ideas and techniques of the Calculus of Variations. During my many years of teaching at London University I felt that none of the existing texts covered the subject as I would like to teach it and so I undertook the task of writing one of my own. For the understanding of this book a knowledge of partial differentiation and differential equations will suffice.

In my opinion the value of most honours courses in mathematies would be greatly enhanced by the inclusion of at least the elements of the C'alculus of Variations. But. considering the werburdened state of most curricula, this may be too much to expect at present.

After the first two chapters, which deal with the first and second rariation of an integral in the simplest case, the reader can follow his own inclinations. If his interests lie in the domain of P'ure Mathematies he can proceed to Chapters III and IV (generalizations, isoperimetrical problems) or to VIII. IX, and X (variable end points, strong variations). If he finds Applied Mathematics more congenial (hapters V, VI, and VII (least action, special relativity, Rayleigh-Ritz principle, elasticity) will prove more interesting.

The ('alculus of Varations possesses an extensive literature, mostly of a highly specialized nature. It is perhaps unnecessary to emumerate all the works to which 1 am indebted because, as far as is possible. I have indicated any source from which I have borrowed by a reference in the text. In particular I should like to express my indebtedness to the classical works of (i. A. Bliss. O. Bolza, ('. ('arathéodory, A. R. Forsyth, and J. Hadamard.
( $1 . \mathrm{F}$.
Mc(ille University
Montreal.
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## CHAPTER I

## THE FIRST VARIATION

### 1.1. Introduction

The calculus of variations has ranked for nearly three centuries among the most important branches of mathematical analysis. It can be applied with great power to a wide range of problems in pure mathematics and can be used to express the fundamental principles of applied mathematics and mathematical physics in unusually simple and elegant forms.

The problem of finding points at which functions of one or more variables possess maximum or minimum values is familiar to all students of the differential calculus. In the calculus of variations we deal with the far more extensive problem of finding functional forms for which given integrals assume maximum or minimum values. In the language of geometry, we may say that this calculus deals with the problem of finding paths of integration for which integrals admit maximum or minimum values.

As a simple example consider the problem of finding the shortest distance between two points $A$ and $B$, a problem whose intuitive answer is the straight line joining the two points. If $s$ denotes the length of arc measured from $A$ along any curve joining $A$ and $B$, the problem becomes that of finding the curve for which $\int_{A}^{B} d s$ is a minimum. The calculus of variations obtains the answer by analytical methods and shows that the curves which render this integral a minimum have equations of the form $y=m x+c$. Apart from this example, intuitive answers to problems of this nature are almost non-existent. The methods of the calculus of variations therefore form a most useful addition to the domain of mathematical analysis.

Problems which can be solved by means of this calculus arose in classical times and perhaps even earlier. Grants of land, which could be completely encompassed by furrows ploughed in a specified time, were sometimes made as a reward for 8185
exceptional military or civil achievement. Thus arose the problem of finding the form which a plane curve of prescribed length must assume in order to enclose the greatest possible area (the isoperimetrical problem). Problems of this nature were dealt with largely by intuition or experiment and no progress was made towards a theoretical solution until the middle of the eighteenth century, when the researches of Bernoulli, Euler, and Lagrange first appeared.

### 1.2. Ordinary maximum and minimum theory

Before considering maxima and minima of integral forms we recall briefly the theory used in elementary calculus to find the maxima and minima of functions of a single variable.

Let $f(x)$ denote a continuous function of a single variable having a maximum or minimum value at $x=a$. Then for a sufficiently small \& we have at a maximum

$$
\begin{equation*}
f(a+\epsilon)-f(a)<0 . \tag{1}
\end{equation*}
$$

and at a minimum

$$
\begin{equation*}
f(a+\epsilon)-f(a)>0 . \tag{2}
\end{equation*}
$$

Taking the maximum case and assuming that $f(a+c)$ can be expanded in positive integral powers of $\epsilon$, by Taylor's theorem, we have

$$
\begin{equation*}
f(a+\epsilon)-f(a)=\epsilon f^{\prime}(a)+\frac{1}{2} \epsilon^{2} f^{\prime \prime}(a)+O\left(\epsilon^{3}\right), \tag{3}
\end{equation*}
$$

where, as usual, dashes denote differentiation. The Landau symbol $O$ has this meaning: $O\left(\epsilon^{3}\right)$ possesses the property that as $\epsilon$ tends to zero the quantity $\epsilon^{-3} O\left(\epsilon^{3}\right)$ is bounded. From (1) and (2) at a maximum or minimum the sign of $f(a+\epsilon)-f(a)$ is independent of that of $\varepsilon$ and so from (3) we must have $f^{\prime}(a)=0$. Thus the values of $x$ which make $f(x)$ a maximum or minimum can be found by solving the equation $f^{\prime}(x)=0$.

From (1) and (3) it follows that at a maximum $f^{\prime \prime}(a)$ is negative and from (2) and (3) that at a minimum $f^{\prime \prime}(a)$ is positive. Alternatively at a maximum $f^{\prime}(x)$ is a decreasing function of $x$ and at a minimum it is an increasing function of $x$. Thus it is possible to discriminate quite easily between maxima and minima.

It is possible, however, that $f^{\prime}(a)=0$ and that $f(a)$ is neither a maximum nor a minimum value of $f(x)$. Such a case occurs
when $f^{\prime}(a)=0, f^{\prime \prime}(a)=0$, and $f^{\prime \prime \prime}(a) \neq 0$, and it is then customary to say that $f(a)$ is a stationary value of $f(x)$. In general all the roots of $f^{\prime}(x)=0$ are said to give rise to stationary values of $f(x)$.

These ideas, which are largely based upon common-sense notions, are fundamental in the development of the calculus of variations.

### 1.3. Weak variations

Our first problem in the calculus of variations will be a relatively simple one. Let

$$
\begin{equation*}
I=\int_{a}^{b} F(x, y, d y / d x) d x \tag{1}
\end{equation*}
$$

where $I$ is a convenient symbol for the integral and $F$ denotes a given functional form. The functional relation between $y$ and $x$ is not known and the problem consists in finding this relation so that $I$ is a maximum or a minimum. In other words, given $F$, find the path of integration for which $I$ is a maximum or a minimum. We confine ourselves to the case where $y$ is a single-valued function of $x$ in the interval ( $a, b$ ).

As in § 1.2 we commence by finding the stationary values of $I$ and then proceed to develop tests which enable us to discriminate between the cases when $I$ is a maximum or a minimum or is neither.

Evidently the arc of integration must be of such a nature that the integral (1) can be determined; such an arc is known as an admissible arc. In some cases discontinuous solutions are possible, but in this book we shall confine ourselves almost entirely to continuous solutions. Subsequent analysis requires us to assume that $F(x, y, p)$ possesses partial derivatives with respect to the variables $x, y$, and $p$ of at least the fourth order in an interval which includes the points $x=a$ and $x=b$. This will justify our employment of the mean-value theorem for functions of several variables. We simplify the problem appreciably by assuming that $a$ and $b$, the limits of integration, are prescribed. In addition, although the functional relation between $y$ and $x$ is not yet known, we assume that the values of
$y$ corresponding to $x=a$ and $x=b$, say $\alpha$ and $\beta$ respectively, are also prescribed. Geometrically speaking the integral $I$ must be taken along a plane curve from the given point $A$, coordinates $(a, \alpha)$, to the given point $B$, coordinates $(b, \beta)$, as shown in Fig. I. 1.
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The problem then resolves itself into that of finding the admissible curve or curves joining $A$ and $B$ for which $I$ is stationary.

Let

$$
\begin{equation*}
y=s(x) \tag{2}
\end{equation*}
$$

be the equation of the admissible curve for which $I$ is stationary and (see Fig. I. 1) let $A P B$ be the curve whose equation is (2). The symbol $s$ when used to denote a functional form will always refer to the stationary case; those investigations in which s is used to denote the length of arc of a curve will be sufficiently selfexplanatory to avoid the possibility of confusion. Let $A Q B$, Fig. I. 1, be another admissible curve joining $A$ and $B$ and let its equation be

$$
\begin{equation*}
y=s(x)+\epsilon \ell(x) \tag{3}
\end{equation*}
$$

where $\epsilon$ is an arbitrary constant independent of $x$ and $y$ and $t(x)$ denotes any arbitrary function of $x$ which is independent of $\epsilon$. With this restriction on $t(x)$ the ordinate $y$ is said to be subjected to weak variations. $\dagger$ The more general case of strong variations will be dealt with later.

In Fig. I. 1 the points $P$ and $Q$ have the same abscissa $x$ and $P Q=\epsilon t(x)$. Since curve (3) also passes through the points $A$ and $B$ we must have

$$
\begin{equation*}
t(a)=t(b)=0 . \tag{4}
\end{equation*}
$$

$\dagger$ Forsyth, Calculus of Varialions, p. 8. The variation in $y$ is said to be weak if $t(x)$ and $t^{\prime}(x)$ are of the same order of smallnesa. Hadamard, Lecone sur le Calcul des Variations, chap. ii, introduces the notion of neighbourhood to clarify the distinction between weak and atrong variations.

Denoting differentiations by dashes or primes, we have from (3)

$$
\begin{equation*}
d y / d x=s^{\prime}(x)+\epsilon t^{\prime}(x) \tag{5}
\end{equation*}
$$

Hence, for weak variations, as $\epsilon$ tends to zero $Q$ tends to $P$ and simultaneously the slope of $A Q B$ at $Q$ tends to that of $A P B$ at $P$.

An example of a strong variation is given by taking

$$
\begin{equation*}
t(x)=\sin \left(x / \epsilon^{2}\right) \tag{6}
\end{equation*}
$$

Differentiation leads to

$$
\begin{equation*}
\epsilon t^{\prime}(x)=\frac{1}{\epsilon} \cos \left(\frac{x}{\epsilon^{2}}\right) . \tag{7}
\end{equation*}
$$

Evidently, as $\epsilon$ tends to zero, $\epsilon t(x)$ also tends to zero and so $Q$ tends to $P$. But $\epsilon t^{\prime}(x)$ oscillates infinitely and the slope of $A Q B$ at $Q$ tends to no definite limiting direction as $Q$ tends to $P$.

The distinction between weak and strong variations is of great importance, for, as will be seen later, I may admit a maximum or a minimum for weak variations but not for strong ones. Until ('hapter IX we confine ourselves entirely to weak variations.

Let the value of the integral (1) when taken along the curve $A P B$. for which it is stationary, be denoted by $I_{s}$ and when taken along the neighbouring curve $A Q B$ be denoted by $I_{s}+\delta I_{s}$. Then
and

$$
\begin{align*}
I_{s} & =\int_{a}^{b} F\left(x, s, s^{\prime}\right) d x  \tag{8}\\
I_{s}+\delta I_{s} & =\int_{a}^{b} F\left(x, s+\epsilon t, s^{\prime}+\epsilon t^{\prime}\right) d x \tag{9}
\end{align*}
$$

where s. $s^{\prime}, t$, and $t^{\prime}$ are abbreviations for $s(x), s^{\prime}(x), t(x)$, and $t^{\prime}(x)$ respectively.

The assumption that $F(x, y, p)$ possesses continuous partial derivatives justifies an application of the mean-value theorem for functions of several variables. If the derivatives are continuous up to at least the third order we have

$$
\begin{align*}
& \quad F\left(x, s+\epsilon t, s^{\prime}+\epsilon t^{\prime}\right)=F\left(x, s, s^{\prime}\right)+\epsilon\left(t \frac{\partial F}{\partial s}+t^{\prime} \frac{\partial F}{\partial s^{\prime}}\right)+ \\
& +\frac{\epsilon^{2}}{2!}\left\{t^{2} \frac{\partial^{2} F}{\partial s^{2}}+2 t^{\prime} \frac{\partial^{2} F}{\partial s \partial s^{\prime}}+t^{\prime} \frac{\partial^{2} F}{\partial s^{\prime 2}}\right\}+O\left(\epsilon^{3}\right),  \tag{10}\\
& \text { where } \frac{\partial F}{\partial s} \text { denotes } \frac{\partial F\left(x, s, s^{\prime}\right)}{\partial s}, \frac{\partial F}{\partial s^{\prime}} \text { denotes } \frac{\partial F\left(x, s, s^{\prime}\right)}{\partial s^{\prime}} \text {, etc. }
\end{align*}
$$

From (8) and (9) we finally have

$$
\begin{align*}
\delta I_{s}=\epsilon & \int_{a}^{b}\left(t \frac{\partial F}{\partial s}+t^{\prime} \frac{\partial F}{\partial s^{\prime}}\right) d x+ \\
& +\frac{\epsilon^{2}}{2!} \int_{a}^{b}\left(t^{2} \frac{\partial^{2} F}{\partial s^{2}}+2 t t^{\prime} \frac{\partial^{2} F}{\partial s \bar{c} s^{\prime}}+t^{\prime 2} \frac{\partial^{2} F}{\partial s^{\prime 2}}\right) d x+O\left(\epsilon^{3}\right) \tag{11}
\end{align*}
$$

Denoting the coefficient of $\epsilon$ by $I_{1}$ and that of $\epsilon^{2}$ by $I_{2}$, the quantities $\epsilon I_{1}$ and $\epsilon^{2} I_{2}$ are sometimes referred to as the 'first variation' and 'second variation' respectively.

Evidently if $I_{s}$ is a maximum then $\delta I_{s}$ must be negative for all sufficiently small values of $\epsilon$, whether positive or negative. Hence sufficient conditions for a maximum are $I_{1}=0$ and $I_{2}<0$. Similarly for a minimum value of $I_{s}$ it is sufficient to have $I_{1}=0$ and $I_{2}>0$.

### 1.4. The Eulerian characteristic equation

The equation $I_{1}=0$ is easily modified to a more convenient form. Integrating by parts we have

$$
\begin{equation*}
\int_{a}^{b} t^{\prime} \frac{\partial F}{\partial \hat{c}^{\prime}} d x=\left(t^{\frac{\partial F}{\partial s^{\prime}}}\right)_{x=b}-\left(t \frac{\partial F}{\partial s^{\prime}}\right)_{x=a}-\int_{a}^{b} t \frac{d}{d x}\left(\frac{\partial F}{\partial s^{\prime}}\right) d x . \tag{1}
\end{equation*}
$$

In the term $\frac{\partial F}{\partial s^{\prime}}\left(=\frac{\hat{\sigma}\left(x, s, s^{\prime}\right)}{\partial s^{\prime}}\right)$, the variables $x$ and $s$ are treated as constants and only the $s^{\prime}$ terms are differentiated. In the term $\frac{d}{d x}\left(\frac{\partial F}{\partial s^{\prime}}\right), s$ and $s^{\prime}$ must be treated as functions of $x$ after the partial differentiation with respect to $s^{\prime}$ and before the differentiation with respect to $x$.

Now it has been stipulated that $\ell(a)=t(b)=0$, equation (4), §1.3, and so the first two terms on the right-hand side of (1) vanish. The equation $I_{1}=0$ then readily reduces to

$$
\begin{equation*}
\int^{b} t(x)\left\{\frac{\partial F}{\partial s}-\frac{d}{d x}\left(\frac{\partial F}{\partial s^{\prime}}\right)\right\} d x=0 \tag{2}
\end{equation*}
$$

So far no use has been made of the arbitrariness of the function $t(x)$. We now proceed to prove that if $t(x)$ is an arbitrary function of $x$, then (2) can be satisfied if and only if

$$
\begin{equation*}
\frac{\partial F}{\partial s}-\frac{d}{d x}\left(\frac{\partial F}{\partial s^{\prime}}\right)=0 \tag{3}
\end{equation*}
$$

for all values of $x$ between $a$ and $b$.
Denote the left-hand side of (3) by $u(x)$ and suppose that $u(x)$ is not zero at all points of the curve $y=s(x)$ from $A$ to $B$. Let $P_{0} P_{1}$ (Fig. I. 2) be an arc of the curve at all of whose points $u(x)$ never vanishes, then over this arc $u(x)$ must always have the same sign. either positive or negative. Suppose it is positive, then choose $t(x)$ to be zerc at all points of the arcs


Fig. I. 2. $A P_{0}$ and $P_{1} B$ and positive at all points of the arc $P_{0} P_{1}$. For example along $P_{0} P_{1}$ we may take

$$
\begin{equation*}
t(x)=\left(x-x_{0}\right)\left(x_{1}-x\right) \tag{4}
\end{equation*}
$$

where $x_{0}$ and $x_{1}$ are the abscissac of $P_{0}$ and $P_{1}$ respectively. But

$$
\begin{equation*}
\int_{a}^{b} t(x) u(x) d x=\int_{a}^{r_{0}} t(x) u(x) d x+\int_{x_{0}}^{x_{1}} t(x) u(x) d x+\int_{x_{1}}^{b} t(x) u(x) d x \tag{5}
\end{equation*}
$$

and so, since $t(x)$ vanishes in the two intervals $a$ to $x_{0}$ and $x_{1}$ to $b$, we have

$$
\begin{equation*}
\int_{a}^{b} t(x) u(x) d x=\int_{x_{0}}^{x_{1}} t(x) u(x) d x \tag{6}
\end{equation*}
$$

But in the interval $x_{0}$ to $x_{1}, t(x)$ and $u(x)$ are both positive, hence

$$
\begin{equation*}
\int_{a}^{b} t(x) u(x) d x>0 \tag{7}
\end{equation*}
$$

But this contradicts (2), which in the terminology of this section can be written

$$
\int_{a}^{b} t(x) u(x) d x=0
$$

If instead of assuming that $u(x)$ is positive in the interval $x_{0}$ to $x_{1}$ we had assumed it to be negative, (7) would have been arrived at by means of similar arguments but with the inequality sign the other way. In either case the assumption that (2) does not imply (3) leads to a contradiction. Consequently, since $t(x)$ is an arbitrary function of $x$, the truth of (2) implies that of (3).

The discovery of (3) by Euler in 1744 inaugurated the calculus of variations in its modern form. It is a differential equation of the second order known as the characteristic equation or as Euler's equation. Its solution is the equation of a curve known as a characteristic curve or more generally as an extremal.

In applications of (3) we shall always replace $s(x)$ by the more convenient variable $y$. The results obtained may then be summed up as follows:

Theorem 1. The integral $\int_{a}^{b} F\left(x, y, y^{\prime}\right) d x$, whose end points are fixed, is stationary for weak variations if $y$ satisfies the differential equation

$$
\begin{equation*}
\frac{\partial F}{c y}-\frac{d}{d x}\left(\frac{\hat{c}}{\partial y^{\prime}}\right)=0 . \tag{8}
\end{equation*}
$$

In full, this equation is: $\dagger$

$$
\begin{equation*}
\frac{\partial F}{\partial y}-\frac{\hat{\partial}^{2} F}{\partial x \partial y^{\prime}}-\frac{\dot{c}^{2} F^{\prime} d y}{\partial y \partial y^{\prime}} \frac{\partial^{2} F}{\partial x}-\frac{d^{2} y}{\partial y^{\prime 2}} \overline{d x^{2}}=0 . \tag{9}
\end{equation*}
$$

The two arbitrary constants in the general solution of (9) can be determined from the fact that the extremal must pass through the two given points $A$ and $B$. It is possible for the conditions to be satisfied by more than one extremal.

This theorem simplifies in two cases, case (i) when $x$ does not occur explicitly in the function $F$, and case (ii) when $y$ does not occur explicitly in the function $F$.

In case (i) it can easily be verified that (8) integrates to

$$
\begin{equation*}
F-y^{\prime} \frac{\partial F}{\partial y^{\prime}}=c \tag{10}
\end{equation*}
$$

[^0]where $c$ is an arbitrary constant. For on noting that $F$ is now of the form $F\left(y, y^{\prime}\right)$ we have
and
\[

$$
\begin{equation*}
\frac{d}{d x} F\left(y, y^{\prime}\right)=\frac{\partial F}{\partial y} y^{\prime}+\frac{\partial F}{\partial y^{\prime}} \frac{d y^{\prime}}{d x} \tag{11}
\end{equation*}
$$

\]

$$
\begin{equation*}
\frac{d}{d x}\left(y^{\prime} \frac{\partial F}{\partial y^{\prime}}\right)=\frac{d y^{\prime}}{d x} \frac{\hat{}}{\partial y^{\prime}}+y^{\prime} \frac{d}{d x}\left(\frac{\partial F}{\partial y^{\prime}}\right) \tag{12}
\end{equation*}
$$

Therefore on differentiating (10) and using (11) and (12) we have

$$
\begin{equation*}
\frac{\partial F}{\hat{\partial} y} y^{\prime}-y^{\prime} \frac{d}{d x}\left(\frac{\hat{c} F}{\hat{\partial} y^{\prime}}\right)=0 \tag{13}
\end{equation*}
$$

Since $y$ is not in general a constant. $y^{\prime}$ cannot be zero everywhere and so equations (13) and (8) are equivalent. It is thus proved that
Theorem 2. The integral $\int_{a}^{b} F\left(y, y^{\prime}\right) d x$, whose end points are fixed, is stationary for weak variations if $y$ satisfies the differential equation

$$
\begin{equation*}
F-y^{\prime} \frac{\partial F}{\partial y^{\prime}}=c \tag{14}
\end{equation*}
$$

where $c$ is an arbitrary constant.
In case (ii) where $y$ is not explicit in $F$ it is evident that the characteristic equation ( 8 ) reduces to

$$
\begin{equation*}
\frac{d}{d x}\left(\frac{\partial F}{\partial y^{\prime}}\right)=0 \tag{15}
\end{equation*}
$$

which integrates immediately to $\boldsymbol{z} F_{i} y^{\prime}=$ constant. It is therefore proved that

Theorem 3. The integral $\int_{a}^{b} F\left(x, y^{\prime}\right) d x$, whose end points are fixed, is stationary for ueak variations if $y$ satisfies the differential equation

$$
\begin{equation*}
\frac{\partial F}{\partial y^{\prime}}=c \tag{16}
\end{equation*}
$$

where $c$ is an arbitrary constant.

### 1.5. The Legendre test

From (11), § 1.3, at a stationary value $I_{s}$ of $I$, we have

$$
\begin{equation*}
\delta I_{s}=\frac{\epsilon^{2}}{2!} \int_{a}^{b}\left\{t^{\frac{\partial^{2}}{} \frac{F}{\partial s^{2}}+2 t t^{\prime}} \frac{\partial^{2} F}{\partial s \partial s^{\prime}}+t^{\prime 2} \frac{\partial^{2} F}{\partial s^{\prime 2}}\right) d x+O\left(\epsilon^{3}\right) . \tag{1}
\end{equation*}
$$

Hence $I_{s}$ will be a maximum (or minimum) only if the integral in ( 1 ) is negative (or positive) independently of the choice of the arbitrary function $t(x)$. If the sign of $\delta I_{s}$ does depend upon the choice of $t(x)$, then $I_{s}$ is neither a maximum nor a minimum value of $I$.

The detailed treatment of the integral in (1) will be postponed to Chapter II. In the remaining sections of this chapter we give a number of examples to illustrate the use of Euler's equation. (8), § 1.4, in practical cases. In order to make our treatment of these examples reasonably complete we shall anticipate a result proved in Chapter II, § 2.5 . This is

Theorem 4. Legendre's test.
If (i) Euler's equation (8). § 1.4, is satisfied,
(ii) the range of integration $(a, b)$ is sufficiently small,
(iii) the sign of $\partial^{2} \boldsymbol{F}^{\prime} \partial y^{\prime 2}$ is constant throughout this range,
then $I_{s}$ is a maximum or a minimum value of $I$ according as the sign of $\partial^{2} \boldsymbol{F}_{i} \hat{c} y^{\prime 2}$ is negatice or positive.

This result is incomplete since no indication is yet given of the full range of integration permissible. A complete test can be obtained only with the help of some extensive investigations due to Jacobi which contain ideas rather too difficult for us to anticipate here. We shall therefore confine ourselves, in this chapter, to the use of the Legendre test and re-examine some of our examples in the light of the Jacobi test after it has been established in Chapter II.

The following considerations, while not forming a proof, give a certain plausibility to the Legendre test.

Since $t(a)=0,(4), \S 1.3$, we have

$$
\begin{equation*}
t(x)=\int_{a}^{x} \ell^{\prime}(x) d x . \tag{2}
\end{equation*}
$$

Hence, if $M$ is the upper bound of $t^{\prime}(x)$ in the interval $(a, x)$, we have

$$
\begin{equation*}
|t(x)| \leqslant|x-a| M . \tag{3}
\end{equation*}
$$

Consequently, if $|b-a|$ is sufficiently small it follows that throughout the interval $a \leqslant x \leqslant b$ the magnitude of $t(x)$ is much smaller than the upper bound of $t^{\prime}(x)$. In such a case we may expect the dominant term in the integrand of (1) to be

$$
t^{\prime}=\frac{\partial^{2} F}{\partial s^{\prime 2}}
$$

### 1.6. Illustrations of the theory

Example 1. To find the shortest distance between two given points $A$ and $B$.

We shall restrict ourselves to the case where all the curves considered lie in a fixed plane through $A$ and $B$ and leave the more general case to a later discussion.

If $A P B$ is any curve in a fixed plane through $A$ and $B$ and if $s=: \operatorname{arc} A P$, then the problem resolves itself into that of finding the curves for which the integral

$$
\begin{equation*}
I=\int_{A}^{B} d s \tag{1}
\end{equation*}
$$

is a minimum. Now

$$
\frac{d s}{d x}=\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}^{\frac{1}{2}}
$$

and so (1) can be replaced by the equation

$$
\begin{equation*}
I=\int_{A}^{B}\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}^{\frac{1}{2}} d x \tag{3}
\end{equation*}
$$

$I$ is now reduced to the form given by (1), § 1.3 , and Euler's equation can be applied directly to it. We have here

$$
\begin{equation*}
F\left(x, y, y^{\prime}\right)=\left(1+y^{\prime 2}\right)^{1} . \tag{4}
\end{equation*}
$$

Since $y$ is not explicit in $F$ we can use theorem $3, \S 1.4$, and the characteristic equation, (16), § 1.4 , is then

$$
\begin{equation*}
\frac{y^{\prime}}{\left(1+y^{\prime 2}\right)^{\prime}}=\text { constant. } \tag{5}
\end{equation*}
$$

Therefore $y^{\prime}$ is constant and by integration we obtain the family of straight lines

$$
\begin{equation*}
y=m x+n \tag{6}
\end{equation*}
$$

where $m$ and $n$ are arbitrary constants. If the coordinates of $A$ and $B$ are given, the values of $m$ and $n$ can be found uniquely.

In order to apply the Legendre test, from (4) we have

$$
\begin{equation*}
\frac{\partial^{2} F}{\partial y^{\prime 2}}=\frac{1}{\left(1+y^{\prime 2}\right)^{4}}=\frac{1}{\left(1+m^{2}\right)^{\prime}} \tag{7}
\end{equation*}
$$

If the positive value of the root is taken, the sign of $c^{2} F_{j} y^{\prime 2}$ is always positive.

If the length of $A B$ is sufficiently small, then the straight line $A B$ is the shortest distance between $A$ and $B$. But we cannot determine at present the maximum distance between $A$ and $B$ for which this is true. In $\S 2.9$ the Jacobi test will tell us that the result is true for all values of the length of $A B$.

If instead of using theorem $3, \S 1.4$, use had been made of theorem 1, the characteristic equation would have been

$$
-\frac{d}{d x}\left\{\begin{array}{c}
y^{\prime}  \tag{8}\\
\sqrt{\left(1+y^{\prime 2}\right)}
\end{array}\right\}=0
$$

which easily reduces to

$$
\begin{equation*}
\frac{y^{\prime \prime}}{\left(1+y^{\prime 2}\right)^{4}}=0 \tag{9}
\end{equation*}
$$

This tells us that at all points on the shortest distance the curvature is zero.

Example 2. Find the shortest distance between two points $A$ and $B$ using polar coordinates instead of Cartesians.

With the usual notation for polar coordinates we have

$$
\begin{equation*}
d s^{2}=d r^{2}+r^{2} d \theta^{2} \tag{10}
\end{equation*}
$$

and so the problem becomes that of finding the curve which minimizes the integral

$$
\begin{align*}
I & =\int_{\Delta}^{B}\left\{1+r^{2}\left(\frac{d \theta}{d r}\right)^{2}\right\}^{\frac{1}{2}} d r  \tag{11}\\
& =\int_{A}^{B}\left\{\left(\frac{d r}{d \theta}\right)^{2}+r^{2}\right\}^{\frac{1}{2}} d \theta \tag{12}
\end{align*}
$$

Either of these forms for $I$ will do. But (11), in which $r$ is the independent and $\theta$ the dependent variable, is more convenient since $\theta$ is not explicit and we can then use theorem $3, \S$ 1.4. The characteristic equation

$$
\begin{equation*}
\frac{r^{2}(d \theta / d r)}{\left\{1+r^{2}(d \theta / d r)^{2}\right\}^{4}}=\text { constant }=c \tag{13}
\end{equation*}
$$

is easily reduced to

$$
\begin{equation*}
\left.\bar{c} \frac{d r}{r_{1}\left(r^{2}\right.}-c^{2}\right) \frac{d \theta}{d \theta}=1 \tag{14}
\end{equation*}
$$

This integrates to

$$
\begin{equation*}
c=r \sin (\theta+\alpha) \tag{15}
\end{equation*}
$$

$\alpha$ constant, which is the polar equation of a straight line.
An application of the Legendre test, § 1.5 , shows that the conditions for a minimum are satistied. On using ( $(\%), \S 1.4$, it can be shown that at all points of the shortest distance the curvature is zero, in agreement with the result of example 1.

### 1.7. Application to statical problems. The catenary

The calculus of variations can be usefully applied to a large variety of problems in statics.

One of the most important concepts in statics is that of potential energy. A system of bodies in a field of force possesses energy of position. This is defined as the work done by the field in moving the bodies from one configuration, Psay, to a standard configuration $O(0)$ may be a configuration in which all the bodies are scattered to infinity). If the field is a conservative one, then the work function so arrived at is independent of the path from $P$ to $O$ and the work function is then known as the potential energy of the configuration. This is the case to which we shall confine ourselves.
$W_{p}$, the potential energy, possesses the following properties. The forces of the field can be derived from $W_{p}$ by partial differentiation. If $W_{p}$ is stationary then the system is in equilibrium, and if $W_{p}$ is a minimum then the equilibrium is stable. For proofs of these and other properties of $W_{p}$ the reader is referred to treatises on statics. $\dagger$

[^1]This stationary property of the potential energy is one to which the calculus of variations can be applied with great effect, as the following example shows.


Fig. I. 3.

Example 3. Two small smooth horizontal pegs are fixed at the points $A$ and $B$. The pegs are perpendicular to $A B$ and the projections of $A$ and $B$ on a horizontal table are $A_{1}$ and $B_{1}$ respectively. A thin heary uniform flexible rope, with its ends coiled at $A_{1}$ and $B_{1}$, passes over the pegs and, between $A$ and $B$, hangs in equilibrium under gravity. Determine the form of the curve in which the rope hangs (see Fig. I. 3).
Evidently the potential energy of the vertical parts of the rope, $A A_{1}$ and $B B_{1}$. is constant however the curve between the pegs is varied. It can therefore be ignored in the following analysis.

If $m$ is the mass per unit length of the rope and $y$ is the height of the elementary arc $d s$ above the table, then the potential energy of the part of the rope hanging between the pegs is

$$
\begin{equation*}
\int_{A}^{R} m g y d s . \tag{1}
\end{equation*}
$$

Hence in a position of equilibrium this integral must be a minimum. On using $d s^{2}=d x^{2}+d y^{2}$ and ignoring the constant factor $m g$ it follows that we must minimize the integral

$$
\begin{equation*}
I=\int_{A}^{B} y\left(1+y^{\prime 2}\right)^{t} d x \tag{2}
\end{equation*}
$$

Here $F\left(x, y, y^{\prime}\right)=y\left(1+y^{\prime 2}\right)^{t}$ and $x$ is not explicit in $F$, hence we may use theorem $2, \S 1.4$. The characteristic equation is

$$
\begin{equation*}
y\left(1+y^{\prime 2}\right)^{4}-y^{\prime} \frac{y y^{\prime}}{\left(1+y^{\prime 2}\right)^{4}}=c \tag{3}
\end{equation*}
$$

where $c$ is an arbitrary constant. This simplifies to

$$
y^{\prime 2}=\left(y^{2} / c^{2}\right)-1
$$

which is easily integrated to

$$
\begin{equation*}
y=c \cosh \left(\frac{x+b}{c}\right) \tag{4}
\end{equation*}
$$

where $b$ and $c$ are arbitrary constants. (4) is the equation of a catenary whose directrix is the line $A_{1} B_{1}$.

The constants $b$ and $c$ can be calculated if the coordinates of two points on the catenary are known, e.g. the points $A$ and $B$. For simplicity let the coordinates of the pegs be $(-h, k)$ and ( $h, k$ ), where $h$ and $k$ are positive. Then

$$
\begin{equation*}
k=c \cosh \left(\frac{h+b}{c}\right)=c \cosh \left(\frac{+h+b}{c}\right), \tag{5}
\end{equation*}
$$

from which it follows that $b=0$ and

$$
\begin{equation*}
c \cosh \frac{h}{c}=k \tag{6}
\end{equation*}
$$

the last being an equation for $c$. On putting $h=c x$, equation (6) can be solved by finding the intersec tion of the curves

$$
\begin{equation*}
y=\cosh x \text { and } y=k x \cdot h \tag{7}
\end{equation*}
$$

Fig. I. 4 shows the curve $y=\cosh x$ together with one of the tangents which passes through the origin. Denote the angle between the


Fig. I. 4. $x$-axis and this tangent by $\alpha\left(\alpha=56^{\circ} 28^{\prime}=0^{\circ} .9855\right.$ radians approximately), then the curves (7)
(i) do not intersect if $k / h<\tan \alpha$,
(ii) touch at one point if $k / h=\tan \alpha$,
(iii) intersect at two points if $k / h>\tan \alpha$.

In case (i) no catenary can be drawn through $A$ and $B$ having $A_{1} B_{1}$ as its directrix, in case (ii) one such catenary can be drawn, and in case (iii) two such catenaries can be drawn.

In order to apply the Legendre test we must find the sign of

$$
\begin{equation*}
\frac{\partial^{2} F}{\partial y^{\prime 2}}=\frac{y}{\left(1+y^{\prime 2}\right)^{i}} \tag{8}
\end{equation*}
$$

From (6) and (4), $k, c$, and $y$ must have the same sign and so $y$ is always positive. For the positive value of the root, it follows that $I$ admits a minimum when the rope hangs in the form of the catenary (4), provided that the are $A B$ is sufficiently small. In the next chapter, § 2.13, the Jacobi test will tell us that only for the larger of the two values of $c$ in case (iii) is there a minimum; for the smaller of the values of $c$ in (iii) and for case (ii), (1) has stationary values which are neither maxima nor minima.

### 1.8. Applications to dynamical problems

The calculus of variations can be applied with great power to problems in dynamics. Consider a particle of mass $m$ moving under gravity and let its coordinates at time $t$ be $(x, y)$. where $x$ is measured horizontally and $y$ vertically upwards. Its equations of motion are

$$
\begin{equation*}
m \ddot{y}=-m g, \quad m \ddot{x}=0, \tag{1}
\end{equation*}
$$

where, as usual, dots denote differentiation with respect to $t$, the time. Denote the kinetic energy of the particle, $\frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}\right)$, by $T$; the potential energy, mgy. by $V$ and let

Then

$$
\begin{align*}
& L=T-V=\frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}\right)-m g y . \\
& \frac{\partial L}{\partial y}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{y}}\right)=-m g-m \ddot{y}=0 \tag{2}
\end{align*}
$$

by virtue of (1). But remembering that $\dot{x}$ is constant and using $t$ as the independent and $y$ as the dependent variable, it follows from theorem 1, § 1.4 , that (2) is the characteristic equation for the integral

$$
\begin{equation*}
I=\int_{A}^{B} L d t \tag{3}
\end{equation*}
$$

Thus for the motion of a particle under gravity and according to Newtonian laws of motion $I$ is stationary.

This is a special case of Hamilton's principle, one of the most fundamental principles in applied mathematics (discovered
about 1834). Hamilton's principle states that if $L=T-V$, where $T$ is the kinetic and $V$ is the potential energy of a system, then

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} L d t \tag{4}
\end{equation*}
$$

taken between two fixed values of the time $t_{0}$ and $t_{1}$, is stationary for a dynamical trajectory.

In more detail, let a system describe a dynamical trajectory from configuration $A$ to configuration $B$ under given forces (e.g. a particle $P$ describes a parabolic path from $A$ to $B$ in the earth's field). Consider the case when smooth constraints, which do no work, are imposed so that the system is compelled to pass from $A$ to $B$ along a neighbouring path in the same interval of time (e.g. the particle $P$ is constrained to pass from $A$ to $B$ by sliding along a smooth vertical curve which deviates slightly from the actual trajectory under gravity). Then (4) is stationary, and frequently $\Omega$ minimum, for the actual dynamical trajectory.

This principle will be proved in its most general form in Chapter $V$; in this chapter we shall illustrate it with a few examples. If the forces are conservative, then $T+V$ is constant, during the motion and Hamilton's principle reduces to the principle of least action, which states that

$$
\begin{equation*}
2 \int_{i_{0}}^{t_{1}} T d t \tag{5}
\end{equation*}
$$

is stationary for a dynamical trajectory. The integral (5) is called the action. This principle was announced by Maupertuis in 1744, but the first mathematical proof was given by Euler.

Example 4. To find the trajectory of a particle moving under the earth's gravitational field.

On writing $T=\frac{1}{2} m v^{2}$ and $v d t=\left(d_{s} / d t\right) d t=d s$ in (5) and ignoring the constant factor $m$ we have to minimize the integral

$$
\begin{equation*}
I=\int_{\Delta}^{B} v d s \tag{6}
\end{equation*}
$$

If $u$ is the initial velocity and $g$ denotes the acceleration of 6185
gravity, then $v^{2}=u^{2}-2 g y$, where $y$ is measured upwards. Also $d s^{2}=d x^{2}+d y^{2}$. Substituting in (6) we have

$$
\begin{equation*}
I=\int_{A}^{B}\left(u^{2}-2 g y\right)^{t}\left(1+y^{\prime 2}\right)^{t} d x \tag{6a}
\end{equation*}
$$

Here $F\left(x, y, y^{\prime}\right)=\left(u^{2}-2 g y\right)^{\frac{1}{t}}\left(1+y^{\prime 2}\right)^{\frac{1}{2}}$ and since $x$ is not explicit we may use theorem $2, \S 1.4$. The characteristic equation then becomes

$$
\begin{equation*}
\frac{\left(u^{2}-2 g y\right)^{2}}{\left(1+y^{\prime 2}\right)^{\prime}}=c \tag{7}
\end{equation*}
$$

where $c$ is an arbitrary constant. On solving for $y^{\prime}$ this is easily integrated to

$$
\begin{equation*}
c^{2}\left(u^{2}-2 g y-c^{2}\right)=g^{2}(x-d)^{2}, \tag{8}
\end{equation*}
$$

where $c$ and $d$ are arbitrary constants. ( $x$ ) is evidently the equation of the well-known parabolic trajectory of elementary dynamical theory.

It is worth noting that if $y$ is taken as the independent variable instead of $x$ then ( 7 ) could be obtained a little mure easily from theorem 3.§1.4. This is left as an exercise to the reader.

To determine whether $I$ is a maximum or a minimum it is best to go back to the form (5), where $t$ is the independent variable and $y$ the dependent one. Noting that $\dot{x}$ is constant, the Legendre test of $\S 1.5$ then depends upon the sign of $\hat{c}^{2} T / \partial \dot{y}^{2}$. Now $T=\frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}\right)$ and so $\dot{z}^{2} T ; \dot{y} \dot{y}^{2}=m$, which is positive. Hence for a trajectory with a sufficiently small arc the action is a minimum. For the maximum permissible length of this arc see $\$ 2.10$ and 2.14, where the Jacobi test will be applied.

If the coordinates of the end-points $A$ and $B$ are given, then on substitution in (8) it is possible to evaluate the two arbitrary constants $c$ and $d$. In general there are two trajectories through, $A$ and $B$; for example if the coordinates of $A$ are $(0,0)$ and those of $B$ are ( $a, 0$ ), the equations of the two trajectories are found to be

$$
\begin{equation*}
g\left(x^{2}-a x\right)+2 y c^{2}=0, \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
2 c^{2}=u^{2} \pm\left(u^{4}-g^{2} a^{2}\right)^{4} \tag{10}
\end{equation*}
$$

This agrees with elementary theory in which it is shown that for every given horizontal range and given speed of projection there are two possible trajectories provided that $u^{2}>g a$.

In its most general form Hamilton's principle contains the whole of dynamics within its scope. Not only is it elegant in theory but the ease with which the variables in the integral (4) can be changed gives it great flexibility in practice.

### 1.9. Applications to optical problems, paths of minimum

 timeConsider the problem of finding the path of a ray of light (or of a particle) which passes from $A$ to $B$ in minimum time. We shall confine ourselves to the case of isotropic media. If $P$ is a point in an isotropic medium, then the physical properties of the medium at $P$ are the same in all directions from $P$ and are therefore functions of the coordinates ( $x, y, z$ ) of $P$ (whereas in an anisotropic medium. such as a crystal, the speed of light at $P$ would vary with the direction of the ray). To simplify the analysis we shall also confine ourselves to plane paths, although this is not essential.

Let $\mu$ be the incerse of the speed and $d s$ the element of are at the point $P$, then the time taken to traverse $d s$ is $\mu d s$. where $\mu$ is a function of the coordinates of $P$ only. The problem then resolves itself into that of finding the path for which

$$
\begin{equation*}
\int_{A}^{R} \mu d s \tag{1}
\end{equation*}
$$

is a minimum. On using $d s^{2}=d x^{2}+d y^{2}$ we must then minimize the integral

$$
\begin{equation*}
I=\int_{A}^{B} \mu\left(1+y_{1}^{2}\right)^{t} d x \tag{2}
\end{equation*}
$$

where $y_{1}=d y / d x$. From theorem 1, § 1.4, the characteristic equation is

$$
\begin{equation*}
\left(1+y_{1}^{2}\right)^{4}+\frac{\partial \mu}{\partial y}-\frac{d}{d x}\left\{\frac{\mu y_{1}}{\left(1+y_{1}^{2}\right)^{t}}\right\}=0 . \tag{3}
\end{equation*}
$$

This equation is capable of a simple but important physical interpretation. If the tangent to the minimum path makes an angle $\psi$ with the $x$-axis, then from elementary theory we have $\left(1+y_{1}^{2}\right)^{4}=d s / d x$ and $y_{1} /\left(1+y_{1}^{2}\right)^{\frac{1}{2}}=\sin \psi$. Equation (3) is then easily reduced to

$$
\begin{equation*}
\frac{\partial \mu}{\partial y}=\frac{d}{d s}(\mu \sin \psi) . \tag{4}
\end{equation*}
$$

Now this equation represents a geometrical property of the minimum path which is independent of the choice of axes. Therefore its interpretation can be obtained by using any convenient system of axes. The most convenient system is chosen as follows.

Since $\mu$ is a function of $x$ and $y$ only, the equation

$$
\begin{equation*}
\mu=\text { constant } \tag{5}
\end{equation*}
$$

is that of a plane curve and by varying the constant we get a family of curves which will be called


Fig. I. 5. level curves. If $\mu$ is one-valued, then through any point there will be only one level curve (if $\mu$ is many valued the same will be true if one branch of $\mu$ is adhered to and branch points are avoided). If $O$ is a point on the minimum path, let us take it as the origin and the normal and tangent to the level curve through it as the $x$ and $y$ axes respectively. In Fig. I. 5 the level curve is drawn as a continuous line and the minimum path as a discontinuous line.
Now at $O$ the tangent to the curve (5) is perpendicular to the $x$-axis, hence $-\frac{\partial \mu}{\partial x} / \frac{\partial \mu}{\partial y}$ must be infinite and so ${ }_{c}^{\dot{c} \mu} \underset{\dot{c} y}{ }=0$. Equation (5) then becomes

$$
\begin{equation*}
\frac{d}{d s}(\mu \sin \psi)=0 . \tag{6}
\end{equation*}
$$

i.e. there is no variation in $\mu \sin \psi$ on travelling a small distance $d s$ along the minimum curve. In other words, if at a point of intersection of the level curves $\mu=$ constant and the path of minimum time the angle between the normal to the former and the tangent to the latter is $\psi$, then

$$
\begin{equation*}
\mu \sin \psi=\mathrm{constant} \tag{7}
\end{equation*}
$$

for all points along the minimum path.
For a ray of light $\mu$, which is inversely proportional to the speed, must be directly proportional to the refractive index of
the medium through which the ray is passing. Equation (7) is then a statement of Snell's law of refraction.

Conversely from Snell's law of refraction it follows that in its passage through isotropic media a ray of light moves from one point to another in stationary time.

With more elaborate analysis these results can be extended to three-dimensional space. $\dagger$ The Jacobi test of the next chapter will show that in general the time along an optical path is a minimum.

The Eulerian characteristic equation has so far been integrated in two cases, namely theorems 2 and 3, §1.4. Equation (7) above gives us another case of integration. This important result is not restricted to optical theory, as the following dynamical example shows.

For a particle moving in a conservative field of force the principle of least action, $\$ 1.9$, states that $2 \int_{A}^{R} T d t$ is stationary for the actual path. Here $T$ (the kinetic energy) $=\frac{1}{2} m v^{2}$ and on writing $r d t=d s$, and ignoring the constant factor $m$ the integral to be minimized becomes

$$
\begin{equation*}
\int_{A}^{B} v d s \tag{8}
\end{equation*}
$$

If $l^{\prime}$ is the potential energy and $h$ the total energy of the particle we have

$$
\begin{equation*}
\frac{1}{2} m r^{2}+V=h . \tag{9}
\end{equation*}
$$

Thus (8) can be rewritten in the form

$$
\begin{equation*}
\int_{i}^{B}(h-V)^{t} d s \tag{10}
\end{equation*}
$$

where $V$ is a function of position only. The results of the first part of this section then show that the curves which minimize (10) must have the following property. Writing $\mu=(h-V)^{+}$ in order to correlate integrals (1) and (10), we see that the level curves are given by $\left(h-V^{\prime}\right)^{i}=$ constant. This is equivalent to $V=$ constant, so that the level curves are the same as the

[^2]equipotential curves of dynamical theory. The interpretation of (7) for this case can be stated as follows:

Let the path of the particle cut an equipotential curve at the point $P$ and let the tangents to the two curves at $P$ intersect at an angle $\frac{1}{2} \pi-\psi$. Then

$$
\begin{equation*}
(h-V)^{i} \sin \psi=\text { constant } . \tag{11}
\end{equation*}
$$

This result, which is true at all points of the trajectory, has been obtained without integration.

In the case of a particle moving in the earth's gravitational field $V=m g y$, and it can be shown that (11) is equivalent to the statement that the subnormal at all points of the trajectory is constant, a well-known property of the parabola.

This idea was applied to dynamics with great effect by Hamilton and enabled him to develop the theory of contact transformations. $\dagger$ It is also found useful in the modern theory of wave mechanics.

### 1.10. Geodesics on a sphere

Consider the family of curves lying wholly on a given surface, $S$ say, and passing through two given points, $A$ and $B$, both lying on $S$. Among these curves there will be one for which the length of the arc $A B$ is a minimum and others for which this length is stationary. Such curves are known as geodesics. They are most easily determined by the methods of the calculus of variations, as the following example where $S$ is a sphere, will show.

Let $(x, y, z)$ be the coordinates of a point $P$ on a sphere whose centre is at the origin and whose radius is $a$. Then in polar coordinates $x=a \sin \theta \cos \phi, y=a \sin \theta \sin \phi$ and $z=a \cos \theta$, where $\theta$ is the colatitude and $\phi$ the longitude or azimuth (Fig. I. B). Evidently

$$
\begin{equation*}
d s^{2}=d x^{2}+d y^{2}+d z^{2}=a^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{1}
\end{equation*}
$$

and so we are required to minimize the integral

$$
\begin{equation*}
I=a \int_{A}^{B}\left(1+\phi_{1}^{2} \sin ^{2} \theta\right)^{t} d \theta \tag{2}
\end{equation*}
$$

$\dagger$ Whittaker, Analytical Dynamics, chap. xi.
where $\phi_{1}==d \phi / d \theta$ and the positive value of the root is taken. From theorem 3, § 1.4, it follows that the characteristic equation is

$$
\begin{equation*}
\frac{\partial}{\partial \phi_{1}}\left(1+\phi_{1}^{2} \sin ^{2} \theta\right)^{t}=\text { constant } . \tag{3}
\end{equation*}
$$
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This differentiates to

$$
\begin{gather*}
\phi_{1} \sin ^{2} \theta \\
\left(1+\phi_{1}^{2} \sin ^{2} \theta\right)^{3} \tag{4}
\end{gather*}=\sin \alpha,
$$

where a is constant. Solving for $\phi_{1}$ and integrating we get

$$
\begin{equation*}
\phi+\beta=\int \frac{\sin \alpha d \theta}{\sin \theta\left(\sin ^{2} \theta-\sin ^{2} \alpha\right)^{4}} \tag{5}
\end{equation*}
$$

On substituting $\theta=-\tan ^{-1}(1, u)$ in the integral on the right-hand side it reduces to

$$
\begin{equation*}
-\int \frac{\tan \alpha d u}{\left(1-u^{2} \tan ^{2} \alpha\right)^{4}} \tag{6}
\end{equation*}
$$

Equation (5) now integrates to

$$
\begin{equation*}
\cos (\phi+\beta)=\frac{\tan \alpha}{\tan \theta}, \tag{7}
\end{equation*}
$$

which, on transformation into Cartesian coordinates, gives us

$$
\begin{equation*}
x \cos \beta-y \sin \beta=z \tan \alpha \tag{8}
\end{equation*}
$$

This is the equation of a plane through the centre of the sphere.
Thus the geodesics on a sphere are obtained as the intersection of the sphere and a plane through its centre, and so must be arcs of great circles.

The Legendre test of $\S 1.5$ depends upon the sign of

$$
\begin{equation*}
\frac{\partial^{2}}{\partial \phi_{1}^{2}}\left(1+\phi_{1}^{2} \sin ^{2} \theta\right)^{4}=\frac{\sin ^{2} \theta}{\left(1+\phi_{1}^{2} \sin ^{2} \theta\right)^{1}} \tag{9}
\end{equation*}
$$

Since the positive value of the root is taken it follows that $I$, equation (2), admits a minimum for a sufficiently small length of arc $A B$. The maximum permissible length of arc is obtained in § 2.9 and § 2.15, where the Jacobi test is used.

### 1.11. Brachistochrone

The following problem, first solved by Bernoulli in 1696, led to the foundation of the calculus of variations in its modern form.

Example 6. A particle slides under gravity from rest along a smooth vertical curve joining two points $A$ and $B$. To find the curve in which the time from $A$ to $B$ is a minimum. A curve of minimum time in dynamics is known as a brachistochrone.

Taking the upper point $A$ as the origin and measuring $y$ vertically downwards. the velocity at a depth $y$ is (2gy) and the time from $A$ to $B$ is

$$
\begin{equation*}
\int \frac{d s}{v}=\frac{1}{(2 g)^{\frac{1}{2}}} \int \frac{1}{y^{\frac{1}{2}}}\left(1+y_{1}^{2}\right)^{t} d x, \tag{1}
\end{equation*}
$$

where $y_{1}=d y / d x$.
From theorem 2, § 1.4, this is stationary when

$$
\begin{equation*}
\frac{1}{y^{\frac{1}{2}}}\left(1+y_{1}^{2}\right)^{4}-\frac{y_{1}^{2}}{y^{4}\left(1+y_{1}^{2}\right)^{4}}=\text { constant } \tag{2}
\end{equation*}
$$

which simplifies to $\quad y\left(1+y_{1}^{2}\right)=2 c$.
On putting $y_{1}=\tan \psi$ in (3) we get

$$
\begin{equation*}
y=c(1+\cos 2 \psi) \tag{4}
\end{equation*}
$$

and on writing $d x=d y \cot \psi$, substituting for $d y$ from (4) and integrating we get

$$
\begin{equation*}
x=a-c(2 \psi+\sin 2 \psi) \tag{5}
\end{equation*}
$$

where $a$ and $c$ are arbitrary constants. Equations (4) and (5) are evidently the equations of a cycloid in the usual parametric form, with $2 \psi$ as the angular parameter and $c$ as the radius of the generating circle. The generating circle rolls on the horizontal line through $A$ which lies in the vertical plane through $A B$.

On substituting the coordinates of $A,(0,0)$ in (4) and (5), we get $\psi=\frac{1}{2} \pi$ and $a=c \pi$. On substituting the coordinates of $B$ in (4) and (5) and eliminating $\psi$ the values of $a$ and $c$ are then easily found.

The Legendre test of $\S 1.5$ depends upon the sign of

$$
\begin{equation*}
\frac{\partial^{2}}{\partial y_{1}^{2}}\left\{\frac{\left(1+y_{1}^{2}\right)^{\frac{1}{2}}}{y^{1}}\right\}=\frac{1}{y^{4}\left(1+y_{1}^{2}\right)^{2}} . \tag{6}
\end{equation*}
$$

On taking the positive value of each root it follows that the integrals of (1) admit a minimum for a sufficiently small arc of the cycloid.

### 1.12. Minimal surfaces

Example 7. Given two points $A$ and $B$ and a line $l$ which intersects $A B$ produced. Let $\omega$ denote the plane through $A$, $B$, and $l$. To find the curve joining $A$ and $B$ which lies in the plane $\omega$ and which. on rotation about $l$ through four right angles, generates a surface of minimum area.

If $d s$ is the element of arc of a curve joining $A$ to $B$ and $y$ is its distance from $l$, then the area generated by rotation about $l$ is

$$
\begin{equation*}
2 \pi \int y d s \tag{1}
\end{equation*}
$$

The problem of minimizing this integral has already been dealt with in § 1.7 and the solution is therefore given by (4), $\S 1.7$. Thus (1) is minimized by the curve whose equation is

$$
\begin{equation*}
y=c \cosh \left(\frac{x+b}{c}\right) \tag{2}
\end{equation*}
$$

where $b$ and $c$ are arbitrary constants. This is a catenary whose directrix coincides with the axis of rotation.

The analysis of $\S 1.7$ applies completely to the problem of this paragraph. If for simplicity the two points $A$ and $B$ have coordinates ( $h, k$ ) and $(-h, k)$, where $h$ and $k$ are positive, and if $k>h \tan \alpha\left(\right.$ where $\alpha=56^{\circ} 28^{\prime}$ ), then there are two real values of $c$ satisfying the equation

$$
\begin{equation*}
c \cosh \frac{h}{c}=k, \tag{3}
\end{equation*}
$$

and for the larger of these values of $c$ there will be a minimum.

The surface generated by the revolution of a catenary about its directrix is a special case of a class of surfaces known as minimal surfaces. A more general discussion of these surfaces will be given in § 3.11 .

### 1.13. Principle of least action. Inverse square law

$\checkmark$ Example 8. A particle of mass $m$ is attracted towards a fixed point $O$ by a force of magnitude $m \mu_{i} r^{2}$, where $\mu$ is constant and $r$ is its distance from $O$. Nhow that the orhit of the particle is an ellipse, one of whose foci is at $O$.

On using the principle of least action, § 1.8 , we must minimize the integral

$$
\begin{equation*}
2 \int T d t \tag{1}
\end{equation*}
$$

where $T$ (the kinetic energy) $=\frac{1}{2} m \varepsilon^{2}$. On writing $v d t=d s$ in (1) the integral is transformed to

$$
\begin{equation*}
m \int v d s \tag{2}
\end{equation*}
$$

We first find $v$ in terms of $r$ by using the potential energy. This is the work done by the field in displacing a unit particle to some convenient standard position. At a point distant $r$ from $O$ the potential energy is

$$
\begin{equation*}
-\mu \int_{r}^{\infty} \frac{d r}{r^{2}}=-\frac{\mu}{r} \tag{3}
\end{equation*}
$$

Hence, from the conservation of energy, we have

$$
\begin{equation*}
\frac{1}{2} m v^{2}-m{ }_{r}^{\mu}=\text { constant }, \tag{4}
\end{equation*}
$$

or, in more convenient form.

$$
\begin{equation*}
v^{2}=\mu\left(\frac{2}{r}-\frac{1}{a}\right), \tag{5}
\end{equation*}
$$

where $a$ is constant. On using polar coordinates, for which $d s^{2}=d r^{2}+r^{2} d \theta^{2}$, and ignoring the constant factor $m \checkmark^{\prime} \mu$, (2) becomes

$$
\begin{equation*}
\int\left(\frac{2}{r}-\frac{1}{a}\right)^{\frac{1}{2}}\left\{1+r^{2}\left(\frac{d \theta}{d r}\right)^{2}\right\}^{\frac{1}{2}} d r \tag{B}
\end{equation*}
$$

Taking $r$ as the independent and $\theta$ as the dependent variable this integral can be minimized by using theorem 3, §1.4, the characteristic equation being

$$
\begin{equation*}
\left(\frac{2}{r}-\frac{1}{a}\right)^{\frac{1}{2}} \frac{r^{2}(d \theta / d r)}{\left\{1+r^{2}(d \theta / d r)^{2}\right\}^{\frac{1}{2}}}=\text { constant }=c^{\frac{1}{2}} . \tag{7}
\end{equation*}
$$

Solving for $d \theta / d r$ we have

$$
\begin{equation*}
\frac{d \theta}{d r}=\frac{(a c)^{\frac{1}{2}}}{r\left(2 a r-r^{2}-a c\right)^{4}} . \tag{8}
\end{equation*}
$$

On transforming to a new variable $u$, where $r=c / u$, this is easily integrated to

$$
\begin{equation*}
\frac{c}{r}=1+\left(1-\frac{c}{a}\right)^{\frac{1}{2}} \cos (\theta+\beta) \tag{9}
\end{equation*}
$$

where $\beta$ is another arbitrary constant. For real results we must have $c<a$.

The orbit is therefore a conic having $O$ as a focus with eccentricity ( $1-c / a)^{\frac{t}{4}}$. In (7) $c^{h}$ must be real and so $c$ must be positive. Hence (9) is an ellipse, parabola, or hyperbola according as a is positive, infinite, or negative. On applying this result to (5) we obtain the velocity formula appropriate to each type of orbit.

The Legendre test tells us that the action is a minimum for a sufficiently small arc of the orbit. The details of the analysis are left to the reader. For the permissible length of this are see § 2.16, where the Jacobi test is applied.

### 1.14. Principle of least action. Direct distance law

Example 9. A particle of mass $m$ is attracted towards a fixed point $O$ by a force $m \mu r$, where $\mu$ is constant and $r$ is its distance from $O$. Show that its orbit is an ellipse whose centre is at $O$.

By using the potential energy as in the last section, it can be shown that

$$
\begin{equation*}
v^{2}=\mu\left(a^{2}-r^{2}\right) \tag{1}
\end{equation*}
$$

On using polar coordinates, the principle of least action shows that the integral to be minimized is

$$
\begin{equation*}
\int\left(a^{2}-r^{2}\right)^{4}\left\{1+r^{2}\left(\frac{d \theta}{d r}\right)^{2}\right\}^{\frac{1}{2}} d r . \tag{2}
\end{equation*}
$$

From theorem 3, § 1.4, the characteristic equation is

$$
\begin{equation*}
\left(a^{2}-r^{2}\right)^{4} \frac{r^{2}(d \theta / d r)}{\left\{1+r^{2}(d \theta / d r)^{2}\right\}^{4}}=c^{2} \tag{3}
\end{equation*}
$$

where $c$ is an arbitrary constant. On writing $r^{2}=c^{2} / u$ and solving for $d \theta / d u$ this equation can be integrated. The details are left to the reader, the result is

$$
\begin{equation*}
\frac{c^{2}}{r^{2}}=\left(\frac{a^{4}}{4 c^{4}}-1\right)^{\frac{1}{2}} \cos 2(\theta+\beta)+\frac{a^{2}}{2 c^{2}}, \tag{4}
\end{equation*}
$$

where $\beta$ is another arbitrary constant. This is the polar equation of an ellipse whose centre is at $O$, the origin.

The Legendre test shows that the action is a minimum for a sufficiently small arc of the orbit. For the permissible length of this arc see § 2.17.

### 1.15. A Problem in fluid motion

Example 10. A uniform perfect liquid rotates inside a cylindrical container with constant angular velocity $\omega$ about a


Fig. I. 7. vertical axis. Show that the free surface is a paraboloid of revolution.

Let $r$ and $z$ be the distances of any point $P$ of the liquid from the axis of rotation and the bottom of the container respectively. Consider the liquid as made up of a number of elementary particles of which one. of mass $m$, is situated at $P$ and apply D'Alembert's principle, which states that the external forces and the reversed effective forces are in equilibrium.

For the particle at $P$ the external force is $m g$ vertically downwards. The reversed effective force (i) is of magnitude $m r \omega^{2}$, (ii) lies in the horizontal line which passes through $P$ and intersects the axis of revolution, (iii) is directed away from the axis (Fig. I. 7). The potential function for such a system of forces is $m g z-\frac{1}{2} m r^{2} \omega+a$, where $a$ is constant. We now sum this function for all particles of the liquid situated on a thin cylinder whose
axis is the axis of revolution and whose internal and external radii are $x$ and $x+d x$. The sum is ( $\left.\frac{1}{2} \rho g y^{2}-\frac{1}{2} \rho x^{2} y \omega+a y\right) 2 \pi x d x$, where $y$ is the height from the bottom of the cylinder to the free surface and $\rho$ is the density of the liquid.. On summing for all such cylinders the potential energy of the system is then equal to

$$
\begin{equation*}
\int_{0}^{b}\left(\frac{1}{2} \rho g y^{2}-\frac{1}{2} \rho x^{2} y \omega+a y\right) 2 \pi x d x \tag{1}
\end{equation*}
$$

where $b$ is the radius of the container.
When the potential energy is stationary the system is in equilibrium and when it is a minimum the equilibrium is stable. To minimize (1) we have the Eulerian equation

$$
\begin{equation*}
\rho g y-\frac{1}{2} \rho x^{2} \omega+a=0 . \tag{2}
\end{equation*}
$$

This is the equation of the free surface and is evidently a paraboloid of revolution.

Since there is no term containing $y^{\prime}$ in the integrand the Legendre test cannot be applied. On introducing the variation $\dagger$ $y=s(x)+\epsilon t(x)$, as in $\S 1.3$, it is easily found that the second variation is

$$
\frac{1}{2} \epsilon^{2} \int_{0}^{b} t^{2}(x) \rho g d x \text {. }
$$

This is positive, independently of the choice of $\epsilon$ and $t(x)$, and the potential energy is therefore a minimum when the free surface is the paraboloid (2).

### 1.16. Newton's solid of minimum resistance

Example 11. The following problem, propounded by Newton in the Principia (1687), was one of the earliest to be solved by the methods of the calculus of variations.

A solid of revolution moves, with constant velocity, in the direction of its axis in a perfect incompressible liquid. If the resistance at any point is proportional to the square of the normal component of the velocity, find the shape of the surface in order that the total resistance should be a minimum.

Taking the $y$-axis as the axis of revolution, the positive

[^3]direction being the direction of motion (Fig. I. 8), let $v$ denote the velocity. If $\psi$ is the angle between the $x$-axis and the tangent to the meridian curve at the point $P$, the resistance of the solid is proportional to
\[

$$
\begin{equation*}
\int\left\{v^{2} \cos ^{2}(\pi-\psi) 2 \pi x d s\right\} \cos \psi:=\int v^{2} \cos ^{2} \psi 2 \pi x d x \tag{1}
\end{equation*}
$$

\]

the integration being taken along an are of the meridian curve.


Fig. I. 8.
Since $\cos \psi=d x d s$ and $\cos ^{2} \psi-1 \sec ^{2} \psi=1,\left(1+y^{\prime 2}\right)$ where $y^{\prime}=d y^{\prime} d x$, it follows that we must minimize the integral

$$
\begin{equation*}
I=\int \frac{x}{1+y^{/ 2}} d x \tag{2}
\end{equation*}
$$

From theorem 3.§ 1.4, the characteristic equation is

$$
\begin{equation*}
\frac{x y^{\prime}}{\left(1+y^{\prime 2}\right)^{2}}=\text { constant } \tag{3}
\end{equation*}
$$

This is best solved in parametric form. On writing $c$ for the constant and $y^{\prime}=p$ we have
and

$$
\begin{align*}
& x=\frac{c}{p}\left(1+p^{2}\right)^{2}  \tag{4}\\
& y=\int p d x \tag{5}
\end{align*}
$$

Substituting for $d x$ from (4) and integrating (5) we obtain

$$
\begin{equation*}
y=a+c\left(-\log p+p^{2}+p^{4}\right) \tag{6}
\end{equation*}
$$

Equations (4) and (6) are the required equations, in parametric form, of the meridian curve of the solid of least resistance.

The Legendre test depends upon the sign of $\hat{\partial}^{2} F / \partial y^{\prime 8}$ which, for this problem, is equal to

$$
-2 x \frac{\left(1-3 y^{\prime 2}\right)}{\left(1+y^{\prime 2}\right)^{3}}
$$

Hence for a sufficiently small arc there will be a minimum if, when $x$ is positive, $y^{\prime}>1 / \wedge 3$, or $y^{\prime}<-1 /{ }^{\prime} 3$. The results, however, do not agree well with experiment.

### 1.17. Discontinuous solutions

In the examples hitherto discussed $y$ and its derivatives have all been continuous functions of $x$. Discontinuous solutions are also possible in some cases. In these $y$ is defined for every relevant value of $x$ and must be continuous, but $d y i d x$. or some higher derivative may be a discontinuous function of $x$. Suppose that $d y^{\prime} d x$ is discontinuous at $x=x_{1}$, then, as $x$ tends to $x_{1}$, $d y_{i}^{\prime} d x$ tends to the limit $m$ or $n(\neq m)$ according as $x-x_{1}$ tends to zero through negative or positive values. At $x=x_{1}$ the path of integration is said to have a corner. Except for the brief remarks of this section, such solutions will not be considered in this book.

Discontinuous solutions are generally obtained by joining together several continuous arcs, each of which satisfies the Eulerian characteristic equation. The corners occur at the points of junction.

We now prove that $\partial F / \partial y^{\prime}$ and $F-y^{\prime}\left(\partial F ; c y^{\prime}\right)$ must be continuous functions of $x$ at all corner points as well as at ordinary points. $\dagger$

Differentiate the two equations

$$
\begin{equation*}
\frac{\partial F}{\partial y^{\prime}}=\int^{x} \frac{\partial F}{\partial y} d x \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
F-y^{\prime} \frac{\partial F}{\partial y^{\prime}}=\int^{x} \frac{\partial F^{\prime}}{\partial x} d x \tag{2}
\end{equation*}
$$

[^4]totally with respect to $x$. In each case we deduce that $y$ satisfies the characteristic equation. Conversely if $y$ satisfies the characteristic equation, then (1) and (2) can be deduced by integration with respect to $x$. From the usual continuity properties of integrals it then follows that the expressions on the left-hand sides must be continuous functions of $x$.

The following example illustrates how these results can be applied in practice.

Example 12. Minimize the integral

$$
\begin{equation*}
I=\int\left(y^{\prime 2}-1\right)^{2} d x \tag{3}
\end{equation*}
$$

From theorem 3, §1.4, the extremals are the straight lines

$$
\begin{equation*}
y=a x+b \tag{4}
\end{equation*}
$$

Suppose that a corner exists at $x \because x_{1}$ with slopes $m$ and $n$ ( $\neq m$ ) on either side. From the continuity of ' $F \cdot{ }^{\prime} y^{\prime}$ we have

$$
\begin{equation*}
4 m\left(m^{2}-1\right):: 4 n\left(n^{2}-1\right) \tag{5}
\end{equation*}
$$

and from that of $F-y^{\prime}\left(\hat{c} F_{;} c y^{\prime}\right)$ we have

$$
\begin{equation*}
\left(m^{2}-1\right)^{2}-4 m^{2}\left(m^{2}-1\right)=\left(n^{2}-1\right)^{2}-4 n^{2}\left(n^{2}-1\right) \tag{6}
\end{equation*}
$$

Since $m \neq n$ we may divide each of these equations by $(m-n$ ), when it follows easily that $m=1$ and $n=-1$ are solutions. Hence the minimizing path of integration consists of a series of straight lines making angles $\pm 1 \pi$ with the $x$-axis. Evidently $I \geqslant 0$ so that the minimizing path, for which $y^{\prime} \cdots \pm 1$, gives an absolute minimum.

Example 13. Minimize the integral

$$
I=\int\left(y^{\prime}-\tan \alpha\right)^{2}\left(y^{\prime}-\tan \beta\right)^{2} d x
$$

where $x$ and $\beta(\neq \alpha)$ are constants.
At a corner with slopes $m$ and $n$ on either side, $\delta \sigma / \partial y^{\prime}$ can be continuous only if it has the same value for $y^{\prime}=m$ as for $y^{\prime}=\boldsymbol{n}$. By Rolle's theorem $\dagger$ it follows that $\dot{\partial}^{2} F / \partial y^{\prime 2}$ must vanish for some intermediate value of $y^{\prime}$. Therefore no discontinuous solutions can exist for a region in which $\partial^{2} F / \partial y^{\prime 2}$ has no zeros.

[^5]For example, consider the catenary problem of § 1.7. Here

$$
\begin{equation*}
\frac{\dot{\sigma}^{2} F}{\partial y^{\prime 2}}=\frac{y}{\left(1+y^{\prime 2}\right)^{1}} \tag{7}
\end{equation*}
$$

Since this has no zero for any finite value of $y$ there can be no discontinuous solutions for the problem of § 1.7.

Similar remarks apply to the least action and brachistochrone problems discussed in $\$ \$ 1.8,1.11,1.13$, and 1.14 .

### 1.18. Characteristic equation an identity

We conclude the chapter by discussing the case when the characteristic equation reduces to a zero identity.
('onsider the problem of minimizing the integral

$$
\begin{equation*}
\int\left\{\underline{x} y+\left(x^{2}+3 y^{2}\right) y^{\prime}\right\} d x . \tag{1}
\end{equation*}
$$

From theorem 1. §1.4, the characteristic equation

$$
\begin{equation*}
\frac{\partial f}{\partial y}-\frac{d}{d x}\left(\frac{\partial F}{\partial y^{\prime}}\right)=0 \tag{2}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\left(2 x+6 y y^{\prime}\right)-\frac{d}{d x}\left(x^{2}+3 y^{2}\right)=0 . \tag{3}
\end{equation*}
$$

On performing the differentiation the left-hand side vanishes identically. Evidently the calculus of variations has no application to cases of this sort. Instead we must make use of the following theorem:

Theurem:. If the characteristic equation (2) vanishes identically, then the indefinite integral $\int F\left(x, y, y^{\prime}\right) d x$ can be evaluated as a function of $x$ and $y$. The integral has then a value which is independent of the path of integration and which is a function of the end point positions only.

Proof. Suppose that (2) reduces to a zero identity, then on writing out the equation in full we have

$$
\begin{equation*}
\frac{a F}{\partial y}-\frac{\partial^{2} F}{\partial x a y}-\frac{\partial^{2} F}{\partial y \partial y} \frac{d y}{d x}-\frac{\partial^{2} F}{\partial y^{\prime 2}} \frac{d^{2} y}{d x^{2}}=0 . \tag{4}
\end{equation*}
$$

Since the factor $d^{2} y_{i} d x^{2}$ occurs only in the last term on the left-hand side, if $(4)$ is an identity then $\partial^{2} F^{\prime} / \partial y^{\prime 2}=0$, i.e. $F$ can contain $y^{\prime}$ only to the first degree. Hence $F$ must be of the form

$$
\begin{equation*}
F=p y^{\prime}+q, \tag{5}
\end{equation*}
$$

where $p$ and $q$ are functions of $x$ and $y$ only. On substituting this in (4) we get

$$
\begin{equation*}
\frac{\partial p}{\partial y} y^{\prime}+\frac{\partial q}{\partial y}-\frac{\partial p}{\partial x}-\frac{\partial p}{\partial y} y^{\prime}=0 \tag{6}
\end{equation*}
$$

Hence $\partial q / \partial y=\partial p / \partial x$ and so $p d y+q d x$ must be a perfect differential.
Let

$$
\begin{equation*}
p d y+q d x=d f(x, y) \tag{7}
\end{equation*}
$$

then from (5) we obtain immediately

$$
\begin{equation*}
\int F\left(x, y, y^{\prime}\right) d x=f(x, y) \tag{8}
\end{equation*}
$$

It is evident from (8) that the value of the integral must be a function of the end points only.

Example 14. In example 6, $\S 1.11$, find the brachistochrone if the particle is projected from $A$ with the velocity ( $2 g h)^{i}$.

Example 15. A plane curve is a free orbit under one central force and a brachistochrone under another central force to the same point. $v, v_{1}$ are the velocities of the respective particles at the same point (although not necessarily at the same time). Prove that $\tau v_{1}$ is constant.

Example 16. Prove that an ellipse is a brachistochrone for a particle moving under a central force to one focus varying inversely as the square of the distance from the other focus.

## THE SECOND VARIATION

### 2.1. Introduction

In this chapter we shall deal with the second variation, see § 1.3, equation (11). The ideas upon which our study is based are much the same as those used in the maximum and minimum theory of functions of one variable. If $f^{\prime}(a)=0$, then we can deduce at most that $f(x)$ is stationary at $x=a$. Further information about the nature of $f(a)$ requires a study of the sign of $f^{\prime \prime}(a)$. If this is positive (negative), then $f(x)$ has a minimum (maximum) value at $x=a$, and if $f^{\prime \prime}(a)=0$, then derivatives of order higher than the second must be considered.

The corresponding study in the calculus of variations is necessarily much more complex than this.

### 2.2. The second variation

Recapitulating the investigations of the previous chapter, especially those of $\$ s .3$ and 1.4 , we have the following result:

Let $y:=x(x)$ be the path of integration for which the integral

$$
\begin{equation*}
I=\int_{a}^{b} F\left(x, y, y^{\prime}\right) d x \tag{1}
\end{equation*}
$$

is stationary and let $y=s(x)+\epsilon t(x)$ be the path when a weak variation is made in $y$. If $I_{s}$ and $I_{s}+\delta I_{s}$ are the corresponding values of $I$, then

$$
\begin{equation*}
\delta I_{s}=I_{2}+O\left(\epsilon^{3}\right), \tag{2}
\end{equation*}
$$

where $I_{2}$, the second variation, is given by

$$
\begin{equation*}
I_{2}=\frac{\epsilon^{2}}{2!} \int_{u}^{b}\left\{t^{2} \frac{\dot{\partial}^{2} F}{\dot{c} s^{2}}+2 t t^{\prime} \frac{\partial^{2} F}{\partial s \dot{c} s^{\prime}}+t^{\prime 2} \frac{\partial^{2} F}{\partial s^{\prime 2}}\right\} d x \tag{3}
\end{equation*}
$$

Here dashes denote differentiation with respect to $x$ and, for brevity, $t(x)$ has been replaced by $t$.

In order that $I_{s}$ should be a maximum the sign of $\delta I_{s}$ must be negative independently of the choice of $t(x)$, for all sufficiently small $\epsilon$. This requires that the integral of (3) should be negative
independently of the choice of $t(x)$. Similar remarks, but with changed sign, apply to the case when $I_{s}$ is a minimum.

By means of an ingenious artifice, due to Jacobi, this integral can be put into a form which shows that its sign depends almost entirely upon the sign of $\partial^{2} F / \partial s^{\prime 2}$. The transformation will be divided into two stages, each of which will be dealt with by a simple lemma. The second of these will introduce the Jacobi accessory equation.

For simplicity the following notation will be adopted:

$$
\begin{equation*}
\frac{\partial F}{\partial s}=F_{0}, \frac{\partial F}{\partial s^{\prime}}=F_{1}, \frac{\partial^{2} F}{\partial s^{2}}=F_{00}, \frac{\partial^{2} F}{\partial s \partial s^{\prime}}=F_{01}, \frac{\partial^{2} F}{\partial s^{\prime 2}}=F_{11} \tag{4}
\end{equation*}
$$

so that we have

$$
\begin{equation*}
I_{2}=\frac{\epsilon^{2}}{2!} \int_{a}^{b}\left(t^{2} F_{00}+2 t t^{\prime} F_{01}+t^{\prime 2} F_{11}\right) d x \tag{5}
\end{equation*}
$$

### 2.3. Lemma 1

If $t(a)=t(b)=0$, then

$$
\begin{align*}
\int_{a}^{b}\left(t^{2} F_{00}+2 t t^{\prime} F_{01}\right. & \left.+t^{\prime 2} F_{11}\right) d x \\
& =\int_{a}^{b}\left\{\left(t^{2} F_{00}-t^{2} \frac{d}{d x}\left(F_{01}\right)-t \frac{d}{d x}\left(t^{\prime} F_{11}\right)\right\} d x .\right. \tag{1}
\end{align*}
$$

To prove this it is evident that the right-hand side is equal to

$$
\int_{a}^{b}\left\{t^{2} F_{00}+t t^{\prime} F_{01}-t \frac{d}{d x}\left(t F_{01}+t^{\prime} F_{11}\right)\right\} d x
$$

On integrating the negative terms by parts this becomes equal to

$$
\begin{equation*}
\int_{a}^{b}\left(t^{2} F_{00}+t t^{\prime} F_{01}\right) d x-t\left(t F_{01}+t^{\prime} F_{11}\right)_{a}^{b}+\int_{a}^{b} t^{\prime}\left(t F_{01}+t^{\prime} F_{11}\right) d x \tag{2}
\end{equation*}
$$

But, by hypothesis, $t(a)=t(b)=0$ and so $t\left(t F_{01}+t^{\prime} F_{11}\right)_{a}^{b}=0$. Hence expression (2) reduces to the left-hand side of (1) and the truth of the lemma is established.

The conditions $t(a)=t(b)=0$ are those stipulated in $\S 1.3$ in order that $t(x)$ should vanish at the end points of the curve $A P B$ (Fig. I. 1).

### 2.4. Lemma 2. Jacobi's accessory equation

On solving the characteristic equation (3), § 1.4, the equation of the extremal $y=s(x)$ which passes through the given points $A$ and $B$ can be determined.

Thus the quantities $F_{00}, F_{01}, F_{11}$, and $\frac{d}{d x}\left(F_{01}\right)$ can all be expressed in terms of $x$ and the differential equation

$$
\begin{equation*}
\left\{F_{00}-\frac{d}{d x}\left(F_{01}\right)\right\} u-\frac{d}{d x}\left(F_{11} \frac{d u}{d x}\right)=0 \tag{1}
\end{equation*}
$$

can then be solved for $u$ as a function of $x$. This is an ordinary linear differential equation of the second order and is known as the subsidiary or Jacobi's equation or, more frequently, as the accessory equation.

On taking $x$ to be the independent and $t(=t(x))$ the dependent variable in the integral of $I_{2} .(5) . \S 2.2$. it is easily seen that (1) is the Euler equation for minimizing $I_{2}$ with $t$ replaced by $u$.
Lemma 2. If $t(a)=t(b)=0$ and $u$ is a solution of equation (1), then

$$
\begin{equation*}
I_{2}=\frac{\epsilon^{2}}{2!} \int_{a}^{b} F_{11}\left(t^{\prime}-t^{u^{\prime}} \frac{u^{\prime}}{u}\right)^{2} d x, \tag{2}
\end{equation*}
$$

where $t(x)$ is denoted by $t$ and, as usual, dashes or primes denote differentiation.

Proof. From lemma 1, we have

$$
\begin{equation*}
I_{2}=\frac{\epsilon^{2}}{2!} \int_{a}^{b}\left\{t^{2} F_{00}-t^{2} \frac{d}{d x}\left(F_{01}\right)-t \frac{d}{d x}\left(t^{\prime} F_{11}\right)\right\} d x, \tag{3}
\end{equation*}
$$

and from equation (1) this can evidently be written in the form

$$
\begin{equation*}
I_{2}=\frac{\epsilon^{2}}{2!} \int_{a}^{b} \frac{t}{u}\left\{t \frac{d}{d x}\left(F_{11} \frac{d u}{d x}\right)-u \frac{d}{d x}\left(F_{11} \frac{d t}{d x}\right)\right\} d x . \tag{4}
\end{equation*}
$$

Now by straightforward differentiation it is easily shown that

$$
\begin{equation*}
t \frac{d}{d x}\left(F_{11} \frac{d u}{d x}\right)-u \frac{d}{d x}\left(F_{11} \frac{d t}{d x}\right)=\frac{d}{d x}\left\{F_{11}\left(t \frac{d u}{d x}-u \frac{d t}{d x}\right)\right\}, \tag{5}
\end{equation*}
$$

so that equation (4) can be written in the form

$$
\begin{equation*}
I_{2}=\frac{\epsilon^{2}}{2!} \int_{a}^{b} \frac{t}{u} \frac{d}{d x}\left\{F_{11}\left(t u^{\prime}-u t^{\prime}\right)\right\} d x \tag{6}
\end{equation*}
$$

On integrating by parts we have

$$
\begin{equation*}
I_{2}=\frac{\epsilon^{2}}{2!}\left\{\frac{t}{u} F_{11}\left(t u^{\prime}-u t^{\prime}\right)_{a}^{b}-\int_{a}^{b} F_{11}\left(t u^{\prime}-u t^{\prime}\right) \frac{d}{d x}\left(\frac{t}{u}\right) d x\right\} . \tag{7}
\end{equation*}
$$

But, by hypothesis, $t(a)=t(b)=0$ and so the terms not inside the integral vanish. On evaluating $\frac{d}{d x}\left(\frac{t}{u}\right)$ equation (7) then reduces to ( 2 ).

One point remains to be considered. One of the terms on the right-hand side of ( 7 ) is $\left(t^{2} F_{11} u^{\prime} ; u\right)_{a}^{b}$ and it may be possible that $u(a)$ or $u(b)$ vanishes. Towards the end of this chapter, in § 2.18, some general properties of the solutions of equation (1) will be established, and among them it will be shown that $u(x)$ cannot have a double root. Anticipating this result, it follows that even if $u(x)$ vanishes at either or both of the values $x=a$ and $x=b$, both $t^{2}(u) / u(a)$ and $t^{2}(b) / u(b)$ still vanish since $t(a)=t(b)=0$ by hypothesis.

Since all the squared factors on the right-hand side of (2) must be positive or zero it is evident that the sign of $I_{2}$ is more easily determined from equation (2) than from its definition in equation (3), § 2.2.

### 2.5. Simple criteria for maxima and minima of $I$. The Legendre test

The function $\left\{t^{\prime}-t\left(u^{\prime} / u\right)\right\}^{2}$ must always be positive or zero. Consider first the case when it is always greater than zero except at a finite number of isolated points of the extremal arc $A B$. The difficult but important case when $t(x)$ can be chosen so that $\left\{t^{\prime}-t\left(u^{\prime} / u\right)\right\}$ vanishes at all points of the arc $A B$ will be postponed to the next paragraph.

From equation (2), § 2.4, it is evident that if $\left\{t^{\prime}-t\left(u^{\prime} / u\right)\right\} \neq 0$ and $F_{11}$ has constant sign for all points of the extremal arc $A B$,
then $I_{2}$ must have a sign which is independent of the choice of either $\epsilon$ or $t(x)$. Now in the stationary case we have

$$
\delta I_{s}=I_{2}+O\left(\epsilon^{3}\right),
$$

(2), $\S 2.2$, and so the value of $I$ will be a maximum if $\delta^{2} F / \partial s^{\prime 2}$ is negative (a minimum if it is positive) at all points of the extremal arc $A B$. This is essentially the Legendre test anticipated in theorem 4, § 1.5.

If, however, $F_{11}$ does not keep its sign constant at all points of the extremal arc $A B$, then it is easy to show that $I_{s}$, the corresponding stationary value of $I$, is neither a maximum nor a minimum, Suppose that $F_{11}$ is positive for values of $x$ lying between $a$ and $c$, where $a<c<b$, and negative for values of $x$ lying between $c$ and $b$. Then if $t(x)$ is chosen so as to vanish in the range $a$ to $c$ and not to vanish in the range $c$ to $b$, we see from (2), $\S 2.4$ that $I_{2}$ is negative. On the other hand. if $t(x)$ is chosen so as not to vanish in the range $a$ to $c$ and to vanish in the range $c$ to $b$. then $I_{2}$ is positive. Hence if $\dot{\sigma}^{2} F{ }_{c} s^{\prime 2}$ does not keep constant sign for all points of the arc $A B$ along the extremal, $I_{2}$ can be made either positive or negative by suitable choice of $t(x)$ and the integral $\int_{a}^{b} F^{\prime}\left(x, y, y^{\prime}\right) d x$ taken along $y=s(x)$ can be neither a maximum nor a minimum.

### 2.6. Conjugate points (kinetic foci)

The possibility that $t(x)$ can be chosen so that

$$
\begin{equation*}
t^{\prime}-t \frac{u^{\prime}}{u}=0 \tag{1}
\end{equation*}
$$

at all points of the extremal arc $A B$ must now be dealt with. The function $u$ is known, since it is a solution of the accessory equation (1), § 2.4 , and equation (1) may therefore be regarded as a differential equation for $t(x)$. The solution of this equation is

$$
\begin{equation*}
t(x)=\alpha u(x) . \tag{2}
\end{equation*}
$$

where $\alpha$ is an arbitrary constant (assumed other than zero).
Along an extremal the first variation $I_{1}$ vanishes by virtue of the characteristic equation, $\$ 1.3$ and 1.4. If in addition $t(x)$ is chosen so as to satisfy equation (2), then by (2), § 2.4, the second
variation $I_{2}$ will also vanish. The sign of $I_{s}$ will then depend upon the third variation $I_{3}$, where

$$
\begin{equation*}
I_{3}=\frac{\epsilon^{3}}{3!} \int_{a}^{b}\left\{t^{\frac{3}{}} \frac{\partial^{3} F}{\partial s^{3}}+3 t^{2} t^{\prime} \frac{\partial^{3} F}{\partial s^{2} \partial s^{\prime}}+3 t t^{\prime 2} \frac{\partial^{3} F}{\partial s \partial s^{\prime 2}}+t^{\prime 3} \frac{\partial^{3} F}{\partial s^{\prime 3}}\right\} d x . \tag{3}
\end{equation*}
$$

Since the sign of $I_{3}$ depends upon that of $\epsilon$ there can be no maximum or minimum values of $I$ unless $I_{3}$ vanishes, in which case the sign of $\delta I_{s}$ will depend upon that of $I_{4}$, the fourth variation. Thus if $t(x)$ can be chosen so as to satisfy ( 2 ) we are faced with the problem of establishing conditions which ensure (i) that $I_{3}$ vanishes and (ii) that $I_{4}$ has a constant sign independent of the choice of $\epsilon$ and $t(x)$. In order to avoid these difficult problems we proceed to establish a test (Jacobi's test) which, if satisfied, makes it impossible to choose $t(x)$ so as to satisfy (2). Thus when Jacobi's test is satisfied the results of $\S 2.5$ are valid.

The test depends upon the following idea. It has been stipulated in § 1.3 that $t(x)$ vanishes both when $x=a$ and $x==b$. If, therefore, $u(x)$ can be made to vanish at only one of these points, say at $x=a$ and not at $x=b$, then $t(x)$ cannot be chosen to satisfy equations (1) and (2) of this paragraph. This leads us to the following definition:

Definition of conjugate points or kinetic foci. Let $u(x)$, a solution of the accessory equation (1), § 2.4, be chosen so as to vanish at the point $A$, where $x=a$. Then all other points on the extremal $y=s(x)$ at which $u(x)$ vanishes are known as points conjugate to $A$. In dynamics they are generally known as the kinetic foci of $A$.

From (1), $\S \cdot 2.4, u(x)$ is the solution of a second-order differential equation and is therefore of the form

$$
\begin{equation*}
u(x)=\beta_{1} u_{1}(x)+\beta_{2} u_{2}(x) \tag{4}
\end{equation*}
$$

where $u_{1}(x)$ and $u_{2}(x)$ are independent solutions of (1), § 2.4, and $\beta_{1}$ and $\beta_{2}$ are arbitrary constants. If $u(x)=0$ when $x=a$, then from (4) we have

$$
\begin{equation*}
\frac{u_{1}(a)}{u_{2}(a)}=-\frac{\beta_{2}}{\beta_{1}} \tag{5}
\end{equation*}
$$

If $x$ is the abscissa of any point conjugate to $A$, then $u(x)=0$ Hence from (4) and (5)

$$
\begin{equation*}
\frac{u_{1}(x)}{u_{2}(x)}=-\frac{\beta_{2}}{\beta_{1}}=\frac{u_{1}(a)}{u_{2}(a)} \tag{6}
\end{equation*}
$$

This is the equation for the abscissae of all points conjugate to the point $A$ (where $x=a$ ). It shows that the ratio $u_{1}(x) / u_{2}(x)$ is the same for all conjugate points.

Proceeding with Jacobi's test, suppose that the point $B$, where $x=b$, is not situated at a point conjugate to $A$. Then $u(b)$ cannot vanish. Therefore, since we must have $t(b)=0, t(x)$ cannot be chosen to be proportional to $u(x)$ for the whole arc $A B$. In other words, equation (1) cannot hold if $B$ is not conjugate to $A$.

Let $A^{\prime}$ be the first point conjugate to $A$ when moving along the extremal in the direction from $A$ to $B$. There are three possible cases, as follows:

Case (i) $B$ lies between $A$ and $A^{\prime}$.
Case (ii) $B$ coincides with $A^{\prime}$.
Case (iii) $B$ lies beyond $A^{\prime}$.
In all three cases $u(x)$ vanishes at $A$, but in case (i) it cannot vanish again at any point of arc $A B$, in case (ii) it vanishes again at $B$, and in case (iii) it vanishes again at some point of the arc $A B$ lying between $A$ and $B$.

In case (i) we have $u(a)=t(a)=0, u(b) \neq 0, t(b)=0$. Hence $u(x)$ cannot be proportional to $t(x)$ at all points of the extremal arc $A B$. Therefore we must have $\left(t^{\prime}-t \frac{u^{\prime}}{u}\right)^{2}>0$ at all points of $A B$, except, possibly, at a finite number of points where $t(x)$ and $t^{\prime}(x)$ vanish simultaneously.

Theorem 6. Let $y=s(x)$ be the equation of the extremal through the points $A$ and $B$ for which the integral $I=\int_{a}^{b} F\left(x, y, y^{\prime}\right) d x$ is stationary. Let $A$ and $A^{\prime}$ be two adjacent conjugate points (kinetic foci) on the curve. If (i) $B$ lies between $A$ and $A^{\prime}$ and (ii) $\partial^{2} F / \partial s^{\prime 2}$ has constant sign for all points of the arc $A B$, then for weak
variations $I$ is a maximum when $\partial^{2} F / \partial s^{\prime 2}$ is negative and a minimum when it is positice.

This result is due to Jacobi (1837).

### 2.7. Case when $B$ does not lie between $A$ and its nearest conjugate

In case (ii), § 2.6 , where $B$ coincides with $A$ we have

$$
u(a)=t(a)=0 \quad \text { and } \quad u(b)=t(b)=0 .
$$

Hence $t(x)$ can be chosen to be proportional to $u(x)$ at all points of arc $A B$. In case (iii), where $B$ lies beyond $A^{\prime}, t(x)$ can be chosen so as to be proportional to $u(x)$ at all points of the are $A A^{\prime}$ and zero at all points of the arc $A^{\prime} B$. In such circumstances, as explained in the previous section, the first and second variations both vanish and the sign of $\delta I_{s}$ depends upon that of $I_{3}$, the third variation. given by (3), $\$ 2.6$. For maxima or minima of $I$ the third variation $I_{3}$ must also vanish and the sign of $\delta I_{s}$ will then depend upon that of $I_{4}$. Such problems are too complex to be dealt with in this book and we shall therefore confine ourselves entirely to those cases in which there are sufficient conditions to ensure the truth of theorem 6 .

These problems have been investigated by various mathematicians, and Weierstrass has proved that if $B$ lies beyond $A^{\prime}$ then the stationary values of $I$ are neither maxima nor minima. $\dagger$

### 2.8. The accessory equation

In order to apply the theory developed so far two differential equations must be solved, the characteristic and the accessory equations. The following investigations will show that the solutions of the accessory equation can be derived from those of the characteristic equation by differentiation.

Replacing s by $y$ and using the terminology of $\$ 2.2$, the characteristic and accessory equations take the forms

$$
\begin{equation*}
F_{0}-\frac{d F_{1}}{d x}=0 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(F_{00}-\frac{d F_{01}}{d x}\right) u-\frac{d}{d x}\left(F_{11} \frac{d u}{d x}\right)=0 \tag{2}
\end{equation*}
$$

$\dagger$ Forsyth, Calculus of Variations, p. 111 et ser,

Equation (1) is a second-order differential equation for $y$ and its solution is of the form

$$
\begin{equation*}
y=s\left(x, c_{1}, c_{2}\right) \tag{3}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants. We now show that $\partial y / \partial c_{1}$ and $\delta y / \partial c_{2}$ are solutions of (2).

Both $F_{0}$ and $F_{1}^{\prime}$ contain $y$ and $y^{\prime}$, and these in turn contain $c_{1}$. Hence, on differentiating (1) partially with respect to $c_{1}$, we have

$$
\begin{equation*}
\left.\frac{\partial F_{0} c y}{\partial y}+\frac{\partial F_{0} \partial y^{\prime}}{\partial c_{1}}+\frac{d}{\partial y_{1}^{\prime}}-\frac{\partial F_{1} \partial y}{d x} \frac{\partial F_{1} c y^{\prime}}{\partial c_{1}}+\frac{\partial y^{\prime}}{\partial c_{1}}\right)=0 \tag{4}
\end{equation*}
$$

We now write

$$
\begin{equation*}
u=\frac{\partial y}{\partial c_{1}} \quad \text { and } \quad u^{\prime}=\frac{\partial y^{\prime}}{\partial c_{1}} \tag{5}
\end{equation*}
$$

and make use once again of the terminology of $\S 2.2$, with $s$ replaced by $y$. Equation (4) then easily reduces to (2). Thus $\delta y / \delta c_{1}$ is a solution of (2) and similar arguments show that $\partial y / \partial c_{2}$ is also a solution.

From these results we shall make two important deductions, the first in the next section and the second in §2.12.

### 2.9. A property of conjugate points

Let $k$ be a constant, $u(x)$ a solution of the accessory equation (2), § 2.8. and $s\left(x, c_{1}, c_{2}\right)$ a solution of the characteristic equation (1), $\$ 2.8$. Then the curves

$$
y=s\left(x, c_{1}, c_{2}\right) \quad \text { and } \quad y=s\left(x, c_{1}, c_{2}\right)+k u(x)
$$

intersect at points given by $u(x)=0$. But if $u(x)$ vanishes at $A$ it also vanishes at all points conjugate to $A(\S 2.6)$. Hence if these curves intersect at $A$ they also intersect at the conjugates of $A$.

Now consider two adjacent extremals

$$
\begin{equation*}
y=s\left(x, c_{1}, c_{2}\right) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
y=s\left(x, c_{1}+\delta c_{1}, c_{2}\right) \tag{2}
\end{equation*}
$$

where $\delta r_{1}$ is small. Neglecting $O\left(\delta c_{1}\right)^{2}$ (2) may be written in the form

$$
\begin{equation*}
y=s\left(x, c_{1}, c_{2}\right)+\frac{\partial y}{\partial c_{1}} \delta c_{1} . \tag{3}
\end{equation*}
$$

But in the previous section it was shown that $\partial y / \partial c_{1}$ is a solution of ( 2 ), $\S 2.8$, the accessory equation, and therefore, by $\S 2.6$, if it vanishes at $A$ it also vanishes at the conjugates of $A$. Hence if (1) and (2) intersect at $A$ they must also intersect at all its conjugates.

Consequently we may conclude that conjugates of $A$ are the limiting point of intersection of neighbouring extremals passing through $A$.

As a corollary the following result can be deduced from the geometrical theory of envelopes. If the family of extremals passing through $A$ has an envelope $E$. then the points of contact of $E$ and the extremal through $A B$ are the conjugates of $A$.

Some of the examples dealt with in the first chapter can now be completed. Consider the problem of finding the shortest distance between two points $A$ and $B$, example 1, § 1.6. The extremals are straight lines and the Legendre test shows that a minimum is possible if the length $A B$ is sufficiently small. To apply the ideas of this chapter we must first determine the conjugates of $A$ either by (6), $\S 2.6$, or by finding the points of intersection of $A B$ and a neighbouring extremal. The latter method is easier in this case since straight lines through $A$ cannot intersect again at any other point. Hence there is no point conjugate to $A$ and the straight line is the shortest distance between $A$ and $B$ whatever the length of $A B$.

Two further illustrations are given by the problems of geodesics on a sphere, § 1.10, and of optical paths in minimum time, § 1.9 .

In § 1.10 it is shown that geodesics on a sphere are arcs of great circles. If $A A^{\prime}$ is a diameter of a sphere, then all great circles on the sphere passing through $A$ are concurrent at $A^{\prime}$. $A^{\prime}$ therefore is the conjugate of $A$. The Legendre test of $\S 1.10$ shows that if the arc of the great circle between $A$ and $B$ is sufficiently small then it may be a minimum. The Jacobi test shows in addition that if $B$ lies between $A$ and its diametrically opposite point $A^{\prime}$, i.e. if $A B$ subtends an angle less than $\pi$ at the centre of the sphere, then the length of the great circle arc $A B$ is a minimum for all curves on the sphere joining $A$ to $B$.

If $A B$ subtends an angle greater than $\pi$ at the centre, then the great circle arc $A B$ is stationary but is neither a maximum nor a minimum.

In the case of optical paths considered in § 1.9 the conjugate of $A$ can be found easily if we confine ourselves to the case of the symmetrical optical instrument. If $A$ is not too distant from the axis of the instrument, then all rays through $A$ making small angles with the axis are concurrent at a point $A^{\prime}$ known as the optical image of $A$ in the instrument. Hence the conjugate of $A$ is its optical image, and if $B$ lies between $A$ and its optical image $A^{\prime}$, the path of a ray of light from $A$ to $B$ is such that the time from $A$ to $B$ is a minimum.

### 2.10. Principle of least action

In example 4, § 1.8, it has been proved, by means of the principle of least action, that the trajectory of a particle moving in the earth's gravitational field is a parabola.

A particle is projected from a given point $A$ with a given initial speed $u$. If we contine ourselves to one vertical plane through $A$ and vary the direction of projection, keeping $u$ constant. a family of parabolas will be generated. Then it is known that this family of parabolas has a parabolic envelope whose focus is at $A$ and whose principal diameter is the vertical through $A$. For completeness we give a proof of this state-


Fia. II. 1. ment.

Fig. II. 1 shows a parabolic trajectory through $A$ having $S$ as its focus and $M M^{\prime}$ as its directrix. By elementary theory if the angle of projection with the horizontal is $\alpha$ the equation of the trajectory is

$$
\begin{equation*}
2 y u^{2} \cos ^{2} \alpha=2 x u^{2} \cos \alpha \sin \alpha-g x^{2} . \tag{1}
\end{equation*}
$$

It is easy to show that the height of the directrix of (1) above $A$
is $u^{2} / 2 g$. Let $A S$ meet the parabola again at $A^{\prime}$, let $M$ and $M^{\prime}$ be the feet of the perpendiculars from $A$ and $A^{\prime}$ respectively to the directrix, and let $M M^{\prime} N^{\prime} N$ be a rectangle with

$$
M N=M^{\prime} N^{\prime}=u^{2} \cdot 2 g
$$

Then

$$
A A^{\prime}=A S+S A^{\prime}=A M+A^{\prime} M^{\prime}=M^{\prime} N^{\prime}+A^{\prime} M^{\prime}=A^{\prime} N^{\prime}
$$

Hence the locus of $A^{\prime}$ is a parabola with $A$ as focus and $N V^{\prime}$ as directrix.

Again the tangent to the trajectory at $A^{\prime}$ bisects the angle $S A^{\prime} M^{\prime}$ and the tangent to the locus of $A^{\prime}$ bisects the angle


Fig. II. $\mathbf{2}$. $A A^{\prime} N^{\prime}$, hence the tangents at $A^{\prime}$ to the trajectory and to the locus of $A^{\prime}$ are the same. Summing up these results it is clear that (i) the envelope of the family of trajectories is the locus of $A^{\prime}$ (i.e. a parabola with $A$ as focus), and (ii) that $A^{\prime}$ is the point of contact with the envelope. Hence from $\S 2.9 A^{\prime}$ is the conjugate of $A$.

Now it is known that if $u$, the speed of projection, is sufficiently large, then there are two possible trajectories through the two points $A$ and $B$. This is shown in Fig. II. .2. where $A P B$ and $A Q B$ are the two possible trajectories. Let the parabolic envelope touch $A P B$ at $A^{\prime}$ and $A Q B$ at $A^{\prime \prime}$. Then $A^{\prime}$ and $A^{\prime \prime}$ are conjugates of $A$. Also, Fig. II. $\because$, it is evident that if $B$ lies inside the are $A A^{\prime}$ it must lie outside the arc $A A^{\prime \prime}$. Now the resultsof example 4, $\S 1.8$, tell us that the action, $2 \int_{A}^{B} T d t$, taken along either of the arcs $A P B$ or $A Q B$ is stationary. The Jacobi test tells us in addition that for arc $A P B$ the action is a minimum and for arc $A Q B$ the action is neither a maximum nor a minimum.

### 2.11. The catenary

We now consider example $3, \S 1.7$, where it is shown that a uniform flexible chain hangs under gravity in the form of a catenary. If the pegs from which the chain hangs are on the same
horizontal level and if their coordinates are ( $\pm h, k$ ), then there will be two possible catenaries through $A$ and $B$ provided that $k>h \tan \alpha$, where $\alpha=56^{\circ} 28^{\prime}$ approximately. It is also shown that the extremals are catenaries whose equations are $y=c \cosh (x / c)$. These all have the $x$-axis as a common directrix.

It is easy to prove that these catenaries touch the lines $y= \pm x \tan \alpha\left(\alpha=56^{\circ} 28^{\prime}\right)$ for all values of $c$. This is illustrated in Fig. II. 3 which shows the two possible catenaries through $A$ and $B$ and their points of contact with these lines at $A^{\prime}$, $B^{\prime}$ and $A^{\prime \prime}, B^{\prime \prime}$.

It is evident from the diagram that for the upper catenary, which corresponds to the larger value of $c, B$ lies between $A$ and its conjugate point $B^{\prime}$. Therefore for this catenary the potential energy is a minimum and we have stable equilibrium. But


Fig. II. 3. for the lower catenary, which corresponds to the smaller value of $c, B$ lies beyond $A^{\prime \prime}$, the first conjugate of $A$. Therefore the potential energy of this catenary, although stationary, is neither a maximum nor a minimum. Thus for the lower catenary the equilibrium is unstable.

This investigation applies also to example $7, \S 1.12$, where minimal surfaces are discussed.

### 2.12. Analytical methods for finding conjugate points

In the previous examples the positions of the points conjugate to $A$ have been found either by physical considerations or because the envelope of the extremals through $A$ can be found without much difficulty. When the conjugate points cannot be found easily by such means we must revert to the ideas of § 2.6. There we proved the following result:

If $a$ is the abscissa of the point $A$ and $x$ that of a point conjugate to $A$, then

$$
\begin{equation*}
\frac{u_{1}(x)}{u_{2}(x)}=\frac{u_{1}(a)}{u_{2}(a)} \tag{l}
\end{equation*}
$$

where $u_{1}(x)$ and $u_{2}(x)$ are independent solutions of the accessory equation, (1), § 2.4.

The characteristic equation ( 8 ), $\S 1.4$, is a linear differential equation of the second order having a solution of the form

$$
\begin{equation*}
y=s\left(x, c_{1}, c_{2}\right) \tag{2}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants. Now it has been shown in $\S 2.8$ that $\partial y, \tau c_{1}$ and $\partial y / \partial c_{2}$ are both solutions of the accessory equation, (1), § 2.4. It follows that (1) can be replaced by the more convenient result

$$
\begin{equation*}
\frac{\hat{c} y}{\hat{c} c_{1}} / \frac{\hat{c} y}{\hat{c c_{2}}}=\left(\frac{\hat{c} y}{\partial c_{1}}\left(\frac{\hat{c} y}{\partial c_{2}}\right)_{(x-a)}\right. \tag{3}
\end{equation*}
$$

The solutions of this equation are the abscissae of points conjugate to $A$ (abscissa $a$ ).

In some applications it is more convenient to use polar coordinates than C'artesians. If the vectorial angle is taken as the independent variable, then $a$ and $x$ in (3) denote, respectively, the vectorial angles of $A$ and a conjugate point.

We now apply this analysis to some of the problems of Chapter I.

### 2.13. Conjugate points on the catenary

In § 1.7 we dealt with the problem of the flexible chain by using the principle that a statical system is in stable equilibrium when its potential energy is a minimum. It was shown in § 1.7 that the curve in which the chain must hang, in order to give a stationary value of the potential, is a catenary. Its equation is

$$
\begin{equation*}
y=c \cosh \left(\frac{x+b}{c}\right) \tag{1}
\end{equation*}
$$

where $b$ and $c$ are arbitrary constants and the $x$-axis is the directrix.

In § 2.11 we dealt with a special case of this result when the two pegs over which the chain is suspended have coordinates of the form $( \pm h, k)$. Here we shall deal with the problem in greater gencrality.

In order to use the results of $\S 2.12$ we must differentiate the extremal (1) partially with respect to $c$ and $b$. We have

$$
\left.\begin{array}{l}
\frac{\partial}{\partial c}=\cosh \left(\frac{x+b}{c}\right)-\left(\frac{x+b}{c}\right) \sinh \left(\frac{x+b}{c}\right)  \tag{2}\\
c y=\sinh \left(\frac{x+b}{c}\right)
\end{array}\right\} .
$$

From (3). §2.12, the equation for the abscissae of points conjugate to $A$ becomes

$$
\begin{equation*}
\operatorname{coth}\binom{x+b}{c}-\left(\frac{x+b}{c}\right)=\operatorname{coth}\left(\frac{a+b}{c}\right)-\left(\frac{a+b}{c}\right) \tag{3}
\end{equation*}
$$

where $a$ is the abscissa of the point $A$.
This equation has a simple geometrical interpretation. In Fig. II. 4 the catenary (1) is shown with its vertex at $V$ and with $U$ as the foot of the perpendicular from $l$ to the directrix (which lies along the $x$-axis). Since $y$ in (1) has a minimum when $x-b$, it follows that $U O=b$, where $O$ is the origin. $P$ is any point on the curve, with abscissa equal to $x, M$ is the foot of the perpendicular from $P$ to the $x$-axis, i.e. $O M=x$,


Fig. II. 4. and $T$ is the point of intersection of the tangent to the catenary at $P$ and the $x$-axis. We have

$$
\begin{align*}
T M & =M P / \tan M T P \\
& =c \cosh \left(\frac{x+b}{c}\right) / \sinh \left(\frac{x+b}{c}\right) . \tag{4}
\end{align*}
$$

Hence $\quad \frac{U T}{c}=\frac{U M-T M}{c}=\left(\frac{x+b}{c}\right)-\operatorname{coth}\left(\frac{x+b}{c}\right)$.
If the tangents to the catenary at $A$ and at its conjugate $A^{\prime}$ intersect the $x$-axis at $N$ and $N^{\prime}$ respectively, then from (3) and (5) we have

$$
\begin{equation*}
U V^{\prime}=U N . \tag{6}
\end{equation*}
$$

Therefore the tangents to the catenary at $A$ and its conjugate point $A^{\prime}$ must intersect on the directrix.

As $z$ varies from $-\infty$ to $\infty$, $\operatorname{coth} z-z$ decreases steadily from $\infty$ to $-\infty$ twice. Thus $\operatorname{coth} z=z+a$ can be satisfied by two real values of $z$ only. Hence (3), treated as an equation in $x$, can have only one real root other than $x=a$ and therefore only two real tangents can be drawn from a point on the directrix to the catenary. Hence there can be only one point conjugate


Fig. II. 5. to $A$. In addition, if $A^{\prime}$ is conjugate to $A$, then, conversely, $A$ is conjugate to $A^{\prime}$.

The problem of the flexible chain hanging over two pegs can now be completed. In general only two catenaries can have a common directrix and pass through two given points $A$ and $B . \dagger$ In Fig. II. 5 the two catenaries through $A$ and $B$ are distinguished from each other by their vertices $V_{1}$ and $V_{2}$. To apply the Jacobi test we find the conjugates of $A$ for each of the two catenaries, by the tangent property proved above. It is seen that $A$ lies between $B$ and its conjugate only for the upper of the two catenaries, i.e. for the one with the larger value of $c$. Hence only for the upper catenary is the potential energy a minimum, and the equilibrium therefore stable.

### 2.14. Conjugate points on a parabolic trajectory

The conjugate points of the parabolic trajectory, discussed in § 1.8, have already been obtained geometrically in §2.10. In this section we shall again find the conjugate points by using the analytical theory of $\$ 2.12$. The two methods can thus be contrasted.

The equation of the family of trajectories, ( $(8), \S 1.8$, is

$$
\begin{equation*}
2 g y=u^{2}-c^{2}-\left(g^{2} / c^{2}\right)(x-d)^{2} \tag{1}
\end{equation*}
$$

where $u$, the speed of projection, is a known constant and $c$

[^6]and $d$ are arbitrary constants. In equation (3), § 2.12, we write $c_{1}=c, c_{2}=d$ and on taking the origin at $A$ we have in addition $a=0$. The equation for the abscissa of $A^{\prime}$, the conjugate of $A$, then becomes
\[

$$
\begin{equation*}
\frac{-2 c+\left(2 g^{2} / c^{3}\right)(x-d)^{2}}{\left(2 g^{2} / c^{2}\right)(x-d)}=\frac{-2 c+\left(2 g^{2} / c^{3}\right) d^{2}}{-\left(2 g^{2} / c^{2}\right) d} \tag{2}
\end{equation*}
$$

\]

which simplifies easily to

$$
\begin{equation*}
(x-d) d=c^{4} / g^{2} . \tag{3}
\end{equation*}
$$

In Fig. II. $6 A$ is the origin, $S$ is the focus of the trajectory under consideration, $V$ is the vertex, and $U$ is the foot of the perpendicular from $V$ to the $x$-axis. From (1) $y$ is a maximum when $x=d$, hence $A U=d$. Therefore, if $M$ is the


Fig. II. 6. foot of the perpendicular from $A^{\prime}$ to $L^{\prime} V$. equation (3) is equivalent to

$$
\begin{equation*}
M A^{\prime} . A U=c^{4} / g^{2} \tag{4}
\end{equation*}
$$

But from (1) the latus rectum of the parabola is $2 c^{2} / g$. Hence from well-known and easily proved properties of the parabola, equation (4) is the condition that the chord $A A^{\prime}$ should pass through $S$, the focus of parabola (1). This is in complete agreement with the result obtained geometrically in § 2.10 .

### 2.15. Geodesics on spheres

This problem has been dealt with in §1.10. The equation of the geodesics, (7). §1.10, is

$$
\begin{equation*}
\phi+\beta=\cos ^{-1}\left(\frac{\tan \alpha}{\tan \theta}\right), \tag{1}
\end{equation*}
$$

where $\theta$ is the co-latitude, $\phi$ is the longitude, and $\alpha$ and $\beta$ are arbitrary constants. In $\S 2.9$ it was proved, by a geometrical method, that conjugate points on a sphere are at the opposite ends of a diameter; we shall obtain the same result here hy means of the analytical methods of $\$ 2.12$.

On taking $\theta$ as the independent and $\phi$ as the dependent variable, equation (3), § 2.12, becomes

$$
\begin{equation*}
\frac{\partial \phi}{\partial \alpha} / \frac{\partial \phi}{\partial \beta}=\left(\frac{\partial \phi}{\partial \alpha} / \frac{\partial \phi}{\partial \beta}\right)_{\theta=\theta_{0}} \tag{2}
\end{equation*}
$$

where $\theta_{0}$ and $\theta$ are respectively the co-latitudes of $A$ and $A^{\prime}$ (the conjugate of $A$ ).

Applying this result to (1) above we have

$$
\begin{equation*}
\frac{\sec ^{2} \alpha}{\tan \theta} \frac{1}{\left(1-\frac{\tan ^{2} \alpha}{\tan ^{2} \theta}\right)^{\frac{1}{2}}}=\frac{\sec ^{2} \alpha}{\tan \theta_{0}} \frac{1}{\left(1-\frac{\tan ^{2} \alpha}{\tan ^{2} \theta_{0}}\right)^{\frac{1}{2}}}, \tag{3}
\end{equation*}
$$

whose solution is $\theta=\theta_{0}+m \pi$, when $m$ is an integer. It is evident from (1) that two points on a great circle whose co-latitudes differ by a multiple of $\pi$ must have the same longitude. Hence if the coordinates of $A$ are $\left(\theta_{0}, \phi_{0}\right)$, those of its conjugate $A^{\prime}$ are $\left(\theta_{0}+\pi, \phi_{0}\right)$, and so $A$ and $A^{\prime}$ are diametrically opposite points, in agreement with the result of $\$ \mathbf{2} .9$.

### 2.16. Orbits under inverse square law of attraction

The orbit of a particle of mass $m$, attracted to a fixed centre of force $O$ by the Newtonian law $m \mu_{i}^{\prime} r^{2}$ where $\mu$ is constant and $r$ is its distance from $O$, has been investigated in § 1.13. The equation of the orbit in polar coordinates is (9), § 1.13,

$$
\begin{equation*}
\frac{c}{r}=1+\left(1-\frac{c}{a}\right)^{\frac{1}{2}} \cos (\theta+\beta) \tag{1}
\end{equation*}
$$

Here $\beta$ and $c$ are arbitrary constants and $a$ is a constant of known value, depending upon the initial speed of the particle. This is the equation of a conic, and if $e$ is the eccentricity we have $c=a\left(1-e^{2}\right)$. Equation (1) can then be written

$$
\begin{equation*}
r=\frac{a\left(1-e^{2}\right)}{1+e \cos (\theta+\beta)} \tag{2}
\end{equation*}
$$

In order to apply the methods of $\S 2.12$ we must first put equation (3), § 2.12 , in the form appropriate to the variables and constants of (2) above. We write $c_{1}=e, c_{2}=\beta$, and take $\theta$ to be the independent and $r$ the dependent variable. We choose $O A$ to be the initial line and then $\beta$ is equal to the angle between $O A$
and the major axis of the orbit. Equation (3), §2.12, takes the form

$$
\begin{equation*}
\left(\frac{\partial r}{\partial e} / \frac{\partial r}{\partial \beta}\right)=\left(\frac{\partial r}{\partial e} / \frac{\partial r}{\partial \beta}\right)_{\theta=0} \tag{3}
\end{equation*}
$$

On applying this to (2) above we obtain

$$
\begin{equation*}
\frac{2 e+\left(1+e^{2}\right) \cos (\theta+\beta)}{\sin (\theta+\beta)}=\frac{2 e+\left(1+e^{2}\right) \cos \beta}{\sin \beta} \tag{4}
\end{equation*}
$$

Multiplying out and dividing through by $\sin \frac{1}{2} \theta$, whose zeros correspond to the point $A$ only, we can then solve for $\tan \frac{1}{2} \theta$. The final result is

$$
\begin{equation*}
\theta=2 \tan ^{-1}\left\{\frac{1+2 e \cos \beta+e^{2}}{2 e \sin \beta}\right\} \tag{5}
\end{equation*}
$$

which gives the vectorial angle of $A^{\prime}$, the conjugate of $A$. Denoting the right-hand side of (5) by $\alpha$, where $0<\alpha<2 \pi$, it follows that if $0<A \widehat{O} B<\alpha$ then the action $2 \int T d t$ is a minimum, and if $A \widehat{O} B>\alpha$ then the action is stationary but is neither a maximum nor a minimum.

When the conic reduces to a circle, $e=0$, the points $A$ and $A^{\prime}$ are at opposite ends of a diameter and when the conic is a parabola, $e=1 . A^{\prime}$ is at infinity.

### 2.17. Orbit of a particle attracted by a force $m \mu r$

In example $9 . \$ 1.14$, we found the orbit of a particle attracted towards a fixed centre of force $O$ by a force $m \mu r$. where $m$ is the mass, $\mu$ is a constant, and $r$ is its distance from $O$. The polar equation of the orbit, (4), $\$ 1.14$, obtained by the principle of least action, is:

$$
\begin{equation*}
\frac{c^{2}}{r^{2}}=\left(\frac{a^{4}}{4 c^{4}}-1\right)^{\frac{1}{2}} \cos 2(\theta+\beta)+\frac{a^{2}}{2 c^{2}} \tag{1}
\end{equation*}
$$

Here $c$ and $\beta$ are arbitrary constants and $a$ is a known constant whose value depends upon the initial speed of the particle. This is the equation of a conic with its centre at $O$, the centre of force. On writing $a^{2}=2 c^{2} \cosh \alpha$ and eliminating $c$ from (1) we have

$$
\begin{equation*}
r^{2}=\frac{a^{2}}{\sinh 2 x \cos 2(\theta+\beta)+1+\cosh 2 x} \tag{2}
\end{equation*}
$$

where $\alpha$ and $\beta$ are now the arbitrary constants. Use (3), § 2.12, in the form appropriate to polar coordinates (as in (3), § 2.16, but with $e$ replaced by $\alpha$ ) and take the vectorial angle of $A$ to be zero. Then $\theta$, the vectorial angle of $A^{\prime}$, the conjugate of $A$, is given by

$$
\begin{equation*}
\frac{\cosh 2 \alpha \cos 2(\theta+\beta)+\sinh 22}{\sin 2(\theta+\beta)}=\frac{\cosh 2 \alpha \cos 2 \beta+\sinh 2 \alpha}{\sin 2 \beta} . \tag{3}
\end{equation*}
$$

Simplifying and dividing by $\sin \theta$ we can solve for $\tan \theta$, the result being

$$
\begin{equation*}
e^{-4 \alpha} \tan (\theta+\beta) \tan \beta=-1 \tag{4}
\end{equation*}
$$

From (4) it can be shown that the tangents to the conic (1) at $A$ and $A^{\prime}$ must intersect at right angles on the director circle of (2).

The easiest way to prove this is to rotate the initial line of (2) through an angle - $\beta$ about $O$ and then transform (2) to Cartesian coordinates. Its equation becomes

$$
\begin{equation*}
e^{2 \alpha} x^{2}+y^{2}=\frac{a^{2} e^{\alpha}}{2 \cosh x} \tag{5}
\end{equation*}
$$

The angle between the $x$-axis and $O A$ is now equal to $\beta$ and that between the $x$-axis and $O A^{\prime}$ is equal to $\theta+\beta$. The slopes of the tangents at $A$ and $A^{\prime}$ are easily found to be $-\rho^{2 \alpha} \cot \beta$ and $-e^{2 x} \cot (\theta+\beta)$ respectively. Equation (4) then shows that the two tangents are at right angles to each other and, from known properties of conic sections, it follows that they intersect on the director circle.

The orbit is a circle when $\alpha=0$ and the equation for $\theta$ then reduces to $\theta=\frac{1}{2} \pi$. Thus for the law of direct distance conjugate points on circular orbits subtend a right angle at the centre instead of being diametrically opposite as they are for the inverse square law (see § 2.16).

The final conclusion is that if the angle subtended by $A B$ at the centre of the elliptical orbit is less than $\theta$ given by (4) then the action $2 \int_{A}^{B} T d t$ is a weak minimum, otherwise it is stationary but neither maximum nor minimum.

### 2.18. Properties of solutions of the accessory equation

The accessory equation (1), § 2.4 , is a special case of a type of differential equation known as Sturm-Liouville equations. $\dagger$ It may be written in the form

$$
\begin{equation*}
\frac{d}{d x}\left(F_{11} \frac{d u}{d x}\right)-G u=0 \tag{1}
\end{equation*}
$$

where $G$ is an abbreviation for $F_{00}-\frac{d}{d x}\left(F_{01}\right)$. If $u_{1}$ and $u_{2}$ are two independent solutions of (1), then

$$
\begin{equation*}
u_{2} \frac{d}{d x}\left(F_{11} \frac{d u_{1}}{d x}\right)=G u_{1} u_{2}=u_{1} \frac{d}{d x}\left(F_{11} \frac{d u_{2}}{d x}\right) . \tag{2}
\end{equation*}
$$

From this it follows easily that

$$
\begin{equation*}
\frac{d}{d x}\left\{F_{11}\left(u_{2} \frac{d u_{1}}{d x}-u_{1} \frac{d u_{2}}{d x}\right)\right\}=0 \tag{3}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
u_{2} \frac{d u_{1}}{d x}-u_{1} \frac{d u_{2}}{d x}=\frac{B}{F_{11}}, \tag{4}
\end{equation*}
$$

where $B$ is a constant. We are now in a position to justify an assumption made in the penultimate paragraph of $\S 2.4$, where it was assumed that $u(x)$, a solution of (1), cannot have double roots. For it is evident from (4) that, except in the special case when $F_{11}$ becomes infinite, $u_{1}$ and $d u_{1} / d x$ cannot vanish together and therefore that $u_{1}$ cannot have a double zero.

From equation (4) it can be deduced further that

$$
\begin{equation*}
\frac{d}{d x}\left(\frac{u_{1}}{u_{2}}\right)=\frac{B}{F_{11} u_{2}^{2}} . \tag{5}
\end{equation*}
$$

Now if the path of integration is not merely an extremal for the integral $\int_{A}^{B} F\left(x, y, y^{\prime}\right) d x$ but makes it a maximum or a minimum, then, as proved in § 2.5, $F_{11}$ must have the same sign at all points of the arc $A B$. Hence from (5) $d\left(u_{1} / u_{2}\right) / d x$ has constant sign for all points of arc $A B$ and therefore the expression $u_{1} / u_{2}$ either steadily increases or steadily decreases along this arc. Such a

[^7]result appears to contradict the requirements of $\S 2.6$, that $u_{1} / u_{2}$ must have the same value at $A$ and at all points conjugate to $A$. A simple example will show that the contradiction is only apparent. Consider $\tan \theta$, which possesses the following two properties: (i) it steadily increases with $\theta$, because its differential coefficient $\sec ^{2} \theta$ is always positive, and (ii) it satisfies the equality $\tan \theta=\tan (\theta+\pi)$. These two properties can be quite consistent with each other


Fig. II. 7. because $\tan \theta$ is not a continuous function for all values of $\theta$. As $\theta$ increases from $\alpha$ to $\alpha+\pi, \tan \theta$ steadily increases to $+\infty$, and then. as $\theta$ passes through an odd multiple of $\frac{1}{2} \pi$, it suffers a sudden drop to $-x$, after which it steadily increases again. In general if $u_{1}^{\prime} u_{2}$ possesses discontinuities it may increase or decrease steadily and yet take the same value for different values of the variable.

In the investigations on spherical geodesics, $\S 2.15$, and on orbits under various laws of force, 2.16 and 2.17 , the ratio $u_{1} / u_{2}$ is, in each case, expressible as a function of $\tan \theta$. Hence, although the ratio either steadily increases or steadily decreases, it can take the same values at $A$ and at the points conjugate to $A$.

As a final example, consider the case of the conjugate points on a catenary, § 2.13 . If the tangent to the catenary at the point $P$ cuts the directrix at $T$ and if $U$ is the foot of the perpendicular from the vertex $V$ to the directrix, then the ratio $u_{1} / u_{2}$ is proportional to $U T$, proved in §2.13. Fig. II. 7 shows the catenary and its directrix, which is also the $x$-axis, together with the points $P, T, U, A$ and $A^{\prime}$, the conjugate of $A$. Consider now the changes in $U T$ as $P$ moves from $A$ to $A^{\prime}$. $U T$ steadily increases until $P$ reaches the vertex $V$, when it becomes infinite. As $P$ moves still farther along the curve $T$ ' appears on the negative side of the $x$-axis and it is clear that the algebraical value of $U T$, taking into account its sign as well as magnitude, steadily
increases. It is also clear that as $P$ moves from $A$ to $A^{\prime}, T$ sweeps once across the whole of the $x$-axis in the positive direction before returning to its original position.

### 2.19. Summary of the main results of Chapters I and II

Theorem 1. The integral $I=\int_{a}^{b} F\left(x, y, y^{\prime}\right) d x$, whose end points $A$ and $B$ are fixed, is stationary for weak variations, if $y$ satisfies the differential equation (Euler's characteristic equation)

$$
\frac{\partial F}{\partial y}-\frac{d}{d x}\left(\frac{\partial F}{\partial y^{\prime}}\right)=0 .
$$

The solutions of Euler's equation are known as extremals.

| l'ariable not explicit | Euler's equation |
| :--- | :--- |
| in $F\left(x, y, y^{\prime}\right)$ | integrates once to |

$$
\begin{array}{lr}
x & F-y^{\prime} \frac{\partial F}{\partial y^{\prime}}=\text { constant. } \\
y & \frac{\partial F}{\bar{c} y^{\prime}}=\text { constant. }
\end{array}
$$

Legendre's test. If the range of integration $(a, b)$ is sufficiently small and if the sign of $i^{2} F / a y^{\prime 2}$ is constant throughout this range, then the integral $I$ is a maximum when the sign is negative and a minimum when it is positive.
§§ 1.5, 2.5
Characteristic equation identically zero. If the characteristic equation vanishes identically, then $I$ can be evaluated as a function of $x$ and $y$.
§ 1.18
Jacobi's test. The accessory equation.
Let $y=s(x)$ be the equation of the extremal which passes through $A$ and $B$, the end points of the range of integration. Substitute this value of $y$ in $F\left(x, y, y^{\prime}\right)$ and let $\partial^{2} \boldsymbol{F} / \partial s^{2}=F_{00}$, $\partial^{2} F / \partial s \partial s^{\prime}=F_{01}$, and $\partial^{2} F / \partial s^{\prime 2}=F_{11}$. Then the accessory equation is

$$
\left\{F_{00}-\frac{d}{d x}\left(F_{01}\right)\right\} u-\frac{d}{d x}\left\{F_{11} \frac{d u}{d x}\right\}=0 .
$$

Conjugate points (kinetic foci): Definition. If (i) $u(x)$ is a solution of the accessory equation, (ii) $a$ is the abscissa of the point $A$, (iii) $u(a)=0$, then the roots of $u(x)=0$ are the abscissae of points on the curve $y=s(x)$ conjugate to $A$.

Theorem 6. If (i) $y=s(x)$ is an extremal through $A$ and $B$ for $I=\int_{a}^{b} F\left(x, y, y^{\prime}\right) d x$, (ii) $A^{\prime}$ is the first point conjugate to $A$ along the are $A B$, (iii) $B$ lies between $A$ and $A^{\prime}$, (iv) $\partial^{2} F / \partial y^{\prime 2}$ has constant sign for all points of are $A B$, then for weak variations $I$ is a maximum when $\lambda^{2} F / \partial y^{\prime 2}$ is negative and a minimum when it is positive.
$\$ 2.6$
Analytical method of finding conjugate points. If (i) $a$ is the abscissa of the point $A$. (ii) $u_{1}(x)$ and $u_{2}(x)$ are independent solutions of the accessory equation, then the equation for the abscissae of the points conjugate to $A$ is

$$
\frac{u_{1}(x)}{u_{2}(x)}=\frac{u_{1}(a)}{u_{2}(a)} .
$$

If $y=s\left(x, c_{1}, c_{2}\right)$ is the general solution of Euler's characteristic equation, then the equation for the abscissae of points conjugate to $A$ is

$$
\left.\stackrel{c y}{c c_{1}} / \begin{array}{c}
c y \\
c r_{2}
\end{array}=\binom{c y}{\partial c_{1}} \frac{c y}{\partial c_{2}}\right)_{x-a}
$$

These equations can be used with polar and other systems of coordinates if the variables are suitably interpreted.

Geometrical method of finding conjugate point.s. If the extremals which pass through the point $A$ have an envelope $E$, then the points of contact of $E$ and the extremal $A B$ are the points conjugate to $A$.

Properties of solutions of the accessory equation. If $u(x)$ is a solution of the accessory equation it cannot have double zeros.

If $u_{1}(x)$ and $u_{2}(x)$ are independent solutions of this equation, then the ratio $u_{1}(x) / u_{2}(x)$ steadily increases or steadily decreases as $x$ increases.
§ 2.18

## GENERALIZATIONS OF THE RESULTS OF THE PREVIOUS CHAPTERS

### 3.1. Introduction

The results obtained in Chapters I and II can be generalized in several ways, many of which have extremely important applications to problems of pure and applied mathematics. In this chapter three possible methods of generalization will be considered.

The first generalization will deal with integrals of the type

$$
\begin{equation*}
I=\int_{i_{0}}^{t_{1}} F\left(q_{1}, q_{2}, \ldots, q_{n} ; \dot{q}_{1}, \dot{q}_{2}, \ldots . \dot{q}_{n} ; t\right) d t, \tag{1}
\end{equation*}
$$

where $\dot{q}_{r}$ denotes $d q_{r} / d t$. In this integral the variables $q_{1}, q_{2} \ldots, q_{n}$ are assumed to be independent of each other, in the same way as the parameters which determine the configuration of a body in dynamical problems. For example if $n=6, q_{1}, q_{2}, q_{3}$ may be the coordinates of $G$, the centre of gravity of a rigid body, and $q_{4}, q_{5}, q_{6}$ may be the Eulerian angles $\dagger$ which orientate the body in relation to three mutually perpendicular axes through $(G$. The problem can be restated in the following manner.

Given the functional form of $F$ and choosing the $n$ parameters $q_{1}, q_{2}, \ldots, q_{n}$ to be any arbitrary functions of $t$, the value of the integral $I$ of equation (1) can then be determined. What forms must these functions of $t$ take in order to render $I$ a maximum or a minimum?

Before the solution is attained the $q$ 's are independent of each other, although each $q$ is a dependent variable since it is a function of $t$, the only independent variable. The independence of the $q$ 's is due to the fact that their functional forms are arbitrary until the solution of the problem is attained.

[^8]The second investigation deals with integrals of the type
where

$$
\begin{gather*}
I=\int_{a}^{b} F\left(x, y, y_{1}, y_{2}, \ldots, y_{n}\right) d x,  \tag{2}\\
y_{r}=\frac{d^{r} y}{d x^{r}} .
\end{gather*}
$$

Here there is only one independent and only one dependent variable.
The third investigation of this chapter will deal with cases in which there are several independent variables and only one dependent one. An illustration is given by the integral

$$
\begin{equation*}
I=\iint F(x, y ; z ; p, q) d x d y . \tag{3}
\end{equation*}
$$

Here the functional form of $F$ and the curves which bound the integral are given, $z$ is a function of $x$ and $y$, the $t w o$ independent variables, and $p=\partial z / \partial x, q=\hat{z} z^{\prime} c y$.

We shall also deal briefly with integrals of this type in the case when there are three independent variables and one dependent variable, since such integrals occur with great frequency in diverse branches of mathematical physics.
The ideas of the first two chapters are fundamental in each of these investigations. Confining ourselves entirely to the case of weak variations, as in \$ 1.3 , each dependent variable is increased by a quantity of the form $\epsilon \eta(x)$, or by some similar form appropriate to the problem. Here $\epsilon$ is a constant and $\eta$ denotes an arbitrary function of $x$ independent of $\epsilon$. The corresponding variation in $I$ is then evaluated as a power series in $\epsilon$ and, as in the elementary theory of maxima and minima, the coefficient of $\epsilon$ is equated to zero. In the case of one dependent variable we obtain a characteristic equation, analogous to (8), § 1.4. In the case of an integral with $n$ dependent variables we obtain, in this way, $n$ characteristic equations. On solving the characteristic equation, or equations, we obtain the functional forms of the dependent variables for which $I$ is stationary.

Near a stationary value the variation of $I$ will then depend upon the coefficient of $\epsilon^{2}$. As in $\S 2.4$, an accessory equation (or equations) can be derived from the characteristic equation
(or equations) by means of which this coefficient can be put into a form whose sign can be determined without excessive difficulty. The results, however, are so complex that in this book we shall confine ourselves to the investigation of the first variation of $I$ only, i.e. the coefficient of $\epsilon$. For the second variation, i.e. the coefficient of $\epsilon^{2}$, we shall either state the relevant results without proof and refer to the advanced literature of the subject or, in very complicated cases, give the references only.

In dynamical problems $F$ is usually a quadratic function of the quantities $\dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n}$. This simplification in $F$ is reffected in the second variation which can usually be obtained without excessive difficulty.

### 3.2. Maxima and minima of integrals of the type

$$
I \because=\int_{t_{0}}^{t_{1}} F\left(q_{1}, q_{2}, \ldots, q_{n} ; \dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n} ; t\right) d t
$$

Nince the arguments for two parameters, $q_{1}$ and $q_{2}$. are fundamentally the same as for $n$ parameters we shall restrict ourselves to the case when $I$ is given by

$$
\begin{equation*}
I \because \int_{i_{0}}^{t_{1}} F\left(q_{1} \cdot प_{2} ; \dot{q}_{1}, \dot{q}_{2} ; t\right) d t . \tag{1}
\end{equation*}
$$

Here the values of $t_{0}$ and $t_{1}$ and the functional form of $F$ are given. The dot, as usual, denotes differentiation with regard to $t$.

Let

$$
\begin{align*}
& q_{1}=-s_{1}(t)=s_{1}  \tag{2}\\
& q_{2}=s_{2}(t)=s_{2} \tag{3}
\end{align*}
$$

denote the functional forms of the $q$ 's which render $I$ stationary. Consider the variation in $I$ due to the $q$ s being varied so that, for a given value of $t, q_{1}$ is changed from $s_{1}$ to $s_{1}+\epsilon_{1} u_{1}$ and $q_{2}$ from $s_{2}$ to $s_{2}+\epsilon_{2} u_{2}$. Here $\epsilon_{1}$ and $\epsilon_{2}$ are arbitrary constants independent of $q_{1}, q_{2}, t$ and $u_{1}\left(=u_{1}(t)\right)$ and $u_{2}\left(=u_{2}(t)\right)$ are arbitrary functions of $t$, both independent of $\epsilon_{1}$ and $\epsilon_{2}$. These are known as weak variations, as in §1.3. For simplicity we assume that the end points of the range $t_{0}$ and $t_{1}$ are prescribed, and then $u_{1}\left(t_{0}\right)=u_{1}\left(t_{1}\right)=u_{2}\left(t_{0}\right)=u_{2}\left(t_{1}\right)=0$.

Substitute $s_{1}+\epsilon_{1} u_{1}$ for $q_{1}$ and $s_{2}+\epsilon_{2} u_{2}$ for $q_{2}$ in (1) and denote
the consequent variation in $I$ by $\delta I$. Assuming that $I$ possesses continuous partial derivatives with respect to $q_{1}, q_{2}, \dot{q}_{1}$, and $\dot{q}_{2}$ of at least the second order, we may express the result in powers of $\epsilon_{1}$ and $\epsilon_{2}$. The coefficients of $\epsilon_{1}$ and $\epsilon_{2}$ in $\delta I$ are then found to be
and

$$
\begin{align*}
& \int_{t_{0}}^{t_{1}}\left\{u_{1} \frac{\partial F}{\partial q_{1}}+\dot{u}_{1} \frac{\partial F}{\partial \dot{q}_{1}}\right\} d t  \tag{4}\\
& \int_{t_{0}}^{t_{1}}\left\{u_{2} \frac{\partial F}{\partial q_{2}}+\dot{u}_{2} \frac{\partial F}{\partial \dot{q}_{2}}\right\} d t \tag{5}
\end{align*}
$$

respectively. At a maximum the sign of $\delta I$ must be negative and at a minimum it must be positive, and in both cases it must be independent of the signs of $\epsilon_{1}$ and $\epsilon_{2}$. Hence at a maximum or minimum value of $I$ expressions (4) and (5) must vanish simultaneously.

On integrating the second term of the integrand of (4) by parts and using the conditions $u_{1}\left(t_{0}\right)=u_{2}\left(t_{1}\right)=0$, as in $\S$ l.4, we obtain the equation

$$
\begin{equation*}
\int_{i_{0}}^{t_{1}} u_{1}\left\{\frac{\partial F}{\partial q_{1}}-\frac{d}{d \bar{t}}\left(\frac{\hat{c} F}{\hat{c} \dot{q}_{1}}\right)\right\} d t=0 . \tag{6}
\end{equation*}
$$

Since $u_{1}(t)$ is an arbitrary function of $t$, we may apply the arguments of § 1.4 and deduce that (6) can be true only if

$$
\begin{equation*}
\frac{\partial F}{\partial q_{1}}-\frac{d}{d t}\left(\frac{\partial F}{\partial \dot{q}_{1}}\right)=0 . \tag{7}
\end{equation*}
$$

Similarly from (5) we have

$$
\begin{equation*}
\frac{\partial F}{\partial q_{2}}-\frac{d}{d l}\left(\frac{\partial F}{\partial \dot{q}_{2}}\right)=0 . \tag{8}
\end{equation*}
$$

These arguments can easily be extended to the case where there are $n$ parameters $q_{1}, q_{2}, \ldots, q_{n}$. The result is:

Theorem 7. Let the values of $t_{0}$ and $t_{1}$ and the functional form of $F$ be given. Then the integral

$$
\int_{t_{0}}^{t_{1}} F\left(q_{1}, q_{2}, \ldots, q_{n} ; \dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n} ; t\right) d t
$$

where the $q$ 's are arbitrary functions of $t$, is stationary for weak variations when the $q$ 's satisfy the $n$ equations

$$
\begin{equation*}
\frac{\partial F}{\partial q_{m}}-\frac{d}{d t}\left(\frac{\partial F}{\partial \dot{q}_{m}}\right)=0 \quad(m=1,2, \ldots, n) \tag{9}
\end{equation*}
$$

### 3.3. The second variation for integral (1), § $\mathbf{3 . 2}$

Reverting to the case when there are only two parameters $q_{1}$ and $q_{2}$, if equations (7) and ( 8 ), §3.2, are satisfied then the sign of $\delta I$ will depend upon terms involving $\epsilon_{1}^{2}, \epsilon_{2}^{2}$, and $\epsilon_{1} \epsilon_{2}$. These terms are intricate but can be simplified slightly by assuming that $\epsilon_{1}=\epsilon_{2}$, an assumption which involves no great loss of generality since the functions $u_{1}(t)$ and $u_{2}(t)$ still remain arbitrary. With this simplification the second variation of $\delta I$ depends upon the coefficient of $\epsilon^{2}$, where $\epsilon_{1}=\epsilon_{2}=\epsilon$.

A further simplification of the formulae is effected by using the following notation: differentiation with respect to $q_{1}, q_{2}, \dot{q}_{1}, \dot{q}_{2}$ is denoted by the suffixes $1,2,3,4$. For example

$$
F_{13}=\frac{\dot{\sigma}^{2} F}{\overline{c q_{1}} \dot{\partial} \dot{q}_{1}}, \quad F_{14}=\frac{\hat{\partial}^{2} F}{\partial q_{1} \partial \dot{q}_{2}}, \text { etc. }
$$

On assuming that equations (7) and (8), §3.2, are satisfied and that $I$ possesses partial derivatives with respect to $q_{1}, q_{2}, \dot{q}_{1}$ and $\dot{q}_{2}$, of at least the third order, we may use the mean value theorem for functions of two variables. We then obtain $\dagger$

$$
\begin{align*}
\delta I & =\frac{1}{2} \epsilon^{2} \int_{i_{0}}^{t_{1}}\left\{F_{11} u_{1}^{2}+F_{22} \dot{u}_{1}^{2}+F_{33} u_{2}^{2}+F_{44} \dot{u}_{2}^{2}+\right. \\
& +2 F_{13} u_{1} \dot{u}_{1}+2 F_{12} u_{1} u_{2}+2 F_{14} u_{1} \dot{u}_{2}+ \\
& \left.+2 F_{23} \dot{u}_{1} u_{2}+2 F_{34} \dot{u}_{1} \dot{u}_{2}+2 F_{24} u_{2} \dot{u}_{2}\right\} d t+O\left(\epsilon^{3}\right) . \tag{1}
\end{align*}
$$

This formula has been studied by several mathematicians, but owing to its complexity we shall state their results without proof.

The ideas of Chapter II can be repeated, although in a more elaborate form. From the two characteristic equations (7) and (8) two accessory equations can be derived, by arguments similar to those of $\$ \S 2.3$ and 2.4. With their help (1) can be put into a

[^9]much more tractable form. The final conclusions are that $\delta I$ has a sign independent of the choice of $\epsilon$ and of the arbitrary functions $u_{1}(t), u_{2}(t)$ if
(i) the range of integration $t_{0}$ to $t_{1}$ is sufficiently small,
(ii) throughout the range $t_{0}$ to $t_{1}$ both $F_{22}$ and $F_{44}$ have constant sign,
(iii) throughout this range $F_{22} F_{44}>F_{24}^{2}$.

If these conditions are satisfied, then $I$ is a maximum or minimum according as $F_{22}$ is negative or positive (evidently from (iii) $F_{22}$ and $F_{44}$ must both have the same sign).

This result, which is clearly an extension of the Legendre test, §§ 1.5 and 2.5 . can be generalized quite easily to the case of $n$ variables, $q_{1}, q_{2}, \ldots, q_{n}$. We then have

Theorem 8. Let $I=\int_{t_{0}}^{t_{1}} F\left(q_{1}, q_{2}, \ldots, q_{n} ; \dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n}: t\right) d t$. where the $q$ 's satisfy the $n$ sfcond-order partial differential equations (9), § 3.2. If at every point of a sufficiently small range $t_{0}$ to $t_{1}$
(i) $\frac{\dot{c}^{2} F}{\bar{\delta} \dot{q}_{r}^{2}} \quad(r=1,2, \ldots, n)$ all have constant sign.
(ii) $\binom{\dot{c}^{2} F}{\dot{\partial} \dot{q}_{r}^{2}}\binom{\hat{c}^{2} F}{\frac{c}{c} \dot{q}_{s}^{2}}>\left(\begin{array}{l}\dot{c}^{2} F \\ \bar{c} \dot{q}_{r} \\ \dot{c} \dot{q}_{s}\end{array}\right)^{2} \quad\binom{r=1,2, \ldots, n, r \neq s), ~}{s=1,2, \ldots, n}$,
then $I$ is a maximum if the signs of $\dot{1}^{2} F_{i} \dot{q} \dot{q}_{r}^{2}$ are all negative and minimum if they are all positice (eridently (ii) ensures that they all have the same sign).

In dynamics $F$ is a quadratic function of the $\dot{q}$ 's and these conditions are frequently fulfilled.

### 3.4. Conjugate points (kinetic foci) for integral (1), § 3.2

The extent of the range $t_{0}, t_{1}$ for which these results may be true still remains to be determined. The definition and development of conjugate points in $\$ \S 2.6,2.9$, and 2.12 can be generalized so as to be applicable to the case of two or more dependent variables. We give a descriptive account of these generalizations, confining ourselves to the case of two dependent variables since the general formulae are very elaborate.

The theory of differential equations shows that solutions of (7) and (8), §3.2, are of the form

$$
\begin{align*}
& q_{1}=\phi_{1}\left(t, a_{1}, a_{2}, a_{3}, a_{4}\right)  \tag{1}\\
& q_{2}=\phi_{2}\left(t, a_{1}, a_{2}, a_{3}, a_{4}\right) \tag{2}
\end{align*}
$$

where $a_{1}, a_{2}, a_{3}, a_{4}$ are four arbitrary constants independent of $t$ (the same for both (1) and (2)). The elimination of $t$ from these equations leads to a relation between the $q$ 's which in a dynamical problem would be the equation of a trajectory or orbit. If two points $A$ and $B$ on such a trajectory are given, then the corresponding values of $q_{1}$ and $q_{2}$, their coordinates, are known and so the four constants $a_{1}, a_{2}, a_{3}, a_{4}$ can be determined. If this determination is unique there will be only one orbit through $A$ and $B$, but it is also possible that there may be more than one, as in the case of parabolic orbits under gravity. If, however, $A$ only is given, then two of the constants $a_{1}, a_{2}, a_{3}, a_{4}$ can be determined and the other two still remain arbitrary. In this case a doubly infinite set of trajectories can be drawn through $A$, each of which makes the integral $I$, (1), § 3.2 stationary.

Let $T$ denote a trajectory through $A$ and $B$ and $T^{\prime}$ any other of the doubly infinite trajectories through $A$, and let $P$ be a point of intersection of $T$ and $T^{\prime}$ other than $A$. Then as $T^{\prime}$ tends to $T$ the point $P$ will tend to a limiting position, $A^{\prime}$ say, on $T$. The point $A^{\prime}$ is then called the conjugate (or kinetic focus) of $A$; if there are several such limiting points of intersection the one nearest to $A$ on $T$ will be the one denoted by $A^{\prime}$ (the illustrations given in $\S 2.10$ and 2.11 may be usefully referred to at this stage). The arguments of $\S 2.6$ can then be generalized to show that if $B$ lies between $A$ and $A^{\prime}$ the solutions of (7) and (8), §3.2, make the integral $I$, (1), § 3.2 , a maximum or a minimum, and that if $B$ lies outside the arc $A A^{\prime}$ then, in general, $I$ is stationary only and is neither a maximum nor a minimum.

If the coordinates of $A$ are given, then those of the conjugate point $A^{\prime}$ can be obtained analytically from an equation which is a generalization of the one given in $\$ 2.12$. Let the trajectory be given by equations (1) and (2), let $A$ and its conjugate $A^{\prime}$
be points which correspond respectively to the values $t_{0}$ and $t_{0}^{\prime}$ of $t$. For brevity let

$$
\phi_{1}\left(t_{0}\right)=\phi_{1}\left(t_{0}, a_{1}, a_{2}, a_{3}, a_{4}\right), \quad \phi_{2}\left(t_{0}\right)=\phi_{2}\left(t_{0}, a_{1}, a_{2}, a_{3}, a_{4}\right) .
$$

Then given $t_{0}$ the equation $\dagger$ for $t_{0}^{\prime}$ is

$$
\left|\begin{array}{llll}
\frac{\partial \phi_{1}\left(t_{0}\right)}{\partial a_{1}} & \frac{\partial \phi_{1}\left(t_{0}\right)}{\partial a_{2}} & \frac{\partial \phi_{1}\left(t_{0}\right)}{\partial a_{3}} & \frac{\partial \phi_{1}\left(t_{0}\right)}{\partial a_{4}}  \tag{3}\\
\frac{\partial \phi_{2}\left(t_{0}\right)}{\partial a_{1}} & \frac{\partial \phi_{2}\left(t_{0}\right)}{\partial a_{2}} & \frac{\partial \phi_{2}\left(t_{0}\right)}{\partial a_{3}} & \frac{\partial \phi_{2}\left(t_{0}\right)}{\partial a_{4}} \\
\frac{\partial \phi_{1}\left(t_{0}^{\prime}\right)}{\partial a_{1}} & \frac{\partial \phi_{1}\left(t_{0}^{\prime}\right)}{\partial a_{2}} & \frac{\partial \phi_{1}\left(t_{0}^{\prime}\right)}{\partial a_{3}} & \frac{\partial \phi_{1}\left(t_{0}^{\prime}\right)}{\partial a_{4}} \\
\frac{\partial \phi_{2}\left(t_{0}^{\prime}\right)}{\partial a_{1}} & \frac{\partial \phi_{2}\left(t_{0}^{\prime}\right)}{\partial a_{2}} & \frac{\partial \phi_{2}\left(t_{0}^{\prime}\right)}{\partial a_{3}} & \frac{\partial \phi_{2}\left(t_{0}^{\prime}\right)}{\partial a_{4}}
\end{array}\right|=0 .
$$

The general equation for the conjugate of a point when there are $n$ variables $q_{1}, q_{2}, \ldots, q_{n}$ is given in Forsyth. $\ddagger$

### 3.5. Integrals of the type $\int F\left(x, y, y_{1}, y_{2}, \ldots, y_{n}\right) d x$, where

$$
y_{m}=\frac{d^{m} y}{d x^{m}}
$$

Since the arguments for the case $n=2$ can be easily extended to the general value of $n$, we shall first deal with the integral

$$
\begin{equation*}
I=\int_{a}^{b} F\left(x, y, y_{1}, y_{2}\right) d x, \tag{1}
\end{equation*}
$$

where the values of $a$ and $b$ and the functional form of $F$ are given. Let

$$
\begin{equation*}
y=s(x) \tag{2}
\end{equation*}
$$

be the equation of the curve for which $I$ is stationary. Confining ourselves to weak variations as before, let

$$
\begin{equation*}
y=s(x)+\epsilon \eta(x) \tag{3}
\end{equation*}
$$

be the equation of a neighbouring curve, where $\epsilon$ is an arbitrary constant and $\eta(x)$ is an arbitrary function of $x$ independent of $\epsilon$.

[^10]We assume that the curves (2) and (3) have common ordinates and tangents at the end points of the range of integration, i.e.

$$
\begin{equation*}
\eta(a)=\eta(b)=0 \text { and }\left(\frac{d \eta(x)}{d x}\right)_{x=a}=\left(\frac{d \eta(x)}{d x}\right)_{x=b}=0 . \tag{4}
\end{equation*}
$$

We also assume that $F\left(x, y, y_{1}, y_{2}\right)$ has continuous partial derivatives, of at least the second order, with respect to $x, y, y_{1}$, and $y_{2}$.

Substituting from (2) and (3) in (1) we obtain for the integral the values $I$ and $I+\delta I$ respectively. On writing

$$
\begin{aligned}
s(x)=s, \quad \frac{d s(x)}{d x} & =s_{1}(x), \quad \frac{d^{2} s(x)}{d x^{2}}=s_{2}(x), \quad \eta(x)=\eta, \\
\frac{d \eta(x)}{d x} & =\eta_{1}(x), \quad \frac{d^{2} \eta(x)}{d x^{2}}=\eta_{2}(x)
\end{aligned}
$$

and applying the first mean-value theorem we have

$$
\begin{align*}
& \delta I=\int_{a}^{b}\left\{F\left(x, s+\epsilon \eta, s_{1}+\epsilon \eta_{1}, s_{2}+\epsilon \eta_{2}\right)-F\left(x, s, s_{1}, s_{2}\right)\right\} d x \\
&=\epsilon \int_{a}^{b}\left\{\eta \frac{\partial F}{\partial s}+\eta_{1} \frac{\partial F}{\partial s_{1}}+\eta_{2} \frac{\partial F}{\partial s_{2}}\right\} d x+O\left(\epsilon^{2}\right) \tag{5}
\end{align*}
$$

For a stationary value of $I$ the coefficient of $\epsilon$ must vanish and so

$$
\begin{equation*}
\int_{a}^{b}\left\{\eta \frac{\partial F}{\partial s}+\eta_{1} \frac{\partial F}{\partial s_{1}}+\eta_{2} \frac{\partial F}{\partial s_{2}}\right\} d x=0 \tag{6}
\end{equation*}
$$

On integrating by parts we have

$$
\begin{equation*}
\int_{a}^{b} \eta_{1} \frac{\partial F}{\partial s_{1}} d x=\eta\left(\frac{\partial F}{\partial s_{1}}\right)_{a}^{b}-\int_{a}^{b} \eta \frac{d}{d x}\left(\frac{\partial F}{\partial s_{1}}\right) d x \tag{7}
\end{equation*}
$$

and since $\eta(a)=\eta(b)=0$, the first of the two terms on the right-hand side must vanish at both limits of integration.

Again, on integrating by parts twice we have

$$
\begin{equation*}
\int_{a}^{b} \eta_{2} \frac{\partial F}{\partial s_{2}} d x=\eta_{1}\left(\frac{\partial F}{\partial s_{2}}\right)_{a}^{b}-\eta \frac{d}{d x}\left(\frac{\partial F}{\partial s_{2}}\right)_{a}^{b}+\int_{a}^{b} \eta \frac{d^{2}}{d x^{2}}\left(\frac{\partial F}{\partial s_{2}}\right) d x \tag{8}
\end{equation*}
$$

Now, by (4), $\eta(a)=\eta(b)=0$ and $\eta_{1}(a)=\eta_{1}(b)=0$. Hence the
first two terms on the right-hand side of (8) vanish at both limits of integration and (6) can be rewritten in the form

$$
\begin{equation*}
\int_{a}^{b} \eta\left\{\frac{\partial F}{\partial s}-\frac{d}{d x}\left(\frac{\partial F}{\partial s_{1}}\right)+\frac{d^{2}}{d x^{2}}\left(\frac{\partial F}{\partial s_{2}}\right)\right\} d x=0 \tag{9}
\end{equation*}
$$

Since $\eta(x)$ is an arbitrary function of $x$ we can apply the methods and arguments of § 1.4 to show that (9) can hold only if

$$
\begin{equation*}
\frac{\partial F}{\partial s}-\frac{d}{d x}\left(\frac{\partial F}{\partial s_{1}}\right)+\frac{d^{2}}{d x^{2}}\left(\frac{\partial F}{\partial s_{2}}\right)=0 \tag{10}
\end{equation*}
$$

This is a differential equation of the fourth order.
These arguments are easily extended to the case when the integral $I$ contains differential coefficients of the $n$th order. The result is:

Theorem 9. Let $d^{m} y_{i}^{\prime} d x^{m}$ be denoted by $y_{m}$ and let the values of $y, y_{1}, y_{2}, \ldots, y_{n-1}$ be given for both $x=a$ and $x=b$. Also let the functional form of $F$ be given; then the integral

$$
\begin{equation*}
I=\int_{a}^{b} F\left(x, y, y_{1}, y_{2}, \ldots, y_{n}\right) d x \tag{11}
\end{equation*}
$$

is stationary when $y$ satisfies the equation

$$
\begin{equation*}
\frac{\partial F}{\partial y}-\frac{d}{d x}\left(\frac{\partial F}{\partial y_{1}}\right)+\frac{d^{2}}{d x^{2}}\left(\frac{\partial F}{\partial y_{2}}\right)-\ldots+(-1)^{n} \frac{d^{n}}{d x^{n}}\left(\frac{\partial F}{\partial y_{n}}\right)=0 . \tag{12}
\end{equation*}
$$

This equation is a differential equation of order $2 n$.
The conditions which must be satisfied in order that these stationary values should be maxima or minima are so elaborate that we cannot deal with them here. A theory of conjugate points can be formulated, analogous to the one developed in Chapter II, and in the case when $n=2$ it can be proved that if
(i) equation (12) is satisfied when $n=2$,
(ii) the arc of integration from $x=a$ to $x=b$ does not enclose a point which is conjugate to either of the end points,
(iii) $\partial^{2} F / \partial y_{2}^{\frac{1}{2}}$ maintains a constant sign throughout the arc of integration from $x=a$ to $x=b$,
then $I$ is a maximum if this sign is negative and a minimum if it is positive.

Proofs of these statements and formulae for conjugate points can be found in Forsyth's Calculus of Variations. $\dagger$

### 3.6. The case of several independent variables and one dependent variable

We now deal with integrals of the type

$$
\begin{equation*}
I=\iint F(x, y ; z ; p ; q) d x d y \tag{1}
\end{equation*}
$$

where $x$ and $y$ are independent variables, $z$ is a function of $x$ and $y$, and $p=\partial z / \partial x$ and $q=\partial z / \partial y$. The functional form of $F$ is given and the problem consists in finding the functional relationship between $x, y$, and $z$ which renders I a maximum or minimum. Such a relationship can be expressed graphically by a surface in three-dimensional space. Surfaces for which $I$ is stationary will be referred to as extremals. In order to simplify the analysis we shall assume that the curves which bound the area of integration are fixed.

Let

$$
\begin{equation*}
z=s(x, y) \tag{2}
\end{equation*}
$$
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be the equation of an extremal surface passing through the given boundary curves. In Fig. III. 1, $P$ is a point on this surface and $O M=x, M N=y, N P=z$, where $(x, y, z)$ are its coordinates. A neighbouring surface can be obtained by producing $N P$ to $P^{\prime}$, where $P P^{\prime}=\epsilon \eta(x, y), \epsilon$ is an arbitrary constant, and $\eta(x, y)$ is an arbitrary function of $x$ and $y$. We confine ourselves to weak variations, as in § 1.3, and for this purpose we assume that $\eta(x, y)$ is independent of $\epsilon$. The equation of the neighbouring surface is

$$
\begin{equation*}
z=s(x, y)+\epsilon \eta(x, y) . \tag{3}
\end{equation*}
$$

Since the boundaries of integration of $I$ are fixed, then at all points of the bounding curves we must have $\eta(x, y)=0$.

$$
\dagger \text { Chap. iii. }
$$

Finally we assume that $F(x, y, z, p, q)$ possesses continuous partial derivatives with respect to $z, p$, and $q$; this enables us to utilize a mean-value theorem. $\dagger$

For brevity write $s(x, y)=s, \eta(x, y)=\eta$, and let $I$ denote the value of integral (1) when taken over the extremal (2) and $I+\delta I$ its value when taken over the surface (3). Then we have

$$
\begin{align*}
& \delta I=\iint F\left(x, y, s+\epsilon \eta, p+\epsilon \frac{\partial \eta}{\partial x}, q+\epsilon \frac{\partial \eta}{\partial y}\right) d x d y- \\
&-\iint F(x, y, s, p, q) d x d y \\
&= \epsilon \iint\left(\eta \frac{\partial F}{\partial s}+\frac{\partial \eta}{\partial x} \frac{\partial F}{\partial p}+\frac{\partial \eta}{\partial y} \frac{\partial F}{\partial q}\right) d x d y+O\left(\epsilon^{2}\right) . \tag{4}
\end{align*}
$$

where $p$ and $q$ denote values of $\partial z / \partial x$ and $\partial z / \partial y$ on the surface (2). For a maximum or a minimum the coefficient of $\epsilon$ must vanish and so

$$
\begin{equation*}
\iint\left(\eta \frac{\partial F}{\partial s}+\frac{\partial \eta}{\partial x} \frac{\partial F}{\partial p}+\frac{\partial \eta}{\partial y} \frac{\partial F}{\partial q}\right) d x d y=0 . \tag{5}
\end{equation*}
$$

By methods similar to those employed in § 1.4 we can deduce from (5) a second-order partial differential equation, but before doing so we must first generalize the principle of integration by parts to a form suitable for application to the process of double integration.

For this purpose we prove the following lemma on double integration. This is usually known as C'auchy's integral theorem.

### 3.7. Lemma on double integration

Fig. III. 2 shows the closed curve $A B C D$ in the $(x, y)$ plane, a curve denoted by $\Gamma$. Let $\phi(x, y)(\equiv \phi)$ and $\psi(x, y)(\equiv \psi)$ be two functions whose first-order partial derivatives with respect to $x$ and $y$ are continuous functions of both these variables. Then

$$
\begin{equation*}
\iint\left(\frac{\partial \phi}{\partial x}+\frac{\partial \psi}{\partial y}\right) d x d y=\int(\phi d y-\psi d x) \tag{1}
\end{equation*}
$$

where (i) the double integral is taken over the area bounded by $\Gamma$, (ii) the line integral is taken along the curve $\Gamma$, and (iii) the direction of integration round $\Gamma$ keeps the area of integration on the left-hand side.

[^11]Proof. If $A C$, Fig. 3.2, is parallel to the $x$-axis then, on integrating with respect to $x$, we have

$$
\begin{equation*}
\iint \frac{\partial \phi}{\partial x} d x d y=\int\left(\phi_{c} d y_{c}-\phi_{a} d y_{a}\right) \tag{2}
\end{equation*}
$$

where the subscript $a$ denotes that the variables in $\phi_{a} d y_{a}$ take values corresponding to the point $A$. A corresponding interpretation applies to the subscript $c$.

Now on traversing $\Gamma$ so that the area is kept on the left-hand side we have $d y_{c}=+d y$ and $d y_{a}=-d y$ (Fig. III. 2). Also it is evident that as the chord $A C$ varies from the position in which its distance from the $x$-axis is a minimum to one in which its distance is a maximum, the points $A$ and $C$ describe different arcs of $\Gamma$ in such a manner that between them $\Gamma$ is described once. Hence

$$
\begin{equation*}
\iint \frac{\partial \phi}{\partial x} d x d y=\int\left(\phi_{c} d y_{c}-\phi_{a} d y_{a}\right)=\int_{\Gamma} \phi d y \tag{3}
\end{equation*}
$$

where the last integral is taken once round $\Gamma$.
Again, if $B D$ is parallel to the $y$-axis (Fig. III. 2), then, on integrating with respect to $y$, we have

$$
\iint \frac{\partial \psi}{\partial y} d x d y=\int\left(\psi_{d} d x_{d}-\psi_{b} d x_{b}\right)
$$

But if $\Gamma$ is described so as to keep the area on the left-hand side, then $d x_{d}=-d x$ and $d x_{b}=+d x$. Thus, similarly to (3), we have

$$
\begin{equation*}
\iint \frac{\partial \psi}{\partial y} d x d y=-\int_{\Gamma} \psi d x \tag{4}
\end{equation*}
$$

On adding (3) and (4) we obtain (1).
Fig. III. 2 illustrates a simply connected region, i.e. one in which all curves of the region can be shrunk into points without having to cross the bounding-curve $\Gamma$. The lemma is still true for multiply connected regions, of which an illustration is given by Fig. III. 3. Here the boundary region consists of two closed ovals one lying entirely inside the other, $A B C D$ and $A^{\prime} B^{\prime} C^{\prime} D^{\prime}$. The curve $\Gamma$ consists of the two ovals taken together and, in order to satisfy the convention that $\Gamma$ is to be described so that
the area is kept on the left-hand side, each of these ovals must be described in the sense indicated by the arrows in the diagram. On integrating with respect to $x$ and taking $A A^{\prime} C^{\prime} C$ in Fig. III. 3 to be parallel to the $x$-axis, we have

$$
\begin{equation*}
\iint \frac{\partial \phi}{\partial x} d x d y=\int\left(\phi_{a^{\prime}} d y_{a^{\prime}}-\phi_{a} d y_{a}+\phi_{c} d y_{c}-\phi_{c^{\prime}} d y_{c^{\prime}}\right) \tag{5}
\end{equation*}
$$

Here $d y_{a^{\prime}}=d y_{c}=+d y$ and $d y_{a}=d y_{c^{\prime}}=-d y$. Evidently as $A A^{\prime} C^{\prime} C$ varies from its minimum to its maximum distance


Fig. III. 2.
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from the $x$-axis it is clear that the four points $A A^{\prime} C^{\prime} C$ traverse four different arcs of the boundary and that these four arcs add up to $\Gamma$ once, without overlap. Hence (5) can be written

$$
\begin{equation*}
\iint \frac{\partial \phi}{\partial x} d x d y=\int_{\Gamma} \phi d y \tag{6}
\end{equation*}
$$

where the right-hand integral is taken once round $\Gamma$. Similar arguments applied to the integral $\iint(\partial \psi / \partial y) d x d y$ then enable us to complete the proof of the lemma for the case of multiply connected regions. This lemma is a special case of Stokes's theorem and further details are available in most works on analysis. $\dagger$

[^12]3.8. The characteristic equation for the integral (1), § 3.6 On writing $\phi=\eta \frac{\partial F}{\partial p}$ and $\psi=\eta \frac{\partial F}{\partial q}$ in (1), § 3.7, we have
\[

$$
\begin{align*}
\iint\left[\eta\left(\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)+\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right)\right\}+\frac{\partial \eta}{\partial x} \frac{\partial F}{\partial p}\right. & \left.+\frac{\partial \eta}{\partial y} \frac{\partial F}{\partial q}\right] d x d y \\
& =\int \eta\left(\frac{\partial F}{\partial p} d y-\frac{\partial F}{\partial q} d x\right) \tag{1}
\end{align*}
$$
\]

where the line integral is taken round the given boundaries of the integral (1), §3.6. Since these boundaries are the same for surfaces (2) and (3), § 3.6 , we must have $\eta=0$ in the line integral on the right-hand side of (1). Hence (1) reduces to

$$
\begin{equation*}
\iint\left(\frac{\partial \eta}{\partial x} \frac{\partial F}{\partial p}+\frac{\partial \eta}{\partial y} \frac{\partial F}{\partial q}\right) d x d y=-\iint \eta\left(\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)+\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right)\right\} d x d y, \tag{2}
\end{equation*}
$$

and so equation (5), § 3.6 , reduces to

$$
\begin{equation*}
\iint \eta\left(\frac{\partial F^{\prime}}{\partial s}-\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)-\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right)\right\} d x d y=0 . \tag{3}
\end{equation*}
$$

We can now make use of the fact that over the surface of integration $\eta=\eta(x, y)$ is an arbitrary function of $x$ and $y$ and apply the arguments of § 1.4. We then deduce that (3) can be true only if

$$
\begin{equation*}
\frac{\partial F}{\partial s}-\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)-\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right)=0 . \tag{4}
\end{equation*}
$$

This is the characteristic equation for the determination of the maximum and minimum values of the integral (1), § 3.6. It is a partial differential equation of the second order for the determination of $z(=s(x, y))$ as a function of $x$ and $y$.

The ideas of these three paragraphs, including the lemma of $\S 3.7$, are easily extended to the case of $n$ independent variables $x_{1}, x_{2}, \ldots, x_{n}$ and one dependent variable $z$. We then deduce
Theorem 10. Let $\boldsymbol{F}$ be a given functional form, let $p_{r}=\partial z / \partial x_{r}$ where $z$ is a function of $x_{1}, x_{2}, \ldots, x_{n}$, and let the integral

$$
\begin{equation*}
I=\iint \ldots \int F\left(z, x_{1}, x_{2}, \ldots, x_{n}, p_{1}, p_{2}, \ldots, p_{n}\right) d x_{1} d x_{2} \ldots d x_{n} \tag{5}
\end{equation*}
$$

be taken through an $n$-dimensional region bounded by given fixed
boundaries of dimension $n-1$. Then the integral (5) is stationary when $\approx$ is a solution of the second-order partial differential equation

$$
\begin{equation*}
\frac{\partial F}{\partial z}-\frac{\partial}{\partial x_{1}}\left(\frac{\partial F}{\partial p_{1}}\right)-\frac{\partial}{\partial x_{2}}\left(\frac{\partial F}{\partial p_{2}}\right)-\ldots-\frac{\partial}{\partial x_{n}}\left(\frac{\partial F}{\partial p_{n}}\right)=0 \tag{6}
\end{equation*}
$$

### 3.9. The second variation of integral (1), § 3.6

The study of the second variation of the integral in (1). § 3.6 involves elaborate analysis. We limit ourselves to a summary, without proof, of the results obtained for the case of two and also of three independent variables. For proofs the reader is referred to Forsyth. $\dagger$

From the characteristic equation (4), § 3.8 , we can deduce an accessory equation by means of which a theory of conjugate curves or surfaces can be developed, analogous to the theory of conjugate points in § 2.6. Suppose that the domain of integration of the integral (1), $\S 3.6$, on an extremal surface is bounded by two closed non-intersecting curves $\Gamma$ and $\Delta$. Then it is possible to find curves conjugate to $\Gamma$ and $\Delta$ either by analytical or by geometrical methods. For example, if the family of extremals passing through $\Gamma$ possesses an envelope $E$, then the curve of contact of $E$ and the extremal through both $\Gamma$ and $\Delta$ is conjugate to $\Gamma$. In the case of two independent variables it can be proved that if
(i) the domain of integration on the extremal surface does not contain points on the conjugate of either of its bounding curves,
(ii) at all points of this domain,
(iiq) $\partial^{2} F / \partial p^{2}$ has constant sign and
(iib) $\frac{\partial^{2} F}{\partial p^{2}} \frac{\partial^{2} F}{\partial q^{2}}>\left(\frac{\partial^{2} F}{\partial p \partial q}\right)^{2}$,
then the solution of

$$
\begin{equation*}
\frac{\partial F}{\partial z}-\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)-\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right)=0 \tag{1}
\end{equation*}
$$

considered as an equation for $z$, makes $\iint F(x, y, z, p, q) d x d y$ a
maximum if $\partial^{2} F / \partial p^{2}$ is negative and a minimum if it is positive. From (ii $b$ ) $\partial^{2} F / \partial p^{2}$ and $\partial^{2} F / \partial q^{2}$ have the same sign.

In the case of three independent variables the integral to be considered is

$$
\begin{equation*}
I=\iiint F\left(x_{1}, x_{2}, x_{3}, z, p_{1}, p_{2}, p_{3}\right) d x d y d z \tag{2}
\end{equation*}
$$

where $x_{1}, x_{2}, x_{3}$ are the independent variables and $p_{1}=\partial z / \partial x_{1}$, $p_{2}=\partial z / \partial x_{2}, p_{3}=\partial z / \partial x_{3}$. The result just stated for the case of two independent variables remains true for the integral (2) if ( 1 ) is replaced by ( 6 ), $\S 3.8$ with $n=3$. Condition (i) still remains and (ii) is replaced by
(iic) throughout the domain of integration $\partial^{2} F / \partial p_{1}^{2}$ has constant sign, and
(iid) the following three inequalities hold:

$$
\begin{gathered}
\frac{\partial^{2} F}{\partial p_{2}^{2}} \frac{\partial^{2} F}{\partial p_{3}^{2}}>\left(\frac{\partial^{2} F}{\partial p_{2} \partial p_{3}}\right)^{2}, \quad \frac{\partial^{2} F}{\partial p_{3}^{2}} \frac{\partial^{2} F}{\partial p_{1}^{2}}>\left(\frac{\partial^{2} F}{\partial p_{3} \partial p_{1}}\right)^{2}, \\
\frac{\partial^{2} F}{\partial p_{1}^{2}} \frac{\partial^{2} F}{\partial p_{2}^{2}}>\left(\frac{\partial^{2} F}{\partial p_{1} \partial p_{2}}\right)^{2},
\end{gathered}
$$

then the integral (2) is a maximum if $\hat{o}^{2} F / \partial p_{1}^{2}$ is negative and a minimum if it is positive. From (ii $d$ ) it is evident that $\partial^{2} F / \partial p_{1}^{2}$, $\partial^{2} F_{j}^{\prime} c p_{2}^{2}, \hat{\partial}^{2} F_{j}^{\prime} \partial p_{3}^{2}$ all have the same sign.

### 3.10. Applications to physical and other problems

The most important application of these results is to integrals of the type

$$
\begin{equation*}
I=\frac{1}{8 \pi} \iiint\left\{\left(\frac{\partial v}{\partial x}\right)^{2}+\left(\frac{\partial v}{\partial y}\right)^{2}+\left(\frac{\partial v}{\partial z}\right)^{2}\right\} d x d y d z \tag{1}
\end{equation*}
$$

where $x, y, z$ are independent variables and $v$ is the dependent variable. On writing $x=x_{1}, y=x_{2}, z=x_{3}, \quad \partial r / \partial x=p_{1}$, $\partial v / \partial y=p_{2}$, and $\partial v / \partial z=p_{3}$ so as to make use of the terminology of $\S 3.8$, we have

$$
\begin{equation*}
F\left(z, x_{1}, x_{2}, x_{3}, p_{1}, p_{2}, p_{3}\right)=\frac{1}{8 \pi}\left(p_{1}^{2}+p_{2}^{2}+p_{3}^{2}\right) \tag{2}
\end{equation*}
$$

Equation (6), § 3.8 then becomes
i.e.

$$
\begin{equation*}
-\frac{1}{4 \pi}\left\{\frac{\partial p_{1}}{\partial x}+\frac{\partial p_{2}}{\partial y}+\frac{\partial p_{3}}{\partial z}\right\}=0 \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}+\frac{\partial^{2} v}{\partial z^{2}}=0 . \tag{4}
\end{equation*}
$$

Also

$$
\begin{gathered}
\frac{\partial^{2} F}{\partial p_{1}^{2}}=\frac{\partial^{2} F}{\partial p_{2}^{2}}=\frac{\partial^{2} F}{\partial p_{3}^{2}}=\frac{1}{4 \pi} \\
\frac{\partial^{2} F}{\partial p_{2} \partial p_{3}}=\frac{\partial^{2} F}{\partial p_{3} \partial p_{1}}=\frac{\partial^{2} F}{\partial p_{1} \partial p_{2}}=0 .
\end{gathered}
$$

Hence from (iic) and (ii d), § 3.9, the integral (1) admits minimum values for solutions of (4).

For physical interpretations let $v$ be the potential function arising from a distribution of matter attracting according to the Newtonian law of gravity $\dagger$ or from a distribution of electric charge in electrostatic equilibrium $\ddagger$ or from a magnetic distribution, § then integral (1) gives the energy density in space and (4) is Laplace's equation. In the case of an electrostatic distribution Laplace's equation holds throughout space, showing that the charge distributes itself in such a manner that the energy is a minimum.

In hydrodynamics if $v$ is the velocity potential of a fluid in irrotational motion and if the fluid density is independent of the time (i.e. if the motion is steady), then the integral (1) is proportional to the kinetic energy of the system and (4) is the equation of continuity, which holds throughout space. Thus the motion adjusts itself so that the kinetic energy is a minimum. $\|$

### 3.11. Application to theory of minimal surfaces

A minimal surface is one whose area, when bounded by two given closed non-intersecting curves, is a minimum. The area of a surface whose equation is

$$
\begin{equation*}
z=f(x, y) \tag{1}
\end{equation*}
$$

is given by $\dagger \dagger$

$$
\begin{equation*}
\iint\left(1+p^{2}+q^{2}\right)^{\frac{1}{2}} d x d y \tag{2}
\end{equation*}
$$

where $p=\partial z / \partial x$ and $q=\partial z / \partial y$.
To minimize this integral we have

$$
\begin{equation*}
F(z, x, y, p, q)=\left(1+p^{2}+q^{2}\right)^{4} \tag{3}
\end{equation*}
$$

[^13]so that the characteristic equation, (6), § 3.8 , is
\[

$$
\begin{equation*}
-\frac{\partial}{\partial x}\left\{\frac{p}{\left(1+p^{2}+q^{2}\right)^{\mathbf{i}}}\right\}-\frac{\partial}{\partial y}\left\{\frac{q}{\left(1+p^{2}+q^{2}\right)^{\mathbf{i}}}\right\}=0 . \tag{4}
\end{equation*}
$$

\]

On writing $1+p^{2}+q^{2}=E^{2}$, differentiating and multiplying through by $E^{3}$, we obtain

$$
\begin{equation*}
\frac{\partial p}{\partial x} E^{2}-p\left(p \frac{\partial p}{\partial x}+q \frac{\partial q}{\partial x}\right)+\frac{\partial q}{\partial y} E^{2}-q\left(p \frac{\partial p}{\partial y}+q \frac{\partial q}{\partial y}\right)=0 \tag{5}
\end{equation*}
$$

This easily simplifies to

$$
\begin{equation*}
\left(1+q^{2}\right) \frac{\partial^{2} z}{\partial x^{2}}-2 p q \frac{\partial^{2} z}{\partial x \partial y}+\left(1+p^{2}\right) \frac{\partial^{2} z}{\partial y^{2}}=0 \tag{6}
\end{equation*}
$$

Equation (6), which is the well-known differential equation of minimal surfaces, was first obtained by Lagrange in 1760 and has been much studied since. It expresses in analytical form the geometrical property that the sum of the two principal curvatures at any point of a minimal surface is zero. $\dagger$ This property is the one generally used to define a minimal surface, for it has the advantage that it is independent of any boundary conditions.

A simple illustration of a minimal surface is given by the rotation of a catenary about its directrix. Taking the $z$-axis as the directrix and a suitable scale of measurement, the equation of the resulting surface of revolution is

$$
\begin{equation*}
\left(x^{2}+y^{2}\right)^{\frac{1}{2}}=\cosh z \tag{7}
\end{equation*}
$$

where the positive value of the root is taken.
Squaring (7), differentiating partially with respect to $x$ and $y$, and writing $p=\partial z / \partial x, q=\partial z / \partial y$ we have

$$
\left.\begin{array}{rl}
x & =p \cosh z \sinh z, \quad y=q \cosh z \sinh z \\
1 & =\frac{\partial^{2} z}{\partial x^{2}} \cosh z \sinh z+p^{2} \cosh 2 z \\
0 & =\frac{\partial^{2} z}{\partial x \partial y} \cosh z \sinh z+p q \cosh 2 z  \tag{9}\\
1 & =\frac{\partial^{2} z}{\partial y^{2}} \cosh z \sinh z+q^{2} \cosh 2 z
\end{array}\right\} .
$$

$\dagger$ R. J. T. Bell, Coordinate Geometry of Three Dimensions, p. 337, § 232.

Denoting the left-hand side of (6) by $L$ we have from (9)

$$
\begin{align*}
L \cosh z \sinh z= & \left(1+q^{2}\right)\left(1-p^{2} \cosh 2 z\right)+ \\
& +2 p^{2} q^{2} \cosh 2 z+\left(1+p^{2}\right)\left(1-q^{2} \cosh 2 z\right)  \tag{10}\\
= & 2-2\left(p^{2}+q^{2}\right) \sinh ^{2} z \tag{11}
\end{align*}
$$

Using (8) and then (7) we have finally

$$
\begin{equation*}
L \cosh ^{3} z \sinh z=2 \cosh ^{2} z-2\left(x^{2}+y^{2}\right)=0 \tag{12}
\end{equation*}
$$

Hence the surface whose equation is (7) satisfies (6) and is a minimal surface.

In order to apply the tests of (ii), § 3.9 , we find that

$$
\begin{gathered}
\frac{\partial^{2} F}{\partial p^{2}}=\frac{1+q^{2}}{\left(1+p^{2}+q^{2}\right)^{i}} ; \quad \frac{\partial^{2} F}{\partial p \partial q}=-\frac{p q}{\left(1+p^{2}+q^{2}\right)^{1}} \\
\frac{\partial^{2} F}{\partial q^{2}}=\frac{1+p^{2}}{\left(1+p^{2}+q^{2}\right)^{i}}
\end{gathered}
$$

It is then evident that

$$
\frac{\hat{c}^{2} F}{\partial p^{2}} \frac{\hat{\partial}^{2} F}{\partial q^{2}}>\left(\frac{\hat{c}^{2} F}{\partial p \hat{c} q}\right)^{2}
$$

Since the positive value of the root is taken it follows that $\partial^{2} F / \partial p^{2}$ is always positive and so the surface admits a minimum.

The problem of finding the conjugate of a given curve is naturally a difficult one, but the following result, which we quote without proof, has been obtained in a case with simplified conditions. Call the intersection of surface (7) with the plane $z=h$, where $h$ is constant, a circle of latitude. Then the conjugate of a circle of latitude on the plane $z=h_{1}$ is another circle of latitude which lies on the plane $z=h_{2}$, where $\dagger$

$$
\begin{equation*}
\operatorname{coth} h_{1}-h_{1}=\operatorname{coth} h_{2}-h_{2} . \tag{13}
\end{equation*}
$$

This equation is the same as (3), § 2.13, and the same geometrical consequences must therefore follow.

Consider the problem of constructing a minimal surface, such as (7), to pass through two given circles $C_{1}$ and $C_{2}$ lying in planes perpendicular to $O_{1} O_{2}$, the join of their centres, Fig. III. 4.

[^14]If a plane through $O_{1} O_{2}$ cuts the circles in the points $P_{1}$ and $P_{2}$, then at most two catenaries can be drawn to pass through $P_{1}$ and $P_{2}$ and to have $O_{1} O_{2}$ as directrix. $\dagger$ On revolving these catenaries round $O_{1} O_{2}$ as axis it follows that at most two surfaces, such as (7), can be constructed to pass through $C_{1}$ and $C_{2}$. Denote one of these surfaces by $S$ and by means of (13) find $C_{1}^{\prime \prime}$ and $C_{2}^{\prime}$, the respective conjugates of $C_{1}$ and $C_{2}$. If the region of $S$ bounded by $C_{1}$ and $C_{2}$ does not contain either $C_{1}^{\prime}$ or $C_{2}^{\prime}$, then for any surface of revolution bounded by $C_{1}$ and $C_{2}$ the area of $S$ is a minimum.

In this section the theory of


Fig. III. 4. minimal surfaces has been considered in relation to threedimensional space, but the idea can be extended to a hyperspace of any number of dimensions. The case of four dimensions has been dealt with by Forsyth. $\ddagger$

Example. Find the minimal surface whose equation is expressible in the form $z=f(x)+F(y)$.
(Answer $\epsilon^{a z}:-=\cos a x \sec a y$, where $a$ is any constant.)

[^15]
## CHAPTER IV

## RELATIVE MAXIMA AND MINIMA AND ISOPERIMETRICAL PROBLEMS

### 4.1. Introduction

The problems dealt with in this chapter are illustrated by the following two examples. (i) Given the length of a closed plane curve, find its shape when the enclosed area is a maximum. Expressed otherwise we require the maximum value of $\int d A$ subject to the condition $\int d s=L$, where $L$ is the given length, $d s$ is the element of arc, and $d A$ the element of area. (ii) Find the curve, lying wholly on a given surface $S$, whose length of arc between two given points $P$ and $Q$ is a minimum. Here we require the minimum value of $\int d s$ subject to the condition that $S(x, y, z)=0$, where $d s$ is the element of arc and the equation is that of the surface $S$.

Problems in which the conditional equation involves integration are usually known as isoperimetrical problems.

### 4.2. Relative maxima and minima

Confining ourselves to plane curves we commence with the problem of finding the stationary values of the integral $I$, where

$$
\begin{equation*}
I=\int_{a}^{b} F\left(x, y, y_{1}\right) d x \tag{1}
\end{equation*}
$$

and where the equation

$$
\begin{equation*}
L=\int_{a}^{b} \phi\left(x, y, y_{1}\right) d x \tag{2}
\end{equation*}
$$

must be satisfied by $y$ and $y_{1}(=d y / d x)$ regarded as functions of $x$. Here $L$ is a given constant and $F$ and $\phi$ are given functional forms. We may express the problem otherwise by saying that among all the curves which satisfy. (2) we require those which maximize or minimize (1). These maximizing (or minimizing) curves will be referred to as extremals.

For simplicity we shall consider only the case where the end points of the range of integration, $x=a$ and $x=b$, are
prescribed. We also assume that $F$ and $\phi$ possess continuous partial derivatives up to at least the second order, so that we may employ the mean-value theorem for functions of several variables.

With the terminology of § 1.3 let

$$
\begin{equation*}
y=s(x) \tag{3}
\end{equation*}
$$

be the functional form of $y$ for which $I$ is stationary and let us consider the change in the value of $I$ when $y$ is subjected to a variation of the form

$$
\begin{equation*}
y=s(x)+\epsilon t(x) \tag{4}
\end{equation*}
$$

Here $\epsilon$ is a constant and, since the end points are prescribed, $t(a)=t(b)=0$. If $I$ changes to $I+\delta I$ then, using the meanvalue theorem, we have

$$
\begin{equation*}
\delta I=\epsilon \int_{\sigma}^{b}\left\{\frac{\partial F}{\partial s} t(x)+\frac{\partial F}{\partial s_{1}} t_{1}(x)\right\} d x+O\left(\epsilon^{2}\right) \tag{5}
\end{equation*}
$$

where $s=s(x), s_{1}=d s(x) / d x, t_{1}(x)=d t(x) / d x$ and, using the Landau notation of § 1.2, O( $\epsilon^{2}$ ) denotes terms containing $\epsilon^{2}$ and higher powers of $\epsilon$.

Since $L$ is constant, on dealing with integral (2) similarly we have

$$
\begin{equation*}
0=\epsilon \int_{a}^{b}\left\{\frac{\partial \phi}{\partial s} t(x)+\frac{\partial \phi}{\partial s_{1}} t_{1}(x)\right\} d x+O\left(\epsilon^{2}\right) . \tag{6}
\end{equation*}
$$

Now integrate by parts the second term in each of these integrals and make use of the conditions $t(a)=t(b)=0$. Equations (5) and (6) then respectively become
and

$$
\begin{align*}
\delta I & =\epsilon \int_{a}^{b} t(x)\left\{\frac{\partial F}{\partial s}-\frac{d}{d x}\left(\frac{\partial F}{\partial s_{1}}\right)\right\} d x+O\left(\epsilon^{2}\right)  \tag{7}\\
0 & =\epsilon \int_{a}^{b} t(x)\left\{\frac{\partial \phi}{\partial s}-\frac{d}{d x}\left(\frac{\partial \phi}{\partial s_{1}}\right)\right\} d x+O\left(\epsilon^{2}\right) . \tag{8}
\end{align*}
$$

From (8) it is evident that $\epsilon$ and $t(x)$ are not independent of each other and therefore we may not equate the coefficient of cin (7) to zero, as in previous work. A similar difficulty occurs
when finding the stationary values of functions of several variables in the case where some of the variables satisfy subsidiary conditions. Among the methods used to overcome this difficulty is the Lagrangian method of undetermined multipliers $\dagger$ which, fortunately, applies with equal success to the problems of this chapter.

Multiplying equation (8) by an undetermined multiplier $\lambda$ and subtracting from (7) we have

$$
\begin{gather*}
\delta I=\epsilon\left[\int_{a}^{b} t(x)\left\{\frac{\partial F}{\partial s}-\frac{d}{d x}\left(\frac{\partial F}{\partial s_{1}}\right)\right\} d x-\lambda \int_{a}^{b} t(x)\left\{\frac{\partial \phi}{\partial s}-\frac{d}{d x}\left(\frac{\partial \phi}{\partial s_{1}}\right)\right\} d x\right]+ \\
+O\left(\epsilon^{2}\right) \tag{9}
\end{gather*}
$$

Now if $I$ is to be stationary the sign of $\delta I$ must be independent of the choice of $\epsilon$ and $t(x)$. This result can be achieved if we assume that $\lambda$ is a constant and choose $s(x)$ so as to satisfy the second-order differential equation

$$
\begin{equation*}
\frac{\partial}{\partial s}(F-\lambda \phi)-\frac{d}{d x}\left\{\frac{\partial}{\partial s_{1}}(F-\lambda \phi)\right\}=0 . \tag{10}
\end{equation*}
$$

It might appear sufficient to choose $s(x)$ so as to satisfy the second-order equation

$$
\begin{equation*}
\frac{\hat{} F}{\partial s}-\frac{d}{d x}\left(\frac{\hat{c} F}{\partial s_{1}}\right)=0 . \tag{11}
\end{equation*}
$$

For it would then follow from (7) that the sign of $\delta I$ is independent of $\epsilon$ and $t(x)$. But only a finite number of solutions of (11) can pass through the fixed end points $A$ and $B$, and none of these may satisfy condition (2). In the case of equation (10), $\lambda$ can be regarded as a third arbitrary constant in addition to the two of the solution; hence a solution of (10) can be found which passes through the end points $A$ and $B$ and in addition satisfies condition (2).

Evidently the conditions under which (10) has been proved are sufficient but not necessary.

[^16]To summarize our results we have proved:
Theorem 11. By suitable choice of the constant $\lambda$, a solution of the second-order equation

$$
\begin{equation*}
\frac{\partial}{\partial y}(F-\lambda \phi)-\frac{d}{d x}\left\{\frac{\partial}{\partial y_{1}}(F-\lambda \phi)\right\}=0 \tag{12}
\end{equation*}
$$

can be found which renders the integral I, of equation (1), stationary, which passes through the end points of the range of integration of (1) and (2), and which also satisfies condition (2).

The discussion of the second variation, i.e. the coefficient of $\epsilon^{2}$, is postponed to §4.12; the next three sections are devoted to illustrations of the theorem.

### 4.3. Examples illustrating theorem 11

Example 1. Two fixed points, $A$ and $B$, are joined by a plane curve $\Gamma$, of given length $l$. Find the form of $\Gamma$ for which the area enclosed by $\Gamma$ and the chord $A B$ is a maximum.

It is best to use polar coordinates, taking $A B$ as the initial line and some convenient point $O$, lying between $A$ and $B$, as pole. It is assumed that a radius vector through $O$ cuts $\Gamma$ in at most one point.

The problem evidently becomes that of maximizing the integral

$$
\begin{equation*}
I=\frac{1}{2} \int_{0}^{\pi} r^{2} d \theta \tag{1}
\end{equation*}
$$

subject to the condition that
or

$$
\begin{gather*}
l=\int_{A}^{B} d s  \tag{2}\\
l=\int_{0}^{\pi}\left\{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}\right\}^{\frac{1}{2}} d \theta \tag{3}
\end{gather*}
$$

where the positive value of the root is to be taken.
Here $\theta$ is taken as the independent variable and $r$ as the dependent variable (instead of $x$ and $y$ respectively). On writing $r_{1}=d r / d \theta$ we have $F\left(\theta, r, r_{1}\right)=\frac{1}{2} r^{2}$ and $\phi\left(\theta, r, r_{1}\right)=\left(r^{2}+r_{1}^{2}\right)^{4}$. Hence with $x$ replaced by $\theta$ and $y$ by $r$, (12), $\S 4.2$ becomes

$$
\begin{equation*}
r-\frac{\lambda r}{\left(r^{2}+r_{1}^{2}\right)^{4}}+\frac{d}{d \theta}\left\{\frac{\lambda r_{1}}{\left(r^{2}+r_{1}^{2}\right)^{4}}\right\}=0 . \tag{4}
\end{equation*}
$$

If $s$ denotes the length of arc we have $\left(r^{2}+r_{1}^{2}\right)^{\frac{t}{2}}=d s / d \theta$, and so, since $\lambda$ is constant, equation (4) can be written

$$
\begin{equation*}
r-\lambda r \frac{d \theta}{d s}+\lambda \frac{d}{d \theta}\left(\frac{d r}{d s}\right)=0 \tag{5}
\end{equation*}
$$

If $\chi$ is the angle between the radius vector $O P$ and the tangent to $\Gamma$ at $P$ (Fig. IV. 1) and $\psi$ is the angle between the initial line and this tangent we have $r \frac{d \theta}{d s}=\sin \chi$ and $\frac{d r}{d s}=\cos \chi$.


Fig. IV. 1.
Equation (5) can be written

$$
\begin{align*}
r=\lambda\left\{\sin \chi-\frac{d}{d \theta}(\cos \chi)\right\}= & \lambda \sin \chi\left\{1+\frac{d \chi}{d \theta}\right\} \\
& =\lambda r \frac{d \theta}{d s} \frac{d \psi}{d \theta}=\lambda r \frac{d \psi}{d s} \tag{6}
\end{align*}
$$

Thus $\lambda=d s / d \psi$ and, since $\lambda$ is constant, it follows that at all points of $\Gamma$ the radius of curvature must be the same. Hence in the stationary case $\Gamma$ is an arc of a circle of radius $\lambda$.

If $A B=2 a$ and the circular arc $A B$ subtends an angle $2 \alpha$ at its centre $C$, it is easy to show geometrically that $a=\lambda \sin \alpha$ and $l=2 \alpha \lambda$. Eliminating $\lambda$ we have

$$
\begin{equation*}
2 a \alpha=l \sin \alpha \tag{7}
\end{equation*}
$$

giving us an equation for $\alpha$ in terms of the known quantities $l$ and $a$. Equation (7) always has a real solution if $l>2 a$, and if this is satisfied the length of the radius and the coordinates of $C$, the centre, are easily determined.

In§ 4.12 it will be shown that this solution, with certain restrictions, gives rise to a maximum value for the enclosed area.

### 4.4. Examples 2 and 3

Example 2. A heavy uniform flexible chain of given length hangs in equilibrium under gravity with its ends attached to two fixed points $A$ and $B$. Find the equation of its curve.

According to statical theory the chain must hang in a vertical plane so that its potential energy is a minimum, and this principle will form the basis of our investigation.

Taking the vertical plane in which the chain hangs as the $x y$ plane and any convenient horizontal line as the $x$-axis, let $\rho$ be the mass per unit length of chain and let $a$ and $b$ be the abscissae of the points $A$ and $B$ respectively. Then the potential energy of an element of length $d s$ at a height $y$ above the $x$-axis is $\rho g y d s$ and so we must minimize the integral

$$
\begin{equation*}
I=\rho g \int_{A}^{B} y d s \tag{1}
\end{equation*}
$$

subject to the condition that

$$
\begin{equation*}
l=\int_{A}^{B} d s \tag{2}
\end{equation*}
$$

On transforming to the variable $x$ it then appears that we must minimize the integral

$$
\begin{equation*}
I / \rho g=\int_{a}^{b} y\left(1+y_{1}^{2}\right)^{i} d x \tag{3}
\end{equation*}
$$

subject to the condition that $\dagger$

$$
\begin{equation*}
l=\int_{a}^{b}\left(1+y_{1}^{\mathbf{2}}\right)^{\mathfrak{t}} d x \tag{4}
\end{equation*}
$$

From (12), §4.2, it follows that $y$ must satisfy the differential equation

$$
\begin{equation*}
\left(1+y_{1}^{2}\right)^{4}-\frac{d}{d x}\left\{\frac{(y-\lambda) y_{1}}{\left(1+y_{1}^{2}\right)^{4}}\right\}=0 \tag{5}
\end{equation*}
$$

[^17]where $\lambda$ is a constant. It is then easy to verify that (5) is satisfied by the catenary whose equation is
\[

$$
\begin{equation*}
y=\lambda+c \cosh \left(\frac{x+d}{c}\right) \tag{6}
\end{equation*}
$$

\]

where $c$ and $d$ are arbitrary constants.
Before proceeding further it is interesting to compare this result with that obtained in the very similar problem discussed in § i.7. In § 1.7 the chain was allowed to pass over two smooth pegs at $A$ and $B$, there was no restriction in the length, and in the solution there were only two arbitrary constants. In the solution above, given by equation (6), there are three arbitrary constants, $\lambda, c$, and $d$, so that the condition (2) is counterbalanced by the appearance of an extra arbitrary constant.

To complete the solution of the problem, suppose for simplicity that the points $A$ and $B$ have coordinates ( $-a, h$ ) and ( $a, h$ ) respectively. Then from (6) we have

$$
\begin{equation*}
h-\lambda=c \cosh \left(\frac{-a+d}{c}\right)=c \cosh \left(\frac{a+d}{c}\right) \tag{7}
\end{equation*}
$$

and so $d=0$. From (6) and (4) we have

$$
\begin{equation*}
l=2 c \sinh \left(\frac{a}{c}\right) \tag{8}
\end{equation*}
$$

which is an equation for $c$, since $l$ and $a$ are known. Now write $a=c X$ and consider the curves $2 a Y=l X$ and $Y=\sinh X$, where $X$ and $Y$ are the running coordinates. Since the curve $Y=\sinh X$ has a point of inflexion at the origin, whose tangent is inclined at an angle $\pi / 4$ to the $x$-axis, it is easily proved that if $l \geqslant 2 a$ equation (8) has only one positive root for $c$, and that if $l<2 a$ there are no real roots for $c$. In practice the first inequality is satisfied, since the length of the chain must exceed the length of $A B$, and ( 8 ) gives us a unique value for $c$. From (7) $\lambda$ is then easily determined and so a unique catenary can be found for which the potential energy is stationary.

The discussion of the second variation is too elaborate for us to consider here. Some remarks will be made in § 4.12, which
will show that $I$ admits a minimum, but it is evident from physical considerations that $I$ must be a minimum.

Example 3. The arc $\Gamma$ of a plane curve of given length $l$ has its ends attached to two points $A$ and $B$. If the arc is rotated through four right angles about an axis in its plane, determine the form of $\Gamma$ in order that the superficial area so generated should be a maximum or minimum.
(This is mathematically identical with example 2.)

### 4.5. Example 4

$A$ and $B$ are two adjacent points of intersection of a plane curve $\Gamma$ with the $x$-axis, the curve being such that any line parallel to the $y$-axis and having $A$ and $B$ on opposite sides of it cuts it in one point only. The arc of $\Gamma$ lying between $A$ and $B$ is rotated through four right angles about the $x$-axis and generates a closed surface whose superficial area is $\Delta$ and whose interior volume is $V$. Given $\Delta$. find the form of $\Gamma$ in order that $V$ should be a maximum or a minimum.

$$
\begin{equation*}
\text { Here we have } \quad V=\pi \int_{a}^{b} y^{2} d x \tag{1}
\end{equation*}
$$

subject to the condition that

$$
\begin{equation*}
\Delta=2 \pi \int_{a}^{b} y\left(1+y_{1}^{2}\right)^{\frac{1}{2}} d x \tag{2}
\end{equation*}
$$

where $\Delta$ is given.
From (12). §4.2, $V$ is stationary if $y$ satisfies the differential equation

$$
\begin{equation*}
2 \pi y-\lambda 2 \pi\left(1+y_{1}^{2}\right)^{\frac{1}{2}}+\lambda \frac{d}{d x}\left\{\frac{2 \pi y y_{1}}{\left(1+y_{1}^{2}\right)^{\frac{1}{2}}}\right\}=0, \tag{3}
\end{equation*}
$$

where $\lambda$ is a constant. It is not difficult to verify by direct differentiation that a first integral of (3) is

$$
\begin{equation*}
y^{2}-\frac{2 \lambda y}{\left(1+y_{1}^{2}\right)^{i}}=c \tag{4}
\end{equation*}
$$

where $c$ is an arbitrary constant (this is a special case of theorem $2, \S 1.4$ ). The surface generated by rotating the curve (4) about
the $x$-axis is a minimal surface, $\dagger$ see $\S 3.11$, and is of great interest in surface-tension theory. $\ddagger$

Since the complete integral of (4) involves elliptic functions we shall confine ourselves to the simple case where $c=0$. In this case (4) reduces to

$$
\begin{equation*}
y=\frac{2 \lambda}{\left(1+y_{1}^{2}\right)^{\frac{1}{2}}}=2 \lambda \cos \psi \tag{5}
\end{equation*}
$$

where $\psi$ is the angle between the $x$-axis and the tangent to $\Gamma$. On differentiating (5) with respect to $s$, the length of arc, we have

$$
\begin{equation*}
\sin \psi=\frac{d y}{d s}=-2 \lambda \sin \psi \frac{d \psi}{d s} . \tag{6}
\end{equation*}
$$

It therefore follows that the radius of curvature is equal to $-2 \lambda$ and is constant, since $\lambda$ is constant. Hence $\Gamma$ must be an arc of a circle. If the arc is concave to the $x$-axis its radius of curvature will be negative and $\lambda$ will then be positive.

It follows also from (5) that at $A$ and $B$, where $y=0$, we have $\psi=\frac{1}{2} \pi$, i.e. the curve must cut the $x$-axis at right angles and $\Gamma$ is therefore a semicircle.

In § 4.12 we shall show that this case is not merely stationary but leads to a maximum. Thus among surfaces of revolution of given superficial area the one which encloses a maximum volume is the sphere.

### 4.6. Further isoperimetrical problems

We shall use the symbol $\oint$ to denote an integral taken once round a closed contour. The problem of this section is to find the functional form of $y$ which renders the integral

$$
\begin{equation*}
I=\oint F\left(x, y, y_{1}\right) d x \tag{1}
\end{equation*}
$$

a maximum or a minimum subject to the condition that

$$
\begin{equation*}
J=\oint \phi\left(x, y, y_{1}\right) d x \tag{2}
\end{equation*}
$$

Here $J$ is a given constant, the two contours of integration are the same, and $F$ and $\phi$ are known functional forms. An

[^18]illustration is the problem of finding the closed plane curve of given length which encloses a maximum area.

The integrals in (1) and (2) can be transformed to the more familiar forms with given end points by the introduction of parameters. Although on traversing a closed contour once, the coordinates of a point return to their original values the parameter of the representation need not do so. For example, if a point $P$ describes the circle $x^{2}+y^{2}=a^{2}$ once, its coordinates will return to their original values. But if these coordinates, $(x, y)$ say, are given in parametric form by the equations

$$
x=a \cos t, \quad y=a \sin t
$$

then as $P$ describes the circle once, the parameter $t$ will vary from $t_{0}$ to $t_{0}+2 \pi$.

Suppose that $x$ and $y$, the coordinates of any point on the contour of integration, can be expressed parametrically in the form $x=p(t), y=q(t)$, and let $\dagger$

$$
\begin{align*}
F\left(x, y, y_{1}\right) & =F(x, y, \dot{y} / \dot{x})=G(x, y, \dot{x}, \dot{y}) d t / d x  \tag{3}\\
\phi\left(x, y, y_{1}\right) & =\phi(x, y, \dot{y} / \dot{x})=\psi(x, y, \dot{x}, \dot{y}) d t / d x \tag{4}
\end{align*}
$$

where, as is usual in dynamics, a dot denotes differentiation with respect to $t$. Suppose also that when the contour is traversed completely once, the parameter $t$ varies continuously from $t_{1}$ to $t_{2}$. On substituting in (1) and (2), taking $t$ as the independent variable and $x$ and $y$ as the dependent variables, we reduce the problem to the following form. Find $x$ and $y$ as functions of $t$ so as to make the integral

$$
\begin{equation*}
I=\int_{t_{1}}^{t_{2}} G(x, y, \dot{x}, \dot{y}) d t \tag{5}
\end{equation*}
$$

a maximum or a minimum, subject to the condition that

$$
\begin{equation*}
J=\int_{t_{1}}^{t_{2}} \psi(x, y, \dot{x}, \dot{y}) d t \tag{6}
\end{equation*}
$$

where $J$ is a given constant.
The methods used in § 3.2 to deal with integrals similar to (5) can now be employed here. Let $x=s_{1}(t)$ and $y=s_{2}(t)$ be the $\dagger$ See $\boldsymbol{\xi} 9.8$ for some properties of the function $G(x, y, \dot{x}, \dot{y})$.
functional forms of $x$ and $y$ which make $I$ stationary, and let us consider a small variation $\delta I$ in the value of $I$ when $x$ and $y$ are replaced by $x=s_{1}(t)+\epsilon_{1} u_{1}(t)\left(=s_{1}+\epsilon_{1} u_{1}\right.$ for brevity) and $y=s_{2}(t)+\epsilon_{2} u_{2}(t)\left(=s_{2}+\epsilon_{2} u_{2}\right)$. The quantities $\epsilon_{1}$ and $\epsilon_{2}$ are arbitrary constants and $u_{1}(t)$ and $u_{2}(t)$ are functions of $t$ one of which can be chosen arbitrarily (it is evident from (6) that only three of the quantities $\epsilon_{1}, \epsilon_{2}, u_{1}, u_{2}$ can be arbitrarily chosen). Since the curve is closed the parameters $t_{1}$ and $t_{2}$ correspond to the same point. We may without loss of generality assume that this point is fixed, giving us the conditions

$$
u_{1}\left(t_{1}\right)=u_{2}\left(t_{1}\right)=u_{1}\left(t_{2}\right)=u_{2}\left(t_{2}\right)=0
$$

We confine ourselves to the case where $\epsilon_{1} \dot{u}_{1}$ and $\epsilon_{2} \dot{u}_{2}$ both tend to zero as $\epsilon_{1}$ and $\epsilon_{2}$ tend to zero.

Assuming that for sufficiently small values of $\epsilon_{1}$ and $\epsilon_{2}$ we may employ the mean-value theorem then, from (5) we have

$$
\begin{equation*}
\delta I=\epsilon_{1} \int_{i_{1}}^{t_{2}}\left\{u_{1} \frac{\partial G}{\hat{c} s_{1}}+\dot{u_{1}} \frac{\hat{c} G}{\partial \dot{s}_{1}}\right\} d t+\epsilon_{2} \int_{t_{1}}^{t_{1}}\left\{u_{2} \frac{\partial G}{\partial s_{2}}+\dot{u}_{2} \frac{\partial G}{\partial \dot{s}_{2}}\right\} d t+O\left(\epsilon^{2}\right) \tag{7}
\end{equation*}
$$

where $O\left(\epsilon^{2}\right)$ denotes terms involving $\epsilon_{1}^{2}, \epsilon_{1} \epsilon_{2}, \epsilon_{1}^{2}$, and higher powers of the epsilons. On integrating by parts, as in § 1.4, and noting that $u_{1}$ vanishes at both limits of integration, we have

$$
\begin{equation*}
\int_{i_{1}}^{t_{2}} \dot{u}_{1} \frac{\partial G}{\partial \dot{s}_{1}} d t=u_{1}\left(\frac{\partial G}{\partial \dot{s}_{1}}\right)_{t_{1}}^{t_{2}}-\int_{i_{1}}^{t_{2}} u_{1} \frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{1}}\right) d t=-\int_{i_{1}}^{t_{2}} u_{1} \frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{1}}\right) d t . \tag{8}
\end{equation*}
$$

On combining this with the analogous result for the second integral of (7) we obtain

$$
\begin{equation*}
\delta I=\epsilon_{1} \int_{i_{1}}^{t_{2}} u_{1}\left\{\frac{\partial G}{\partial s_{1}}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{1}}\right)\right\} d t+\epsilon_{2} \int_{i_{1}}^{t_{1}} u_{2}\left\{\frac{\partial G}{\partial s_{2}}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{2}}\right)\right\} d t+O\left(\epsilon^{2}\right) \tag{9}
\end{equation*}
$$

Noting that $J$ is a constant we may similarly deduce from (6) that

$$
\begin{equation*}
0=\epsilon_{1} \int_{i_{1}}^{t_{2}} u_{1}\left\{\frac{\partial \psi}{\partial s_{1}}-\frac{d}{d t}\left(\frac{\partial \psi}{\partial \dot{s}_{1}}\right)\right\} d t+\epsilon_{2} \int_{i_{1}}^{t_{1}} u_{2}\left\{\frac{\partial \psi}{\partial s_{2}}-\frac{d}{d t}\left(\frac{\partial \psi}{\partial \dot{s}_{2}}\right)\right\} d t+O\left(\epsilon^{2}\right) . \tag{10}
\end{equation*}
$$

Equation (10) shows us once again that all four quantities $\epsilon_{1}, \epsilon_{2}, u_{1}(t)$, and $u_{2}(t)$ cannot be arbitrarily chosen. For we can take $\epsilon_{1}$ and $\epsilon_{2}$ to be arbitrary constants, $u_{2}(t)$ to be an arbitrary function of $t$, and then regard (10) as an integral equation for the determination of $u_{1}(t)$.

In order to find the conditions which ensure the vanishing of the first variation of $I$ we proceed as follows. Choose $x=s_{1}(t)$ and $y=s_{2}(t)$ to satisfy the equation

$$
\begin{equation*}
\frac{\partial G}{\partial x}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{x}}\right)-\lambda\left\{\frac{\partial \psi}{\partial x}-\frac{d}{d t}\left(\frac{\partial \psi}{\partial \dot{x}}\right)\right\}=0 \tag{11}
\end{equation*}
$$

where $\lambda$ is an undetermined constant whose value can be found by a method given later. This equation by itself is insufficient to define the two functions $s_{1}(t)$ and $s_{2}(t)$.

Now multiply (10) by $\lambda$ and subtract from (9). From (11) the co-factor of $u_{1}(t)$ vanishes and we have

$$
\begin{equation*}
\delta I=\epsilon_{2} \int_{i_{1}}^{t_{1}} u_{2}(t)\left[\left(\frac{\partial G}{\partial s_{2}}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{2}}\right)\right\}-\lambda\left\{\frac{\partial \psi}{\partial s_{2}}-\frac{d}{d t}\left(\frac{\partial \psi}{\partial \dot{s}_{2}}\right)\right\}\right] d t+O\left(\epsilon^{2}\right) \tag{12}
\end{equation*}
$$

If $I$ is to be stationary the coefficient of $\epsilon_{2}$ must vanish. Since $u_{2}(t)$ is an arbitrary function of $t$, the arguments of § 1.4 then enable us to deduce that $x=s_{1}(t)$ and $y=s_{2}(t)$ must also satisfy

$$
\begin{equation*}
\frac{\partial G}{\partial y}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{y}}\right)-\lambda\left\{\frac{\partial \psi}{\partial y}-\frac{d}{d t}\left(\frac{\partial \psi}{\partial \dot{y}}\right)\right\}=0 . \tag{13}
\end{equation*}
$$

Equations (11) and (13) suffice for the determination of both $s_{1}(t)$ and $s_{2}(t)$. The arbitrary constants enable us to choose those solutions of (11) and (13) which satisfy given conditions, such as passing through given points, and the extra undetermined constant $\lambda$ can then be chosen so that condition (2) is also satisfied.

We have therefore proved:
Theorem 12. By suitable choice of the arbitrary constants and of the constant $\lambda$ it is possible to find solutions of (11) and (13) which make the integral of equation (1) stationary and at the same time satisfy condition (2).

This result is illustrated by the following example.

### 4.7. Example 5

Find the plane curve of given length which encloses a maximum area.

Let $I$ denote the area and $L$ the length of the curve and let the coordinates $(x, y)$ of any point on the curve be expressed as functions of the parameter $t$. Then $\dagger$
and

$$
\begin{equation*}
I=\frac{1}{2} \int_{t_{1}}^{t_{2}}(x \dot{y}-\dot{x} y) d t \tag{1}
\end{equation*}
$$

where the positive value of the root is to be taken.
Equations (11) and (13) of § 4.6 become
and

$$
\begin{array}{r}
\frac{1}{2} \dot{y}+\frac{1}{2} \frac{d}{d t}(y)-\lambda\left[-\frac{d}{d t}\left\{\frac{\dot{x}}{\left(\dot{x}^{2}+\dot{y}^{2}\right)^{4}}\right\}\right]=0, \\
-\frac{1}{2} \dot{x}-\frac{1}{2} \frac{d}{d t}(x)-\lambda\left[-\frac{d}{d t}\left\{\frac{\dot{y}}{\left(\dot{x}^{2}+\dot{y}^{2}\right)^{\frac{1}{4}}}\right\}\right]=0 . \tag{4}
\end{array}
$$

If $d s$ is the element of arc, these equations are easily reduced to
and

$$
\begin{array}{r}
\frac{d y}{d s}+\lambda \frac{d^{2} x}{d s^{2}}=0 \\
-\frac{d x}{d s}+\lambda \frac{d^{2} y}{d s^{2}}=0 \tag{6}
\end{array}
$$

On solving these simultaneous equations for $x$ and $y$ in terms of $s$ we obtain
and

$$
\begin{align*}
& x=a+c \sin \left(\frac{s}{\lambda}+\alpha\right)  \tag{7}\\
& y=b-c \cos \left(\frac{s}{\lambda}+\alpha\right) \tag{8}
\end{align*}
$$

where $a, b, c$, and $\alpha$ are arbitrary constants. This solution represents a circle of radius $c$ and centre $(a, b)$. Evidently $c=L / 2 \pi$. Substituting from (7) and (8) in (2) and taking the $s$-limits of integration to be $s_{1}$ and $s_{1}+2 \pi c$ we deduce that

$$
\lambda=c=L / 2 \pi
$$

[^19]The remaining arbitrary constants $a, b$, and $\alpha$ can be determined if we are given one point on the extremal and the slope of the tangent there.

An alternative method is to note that if $\psi$ is the angle between the $x$-axis and the tangent to the curve at the point $(x, y)$, then $d x / d s=\cos \psi, d y / d s=\sin \psi$, so that (6) becomes

$$
\cos \psi-\lambda(d \psi / d s) \cos \psi=0
$$

Thus, since $\lambda$ is constant, the radius of curvature must be constant at all points and equal to $\lambda$. Equations (5) and (6) can be easily integrated in terms of $\psi$. The results are

$$
\begin{align*}
& x=a+\lambda \sin (\psi+\alpha)  \tag{9}\\
& y=b-\lambda \cos (\psi+\alpha) \tag{10}
\end{align*}
$$

where $a, b, \alpha$ are arbitrary constants whose values can be'determined as above.

In § 4.13 it will be shown that this solution gives a maximum value to the integral $I$ of (1). Discontinuous solutions are possible in some cases. $\dagger$ For example, if the contour is required to pass through three non-collinear points $A, B, C$, then we must find three circular arcs of equal radius whose lengths add up to the given value $L$, each arc terminating in two of the points $A, B, C$. If $B C=a, C A=b$, and $A B=c$, then the angle subtended by $B C$ at the centre of arc $B C$ is $2 \sin ^{-1}\left(a_{/}^{\prime} 2 \lambda\right)$, etc., where $\lambda$ is the common radius. Hence equation (2) becomes

$$
\begin{equation*}
2 \lambda \sin ^{-1}\left(\frac{a}{2 \lambda}\right)+2 \lambda \sin ^{-1}\left(\frac{b}{2 \lambda}\right)+2 \lambda \sin ^{-1}\left(\frac{c}{2 \lambda}\right)=L . \tag{11}
\end{equation*}
$$

This is an equation for $\lambda$, and if it can be solved the positions of the centres and the arcs are then easily obtained.

If the three points are collinear, on taking $A B=c, B C=a$, and $B$ to lie between $A$ and $C$ the equation (2) for $\lambda$ becomes

$$
\begin{equation*}
2 \lambda \sin ^{-1}\left(\frac{a}{2 \lambda}\right)+2 \lambda \sin ^{-1}\left(\frac{c}{2 \lambda}\right)+2 \lambda \sin ^{-1}\left(\frac{a+c}{2 \lambda}\right)=L . \tag{12}
\end{equation*}
$$

[^20]
### 4.8. Subsidiary equations of non-integral type

In previous sections relative maxima and minima have been obtained when the subsidiary equation involves integration. In this section we shall deal with cases where the subsidiary equation takes other forms. As an illustration consider the problem of finding geodesics on a surface. This requires us to minimize an integral of the type

$$
\begin{equation*}
I=\int_{i_{1}}^{t_{2}}\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)^{\frac{1}{2}} d t \tag{1}
\end{equation*}
$$

where the point $(x, y, z)$ is restricted to lie on the surface whose equation is

$$
\begin{equation*}
S(x, y, z)=0 \tag{2}
\end{equation*}
$$

If (2) could be solved for one of the variables, for example $z$, it would be possible to eliminate $z$ from (1) and reduce the problem to one of unrestricted maxima and minima with one independent and one dependent variable. In practice the elimination may be too difficult or too inconvenient to perform and in some cases a certain desirable symmetry between the variables may be lost in the process. It is therefore worth while investigating the problem in the form stated above.

We shall consider a more general problem than the one just mentioned. Find the maximum and minimum values of the integral

$$
\begin{equation*}
I=\int_{t_{1}}^{t_{2}} G(x, y, t, \dot{x}, \dot{y}) d t, \tag{3}
\end{equation*}
$$

where the variables are subject to the condition that

$$
\begin{equation*}
S(x, y, t, \dot{x}, \dot{y})=0 \tag{4}
\end{equation*}
$$

$G$ and $S$ being given functional forms.
As in §4.6, let $x=s_{1}(t)=s_{1}$ and $y=s_{2}(t)=s_{2}$ be the functional forms of $x$ and $y$ which make $I$ stationary. Consider $\delta I$, the variation in $I$ when, for a given value of $t$, the values of $x$ and $y$ are varied to $x=s_{1}+\epsilon_{1} u_{1}$ and $y=s_{2}+\epsilon_{2} u_{2}$. Here $\epsilon_{1}$ and $\epsilon_{2}$ are arbitrary constants and $u_{2}\left(=u_{2}(t)\right)$ is an arbitrary function of $t$, the fourth quantity, $u_{1}\left(=u_{1}(t)\right)$ being dependent
upon the three previous ones. At the end points it is assumed, for simplicity, that $u_{1}\left(t_{1}\right)=u_{2}\left(t_{1}\right)=u_{1}\left(t_{2}\right)=u_{2}\left(t_{2}\right)=0$.

On employing the same analysis for (3) as for (5), § 4.6, we may deduce that

$$
\begin{equation*}
\delta I=\epsilon_{1} \int_{t_{1}}^{t_{2}} u_{1}\left\{\frac{\partial G}{\partial s_{1}}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{1}}\right)\right\} d t+\epsilon_{2} \int_{t_{1}}^{t_{2}} u_{2}\left\{\frac{\partial G}{\partial s_{2}}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{2}}\right)\right\} d t+O\left(\epsilon^{2}\right), \tag{5}
\end{equation*}
$$

where $O\left(\epsilon^{2}\right)$ denotes terms involving $\epsilon_{1}^{2}, \epsilon_{1} \epsilon_{2}, \epsilon_{2}^{2}$ and higher powers of the epsilons.

From equation (4) we also have

$$
\begin{equation*}
\epsilon_{1} u_{1} \frac{\partial S}{\partial s_{1}}+\epsilon_{1} \dot{u}_{1} \frac{\partial S}{\partial \dot{s}_{1}}+\epsilon_{2} u_{2} \frac{\partial S}{\partial s_{2}}+\epsilon_{2} \dot{u}_{2} \frac{\hat{c} S}{\dot{s}_{2}}+O\left(\epsilon^{2}\right)=0 . \tag{6}
\end{equation*}
$$

Now if $\mu$ is any function of $x, y$, and $t$, by straightforward differentiation of the terms on the right-hand side it is easily verified that

$$
\begin{align*}
\mu\left(\epsilon_{1} \dot{u}_{1} \frac{\partial S}{\frac{c}{c} \dot{s}_{1}}+\epsilon_{2} \dot{u}_{2} \frac{\partial S}{\partial \dot{s}_{2}}\right)= & \frac{d}{d t}\left\{\mu\left(\epsilon_{1} u_{1} \frac{\partial S}{\partial \dot{s}_{1}}+\epsilon_{2} u_{2} \frac{\partial S}{\partial \dot{s}_{2}}\right)\right\}- \\
& -\left\{\epsilon_{1} u_{1} \frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{s}_{1}}\right)+\epsilon_{2} u_{2} \frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{s}_{2}}\right)\right\} . \tag{7}
\end{align*}
$$

Hence, on multiplying (6) by $\mu$ and subtracting (7) we have

$$
\begin{align*}
& \epsilon_{1} u_{1}\left\{\mu \frac{\partial S}{\partial s_{1}}-\frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{s_{1}}}\right)\right\}+\epsilon_{2} u_{2}\left\{\mu \frac{\partial S}{\dot{\partial s_{2}}}-\frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{s_{2}}}\right)\right\}+ \\
& \quad+\frac{d}{d t}\left\{\mu\left(\epsilon_{1} u_{1} \frac{\partial S}{\partial \dot{s}_{1}}+\epsilon_{2} u_{2} \frac{\partial S}{\partial \dot{s_{2}}}\right)\right\}+O\left(\epsilon^{2}\right)=0 . \tag{8}
\end{align*}
$$

Integrating, and noting that

$$
u_{1}\left(t_{1}\right)=u_{2}\left(t_{1}\right)=u_{1}\left(t_{2}\right)=u_{2}\left(t_{2}\right)=0,
$$

we have

$$
\begin{array}{r}
\epsilon_{1} \int_{i_{1}}^{t_{2}} u_{1}\left\{\mu \frac{\partial S}{\partial s_{1}}-\frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{s}_{1}}\right)\right\} d t+\epsilon_{2} \int_{t_{1}}^{t_{1}} u_{2}\left\{\mu \frac{\partial S}{\partial s_{2}}-\frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{s}_{2}}\right)\right\} d t+ \\
+O\left(\epsilon^{2}\right)=0 . \tag{9}
\end{array}
$$

Now assume that $\mu$ is chosen so that $x=s_{1}(t)$ and $y=s_{\mathbf{2}}(t)$ satisfy the partial differential equation

$$
\begin{equation*}
\frac{\partial G}{\partial x}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{x}}\right)-\left\{\mu \frac{\partial S}{\partial x}-\frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{x}}\right)\right\}=0 . \tag{10}
\end{equation*}
$$

On subtracting equation (9) from (5) it then follows that the cofactor of $u_{1}$ vanishes, so that

$$
\begin{equation*}
\delta I=\epsilon_{2} \int_{i_{1}}^{t_{1}} u_{2}\left[\frac{\partial G}{\partial s_{2}}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{2}}\right)-\left\{\mu \frac{\partial S}{\partial s_{2}}-\frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{s}_{2}}\right)\right\}\right] d t+O\left(\epsilon^{2}\right) \tag{11}
\end{equation*}
$$

If $I$ is a maximum or minimum, then the coefficient of $\epsilon_{2}$ must vanish. Therefore, since $u_{2}(t)$ is an arbitrary function of $t$, the arguments of § 1.4 prove that the functions $x=s_{1}(t)$ and $y=s_{\mathbf{2}}(t)$ must satisfy the following equation:

$$
\begin{equation*}
\frac{\partial G}{\partial y}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{y}}\right)-\left\{\mu \frac{\partial S}{\partial y}-\frac{d}{d t}\left(\mu \frac{\partial S}{\partial \dot{y}}\right)\right\}=0 . \tag{12}
\end{equation*}
$$

The three equations (4), (10), and (12) suffice to determine $x, y$, and $\mu$ as functions of $t$.

We have thus proved:
Theorem 13. Solutions of the simultaneous equations (10) and (12) can be found which satisfy equation (4) and which make the integral I of (3) stationary.

If another dependent variable, e.g. $z$, appears in (3) and (4) in addition to $x$ and $y$ we still use the same arguments. It is then found that for $I$ to be stationary a further characteristic equation is required in addition to (10) and (12), one in which the partial derivatives are taken with respect to $z$ instead of with respect to $x$ or $y$. The factor $\mu$ is the same for (10), (12), and the additional equation.

The details of proof are left to the reader.

### 4.9. Example 6. Geodesics

To find the geodesics on a given surface.
Let

$$
\begin{equation*}
S(x, y, z)=0 \tag{1}
\end{equation*}
$$

be the equation of the given surface and assume that the coordinates of a point situated on a curve which lies on (1) can be
expressed as functions of a parameter $t$. Then the length of arc joining the two points $A$ and $B$ is $I$ where

$$
\begin{equation*}
I=\int_{t_{1}}^{t_{1}}\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)^{\frac{1}{2}} d t, \tag{2}
\end{equation*}
$$

and the problem reduces to that of finding the minimum value of $I$ subject to the restriction imposed by equation (1).

Equation (10), § 4.8, becomes

$$
\begin{equation*}
-\frac{d}{d t}\left\{\frac{\dot{x}}{\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)^{\mathbf{t}}}\right\}-\mu \frac{\partial S}{\partial x}=0 \tag{3}
\end{equation*}
$$

and in addition there are two corresponding equations for $y$ and $z$. If $s$ denotes the length of arc, (3) simplifies to

$$
\begin{equation*}
\frac{d s}{d t} \frac{d^{2} x}{d s^{2}}+\mu \frac{\partial S}{\partial x}=0 \tag{4}
\end{equation*}
$$

together with two corresponding results for $y$ and $z$. It follows that

$$
\begin{equation*}
\frac{d^{2} x / d s^{2}}{\partial S / \partial x}=\frac{d^{2} y / d s^{2}}{\partial S / \partial y}=\frac{d^{2} z / d s^{2}}{\partial S / \partial z}=-\frac{\mu}{d s / d t} \tag{5}
\end{equation*}
$$

The first three fractions have their numerators proportional to the direction cosines of the principal normal to the geodesic $\dagger$ and their denominators proportional to the direction cosines of the normal to the surface (1). The principal normal to the geodesic must therefore coincide with the normal to the surface.

From the four equations given by (5) together with (1) it is possible to determine $x, y, z$, and $\mu$ as functions of $t$. A slight simplification is effected by taking the parameter $t$ to be equal to $s$, the length of arc, so that $d s / d t=1$.

### 4.10. Examples 7-9. Geodesics on a sphere

Example 7. We illustrate the theory of $\S 4.9$ by finding the geodesics on a sphere, a problem already discussed in § 1.10 .

Taking the centre of the sphere at the origin its equation is

$$
\begin{equation*}
x^{2}+y^{2}+z^{2}=a^{2} \tag{1}
\end{equation*}
$$

[^21]and taking the parameter $t$ to be equal to $s$, the length of arc, equations ( 5 ), § 4.9, become
\[

$$
\begin{equation*}
\frac{1}{x} \frac{d^{2} x}{d s^{2}}=\frac{1}{y} \frac{d^{2} y}{d s^{2}}=\frac{1}{z} \frac{d^{2} z}{d s^{2}}=-2 \mu \tag{2}
\end{equation*}
$$

\]

But on differentiating (1) we have

$$
\begin{equation*}
x \frac{d x}{d s}+y \frac{d y}{d s}+z \frac{d z}{d s}=0 \tag{3}
\end{equation*}
$$

and on differentiating further we have

$$
\begin{equation*}
x \frac{d^{2} x}{d s^{2}}+y \frac{d^{2} y}{d s^{2}}+z \frac{d^{2} z}{d s^{2}}=-\left(\frac{d x}{d s}\right)^{2}-\left(\frac{d y}{d s}\right)^{2}-\left(\frac{d z}{d s}\right)^{2}=-1 . \tag{4}
\end{equation*}
$$

Hence from (2) and (4) we obtain

$$
\begin{equation*}
-2 \mu\left(x^{2}+y^{2}+z^{2}\right)=-1 \tag{5}
\end{equation*}
$$

and so from (1) it follows that

$$
\begin{equation*}
\mu=\frac{1}{2 a^{2}} \tag{6}
\end{equation*}
$$

It should be noted that in general $\mu$ is a function of $x, y, z$, and not, as here, a constant. Equations (2) can now be simplified to

$$
\begin{equation*}
\frac{d^{2} x}{d s^{2}}+\frac{x}{a^{2}}=0, \quad \frac{d^{2} y}{d s^{2}}+\frac{y}{a^{2}}=0, \quad \frac{d^{2} z}{d s^{2}}+\frac{z}{a^{2}}=0 \tag{7}
\end{equation*}
$$

the solutions of which are

$$
\begin{equation*}
x=A \cos \left(\frac{s}{a}+\alpha\right), y=B \cos \left(\frac{s}{a}+\beta\right), \text { and } z=C \cos \left(\frac{s}{a}+\gamma\right) . \tag{8}
\end{equation*}
$$

Here the constants $A, B, C, \alpha, \beta, \gamma$ are related in such a manner that only three are arbitrary. For on inserting the results of (8) in (1) we have an expression which is identically true for all values of $s$. We may then equate the coefficients of $\cos (2 s / a)$, $\sin (2 s / a)$ and the term independent of $s$ to zero, and so obtain three relations between the six constants.

Eliminating $s$ from equations (8) we deduce that

$$
\left|\begin{array}{lll}
x & A \cos \alpha & A \sin \alpha  \tag{9}\\
y & B \cos \beta & B \sin \beta \\
z & C \cos \gamma & C \sin \gamma
\end{array}\right|=0 .
$$

Hence the geodesics must lie on a plane through the centre and so must lie along arcs of great circles. This agrees with the result obtained in § 1.10 .

Example 8. Given the cylindrical surface whose equation is $x^{2}+y^{2}=a^{2}$ and two points $A$ and $B$ whose coordinates are $(a, 0,0)$ and $(a \cos \alpha, a \sin \alpha, b)$ respectively. Prove that the geodesics through $A$ and $B$ are given by

$$
x=a \cos t, \quad y=a \sin t, \quad z=b t_{i}^{\prime}(2 n \pi+\alpha)
$$

where $n$ is an integer.
Example 9. Given a surface of revolution whose axis lies along the $z$-axis. Let the Cartesian and cylindrical coordinates of a point $P$ on the surface be $(x, y, z)$ and $(r, \theta, z)$ respectively. Prove that along a geodesic $x \frac{d y}{d s}-y \frac{d x}{d s}=c$ and $r^{2} \frac{d \theta}{d s}=c$, where $c$ is a constant, the same for both equations.

### 4.11. Non-holonomic dynamical constraints

We now deal with some problems of relative maxima and minima which are of great importance in dynamics in connexion with systems of forces known as non-holonomic dynamical systems. They will occur again in the next chapter when we deal with Hamilton's principle.

Non-holonomic restraints occur when there is one independent and several dependent variables and they are significant only when there are at least three dependent variables. For simplicity we shall confine ourselves to the case of three dependent variables, but we shall employ arguments which can be applied to the general case.

If $t$ is the independent and $x, y, z$ the three dependent variables, then a dynamical constraint is given by an equation of the form

$$
\begin{equation*}
P \dot{x}+Q \dot{y}+R \dot{z}=0 \tag{la}
\end{equation*}
$$

or what is equivalent,

$$
\begin{equation*}
P d x+Q d y+R d z=0 \tag{1}
\end{equation*}
$$

where $P, Q, R$ are functions of $x, y, z$, and $t$. Such equations are
not, in general, integrable and can only be integrated if $P, Q, R$ satisfy the integrability condition $\dagger$

$$
\begin{equation*}
P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=0 . \tag{2}
\end{equation*}
$$

If this condition is satisfied (1) is integrable. We can then solve for $z$ and by elimination reduce the problem to one with two variables and with no condition of restraint. If (2) is not satisfied, and (1) is therefore not integrable, then the problem cannot be reduced in this way. We then have a condition which corresponds to the case of a non-holonomic dynamical system.

We now assume that (2) is not satisfied, and therefore (1) is not integrable, and proceed to find the conditions which ensure that the integral

$$
\begin{equation*}
I=\int_{t_{1}}^{t_{2}} G(x, y, z, t, \dot{x}, \dot{y}, \dot{z}) d t \tag{3}
\end{equation*}
$$

is stationary subject to condition (la) or (1). In the stationary case let $x=s_{1}(t), y=s_{2}(t), z=s_{3}(t)$, denoted for brevity by $s_{1}, s_{2}, s_{3}$ respectively, and in the varied case for a given value of $t$ let $x, y, z$ change from these values to $s_{1}+\epsilon_{1} u_{1}, s_{2}+\epsilon_{2} u_{2}, s_{3}+\epsilon_{8} u_{3}$ respectively. Here $\epsilon_{1}, \epsilon_{2}$, and $\epsilon_{3}$ are arbitrary constants and $u_{2}$ and $u_{3}$ are arbitrary functions of $t$. The remaining quantity, $u_{1}$, which is also a function of $t$, is expressible in terms of the other five by virtue of (la). At the end points, $t=t_{1}$ and $t=t_{2}$, the functions $u_{1}, u_{2}$, and $u_{3}$ all vanish.

In (1) we may write $d x=\epsilon_{1} u_{1}, d y=\epsilon_{2} u_{2}, d z=\epsilon_{3} u_{3}$, multiply by an undetermined factor $\nu$, and integrate with respect to $t$. We then have

$$
\begin{equation*}
\epsilon_{1} \int_{t_{1}}^{t_{2}} \nu P u_{1} d t+\epsilon_{2} \int_{t_{1}}^{t_{2}} \nu Q u_{2} d t+\epsilon_{3} \int_{i_{1}}^{t_{1}} v R u_{3} d t=0 . \tag{4}
\end{equation*}
$$

We can now proceed as in § 4.8, replacing equation (9), § 4.8, by (4). First choose $x=s_{1}(t), y=s_{2}(t), z=s_{3}(t)$, and $v$ to satisfy the equation

$$
\begin{equation*}
\frac{\partial G}{\partial x}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{x}}\right)-\nu P=0 \tag{5}
\end{equation*}
$$

[^22]Then write $x=s_{1}+\epsilon_{1} u_{1}$, etc., in (3). On calculating the value of $\delta I$ it is evident that the result must be the same as (5), § 4.8, except that we have a third integral to allow for owing to the presence of the additional variable $z$. Subtracting (4) from $\delta I$ the coefficient of $\epsilon_{1}$ vanishes, owing to (5), and we are left with

$$
\begin{align*}
\delta I & =\epsilon_{2} \int_{t_{1}}^{t_{1}} u_{2}\left\{\frac{\partial G}{\partial s_{2}}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{2}}\right)-\nu Q\right\} d t+ \\
& +\epsilon_{3} \int_{t_{1}}^{t_{1}} u_{3}\left\{\frac{\partial G}{\partial s_{3}}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{s}_{3}}\right)-\nu R\right\} d t+O\left(\epsilon^{2}\right) . \tag{6}
\end{align*}
$$

If $I$ is to be stationary, then the coefficients of $\epsilon_{2}$ and $\epsilon_{3}$ must vanish. Since $u_{2}$ and $u_{3}$ are arbitrary functions of $t$, the arguments of $\S 1.4$ enable us to deduce further that $x=s_{1}, y=s_{2}$, and $z=s_{3}$ must also satisfy the equations
and

$$
\begin{equation*}
\frac{\partial G}{\partial y}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{y}}\right)-\nu Q=0 \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial G}{\partial z}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{z}}\right)-\nu R=0 \tag{8}
\end{equation*}
$$

in addition to (5).
The three characteristic equations (5), (7), and (8) together with (1) suffice to determine $x, y, z$, and the factor $v$.

These ideas can be generalized to the case when $n$ dependent variables $x_{1}, x_{2}, \ldots, x_{n}$ appear in the integrand of $I$. When there are conditional equations of the type (4), §4.8, and also nonholonomic restraints of the type (1) above, the general result is as follows:

For a stationary value of

$$
\begin{equation*}
I=\int_{t_{1}}^{t_{1}} G\left(x_{1}, x_{2}, \ldots, x_{n} ; \dot{x}_{1}, \dot{x}_{2}, \ldots, \dot{x}_{n} ; t\right) d t \tag{9}
\end{equation*}
$$

subject to conditional equations of the type

$$
\begin{equation*}
S_{m}\left(x_{1}, x_{2}, \ldots, x_{n} ; \dot{x}_{1}, \dot{x}_{2}, \ldots, \dot{x}_{n} ; t\right)=0 \tag{10}
\end{equation*}
$$

$m=1,2, \ldots, p$, and non-holonomic equations of constraint of the type

$$
\begin{equation*}
P_{i, 2} d x_{1}+P_{i, 2} d x_{2}+\ldots+P_{i, n} d x_{n}=0 \tag{11}
\end{equation*}
$$

$i=1,2, \ldots, q$. the dependent variables must satisfy the $n$ characteristic equations
$\frac{\partial G}{\partial x_{r}}-\frac{d}{d l}\left(\frac{\partial G}{\partial \dot{x}_{r}}\right)-\sum_{m=1}^{p}\left\{\mu_{m} \frac{\hat{c} S_{m}}{c x_{r}}-\frac{d}{d t}\left(\mu_{m} \frac{\partial S_{m}}{c \dot{x_{r}}}\right)\right\}-\sum_{i=1}^{q} \nu_{i} P_{i, r}=0$,
$r=1,2, \ldots, n$, where $\mu_{m}$ and $v_{i}$ are independent of $r$.
The equations (10), (11), and (12) suffice to determine all the quantities $x_{1}, x_{2} \ldots \ldots x_{n}$ together with the multipliers $\mu_{m}$ and $v_{i}$.

### 4.12. The second variation

The conditions obtained so far ensure that the integrals concerned are stationary. In order to determine whether these integrals are maxima or minima a study must be made of the second variation. i.e. those terms in $\delta I$ which contain $\epsilon_{1}^{2}, \epsilon_{1} \epsilon_{2}, \epsilon_{2}^{2}$, etc., as factors. The ideas which underlie this study are the same as those expounded in Chapter II. But the nature of the analysis is in general so elaborate and intricate that we shall confine ourselves to a statement of the results. either without proof or with just an outline of one.

From the characteristic equations we can derive accessory equations which enable us to express the second variations in forms whose signs are easily determined. The theory is analogous to that of $\S \mathbf{2} .4$, but far more intricate. It is then possible to deduce two tests which are generalizations of the Legendre test of $\$ \$ 1.5$ and 2.5 and the Jacobi test of ('hapter II. The first test requires the sign of certain derivatives to remain constant throughout the range of integration and the second defines the maximum permissible length of this range.

The second test consists of an application of Jacobi's theory of conjugate points outlined in ('hapter II. Given a point on a curve (or a curve on a surface) it is possible to generalize Jacobi's theory and define conjugate points (or curves). The second test then requires that the range (domain) of integration must lie within the arc (region) bounded by a point (curve) and its next conjugate point (conjugate curve). The ideas can be extended to integrals with any number of variables of integration.

Conjugate points may be defined as in $\$ 2.6$ by considering the zeros of solutions of the accessory equations. From this
definition analytical expressions, such as (6), § 2.6, or (3), §2.12, can be obtained for the determination of all the conjugates of a given point or curve. It can also be shown, as in $\S 2.9$, that conjugate points possess the following property. Let $E$ denote the family of extremals passing through a given point $P$ (or curve $C$ ), then the limiting points (curves) of intersection of neighbouring members of $E$ are the conjugates of $P$ (or $C$ ). Of these methods the second is. in general, much the easier to use in practice. If the family $E$ has an envelope, then the conjugate points (curves) can be found as points of contact with the envelope, as in $\S(2.10$, and 2.11.

Consider the results of $\S 4.2$, where it was shown that solutions of the characteristic equation (10), §4.2, make the integral $I$, of (1), §4.2, stationary. In order to find the second variation we must find the coefficient of $\epsilon^{2}$ in ( 9$), \S 4.2$. This can be done by finding the coefficients of $\epsilon^{2}$ in (5) and (6), § 4.2 , multiplying the second by $\lambda$, and subtracting from the first. The second variation is then found to be

$$
\begin{align*}
& \frac{\lambda^{2}}{} \int_{a}^{b}\left[\left\{t^{2} \frac{c^{2} F}{\partial s^{2}}+2 t t_{1} \frac{\partial^{2} F}{\dot{c} s \dot{c} s_{1}}+t_{1}^{2} \frac{\dot{\partial}^{2} F}{\partial s_{1}^{2}}\right\}-\right. \\
&\left.-\lambda\left\{t^{2} \frac{\partial^{2} \phi}{c s^{2}}+2 t t_{1} \frac{\partial^{2} \phi}{\partial s \partial s_{1}}+t_{1}^{2} \frac{\partial^{2} \phi}{\partial s_{1}^{2}}\right\}\right] d x \tag{1}
\end{align*}
$$

where $t=t(x)$ and $t_{1}=d t i d x$. The arguments of $\S 1.5$ then indicate that if the range of integration is sufficiently small the dominant term in (1) is

$$
\begin{equation*}
t_{1}^{2}\left\{\frac{\partial^{2} F}{\partial s_{1}^{2}}-\lambda \frac{\partial^{2} \phi}{\partial s_{1}^{2}}\right\} \tag{2}
\end{equation*}
$$

Reverting to the more customary $y$ notation the following result can be proved: $\dagger$

Theorem 14. If the range of integration of the integral I of (1), §4.2, is sufficiently small, and if the expression

$$
E=\frac{\partial^{2} F}{\partial y_{1}^{2}}-\lambda \frac{\partial^{2} \phi}{\partial y_{1}^{2}}
$$

has the same sign throughout this range, then the integral I has a maximum if $E$ is negative and a minimum if $E$ is positite.
$\dagger$ Forsyth, loc. cit., p. 407.

Consider the example of $\S 4.3$. It was required to find the curve $\Gamma$, of given length, which joined two given points $A$ and $B$ in such a manner that $\Gamma$ and the chord $A B$ enclosed a maximum area. The characteristic curves, as shown in § 4.3, are circles of radius $\lambda$ and the function $F-\lambda \phi$ is

$$
\frac{1}{2} r^{\mathbf{2}}-\lambda\left(r^{2}+r_{1}^{2}\right)^{\frac{1}{2}},
$$

where $(r, \theta)$ are polar coordinates and $r_{1}=d r / d \theta$. The test function of theorem 14 is

$$
\frac{\partial^{2} F}{\partial r_{1}^{2}}-\lambda \frac{\partial^{2} \phi}{\partial r_{1}^{2}},
$$

and on evaluation, this is found to be equal to $-\lambda r^{2}\left(r^{2}+r_{1}^{2}\right)^{-1}$. Hence, taking the positive value of the root, for a sufficiently small value of the length $A B$ the area will be a maximum.


Fig. IV. 2.
To determine the permissible extent of the length $A B$ we shall find $A^{\prime}$, the conjugate of $A$, by considering the intersection of neighbouring extremals through $A$. Take $A$ as the origin and $B$ on the $x$-axis (Fig. IV. 2) and let $B^{\prime}$ be another point on the $x$-axis, where $A B^{\prime}<2 l$, the given length of the curve $\Gamma$. Let $C$ be the centre of the circle which passes through $A$ and $B^{\prime}$ whose arc $A B^{\prime}=2 l$, and let $2 \alpha$ denote the angle subtended by $A B^{\prime}$ at $C$, so that its radius is $l / \alpha$. Then (Fig. IV. 2) the equation of this circle is

$$
\begin{equation*}
x^{2}+y^{2}-\frac{2 l}{\alpha}(x \sin \alpha-y \cos \alpha)=0 \tag{3}
\end{equation*}
$$

When $B^{\prime}$ coincides with $B$, let $\alpha=\beta$ so that $A B=(2 l \sin \beta) / \beta$, an equation for $\beta$ which must have one root between 0 and $\pi$ if $A B<2 l$. The equation for the stationary curve $\Gamma$ will then be

$$
\begin{equation*}
x^{2}+y^{2}-\frac{2 l}{\beta}(x \sin \beta-y \cos \beta)=0 . \tag{4}
\end{equation*}
$$

Regarding $\alpha$ as a variable parameter, (3) is the equation of a family of extremals each of which (i) satisfies the characteristic equation (4), §4.3; (ii) passes through $A$; and (iii) has the length of arc between $A$ and $B$ equal to $2 l$, the given length. Hence $A^{\prime}$, conjugate of $A$, can be found as the limiting point of intersection of (4) and a neighbouring circle of (3). In the usual manner put $\alpha=\beta+\delta \beta$ in (3), subtract (4), divide by $\delta \beta$, and then let $\delta \beta$ tend to zero. The result is that the required conjugate $A^{\prime}$ must lie on the line

$$
\begin{equation*}
x(\beta \cos \beta-\sin \beta)+y(\beta \sin \beta+\cos \beta)=0 \tag{5}
\end{equation*}
$$

Evidently, from Fig. IV. 2, if $A^{\prime}$ is to lie outside the arc $A B$ the line (5) must make an angle with the $x$-axis whose tangent is negative. Hence for a maximum to be possible, the expression

$$
\begin{equation*}
\frac{\beta \cos \beta-\sin \beta}{\beta \sin \beta+\cos \beta} \tag{6}
\end{equation*}
$$

must be positive. Since $\beta$ lies between 0 and $\pi$ the numerator is always negative and so the denominator must also be negative and this requires that $\beta$ should lie between $160^{\circ} 20^{\prime}$ (approximately) and $180^{\circ}$. The area enclosed by $\Gamma$ and the chord $A B$ then admits of a maximum if the arc $\Gamma$ subtends an angle greater than $320^{\circ} 40^{\prime}$ at the centre.

By making the length of the chord $A B$ tend to zero it follows that a plane curve of given length encloses a maximum area when it is in the form of a circle, thus completing the solution of the isoperimetrical problem of § 4.7.

In the case of example 2, §4.4, where it was required to find the shape in which a heavy uniform flexible chain hangs under gravity, the Legendre test depends upon the sign of

$$
\frac{\partial^{2} F}{\partial y_{1}^{2}}-\lambda \frac{\partial^{2} \phi}{\partial y_{1}^{2}} .
$$

From (3) and (4), § 4.4 this is equal to $(y-\lambda)\left(1+y_{1}^{2}\right)^{-1}$ which, from (6), §4.4, is found to be equal to

$$
c \operatorname{sech}^{2}\left(\frac{x \dot{+} d}{c}\right)
$$

Hence for positive $c$ the potential energy admits of a minimum if the range of integration is sufficiently small. The Jacobi test is too intricate to discuss here, but it is obvious from physical considerations that the only limitation is that the length of the chain must exceed the distance between the points of suspension.

In example $4, \S 4.5$, where it was required to find the closed surface of revolution with given superficial area and maximum volumetric content, the Legendre-test function

$$
\frac{\hat{c}^{2} F}{\partial y_{1}^{2}}-\lambda \frac{\hat{c}^{2} \phi}{\partial y_{1}^{2}}
$$

is equal to $-2 \pi \lambda y\left(1+y_{1}^{2}\right)^{-i}$. From (5), $\S 4.5$, this is equal to $-4 \pi \lambda^{2} \cos ^{4} \psi$, so that the enclosed volume admits of a maximum for a sufficiently small range of integration. The Jacobi test is, once again, too intricate for discussion here.

### 4.13. Isoperimetrical problems (second variation)

In this section we shall state without proof the Legendre and Jacobi tests for the isoperimetrical problems of §4.6. Indications will be given to show how some of the expressions occurring in the tests are obtained.

Let the solutions of the characteristic equations (11) and (13), §4.6, be given by

$$
\begin{align*}
& x=X\left(t, a_{1}, a_{2}, \lambda\right)  \tag{1}\\
& y=Y\left(t, a_{1}, a_{2}, \lambda\right) \tag{2}
\end{align*}
$$

where $a_{1}, a_{2}$, are arbitrary constants and $\lambda$ is the constant introduced in (11), §4.6. Now conjugate points are the limiting positions of intersections of neighbouring extremals. A neighbour of the extremal defined by equations (1) and (2) is obtained by replacing $a_{1}$ by $a_{1}+\epsilon \alpha_{1}, a_{2}$ by $a_{2}+\epsilon x_{2}$, and $\lambda$ by $\lambda+\epsilon \mu$, where $\epsilon$ is small. It is then not difficult to show that the coordinates of the points of intersection must satisfy the equation

$$
\begin{equation*}
\alpha_{1} \frac{\partial(x, y)}{\partial\left(t, a_{1}\right)}+\alpha_{2} \frac{\partial(x, y)}{\partial\left(t, a_{2}\right)}+\mu \frac{\partial(x, y)}{\partial(t, \lambda)}=0 . \tag{3}
\end{equation*}
$$

Here the usual notation for the Jacobian of two functions has been employed, namely

$$
\begin{equation*}
\frac{\partial(x, y)}{\partial(u, v)}=\frac{\partial x}{c u} \frac{\partial y}{\partial v}-\frac{\partial x}{\partial v} \frac{\partial y}{\partial u} . \tag{4}
\end{equation*}
$$

Thus, if $t_{1}$ is the parameter of $A$ and $t_{1}^{\prime}$ that of its conjugate point $A^{\prime}$, both must satisfy (3) giving us two equations. If we could find a third linear equation between $\alpha_{1}, \alpha_{2}, \mu$ it would be possible to eliminate these three quantities and so obtain the desired relation between $t_{1}$ and $t_{1}^{\prime}$.

The third equation can be obtained from (10). § 4.6, by means of some rather elaborate analysis. By choosing $\epsilon_{1}=\epsilon_{2}$ (it can be shown that this entails no loss in generality), dividing (10), §4.6, by $\epsilon_{1}$ and then letting $\epsilon_{1}$ tend to zero, we get an equation which can be transformed into the following form. Letting

$$
\begin{equation*}
K=\frac{\dot{c}^{2} \phi}{\dot{c y c} \dot{x}}-\frac{\dot{c}^{2} \phi}{\partial x \tilde{c} \dot{y}}+\frac{\dot{x} \ddot{y}-\ddot{x} \dot{y}}{\dot{x} \dot{y}} \frac{\dot{c}^{2} \phi}{\partial \dot{x} \dot{c} \dot{y}}, \tag{5}
\end{equation*}
$$

where $\phi$ is the function in the integrand of (2), §4.6, and a dot, as usual, denotes differentiation with respect to $t$, then

$$
\begin{equation*}
\int_{t_{1}}^{t_{i}} K\left\{\alpha_{1} \frac{\dot{c}(x, y)}{\hat{c}\left(t, a_{1}\right)}+\alpha_{2} \frac{\dot{c}(x, y)}{\hat{c}\left(t, a_{2}\right)}+\mu \frac{\dot{c}(x, y)}{\hat{c}(t, \lambda)}\right\} d t=0 \tag{6}
\end{equation*}
$$

We now have three equations, two from (3), which holds for $t=t_{1}$ and $t=t_{1}^{\prime}$, and equation (6). Eliminating $\alpha_{1}, \alpha_{2}, \mu$ we have

$$
\left|\begin{array}{ccc}
\frac{\partial(x, y)}{\hat{c}\left(t_{1}, a_{1}\right)} & \frac{\partial(x, y)}{\partial\left(t_{1}, a_{2}\right)} & \frac{\partial(x, y)}{\partial\left(t_{1}, \lambda\right)}  \tag{7}\\
\frac{\partial(x, y)}{\partial\left(t_{1}^{\prime}, a_{1}\right)} & \frac{\partial(x, y)}{\partial\left(t_{1}^{\prime}, a_{2}\right)} & \frac{\partial(x, y)}{\partial\left(t_{1}^{\prime}, \lambda\right)} \\
\int_{t_{1}}^{t_{i}^{\prime}} K \frac{\partial(x, y)}{\partial\left(t, a_{1}\right)} d t & \int_{t_{1}}^{t_{1}^{\prime}} K \frac{\partial(x, y)}{\partial\left(t, a_{2}\right)} d t & \int_{t_{1}}^{t_{1}} K \frac{\partial(x, y)}{\partial(t, \lambda)} d t
\end{array}\right|=0
$$

where $\frac{\partial(x, y)}{\partial\left(t_{1}, a_{1}\right)}=\frac{\partial(x, y)}{\partial\left(t, a_{1}\right)}$ with $t=t_{1}$.
The parameters of the end points of the range of integration of (5) and (6), § 4.6, are $t_{1}$ and $t_{2}$ and the Jacobi test then states
that for a maximum or minimum value of $I$, as defined by equation (5), § 4.6, we must have $t_{1}<t_{2}<t_{1}^{\prime}$ (or $t_{1}^{\prime}<t_{2}<t_{1}$ ).

For the Legendre test let

$$
\begin{equation*}
H(x, y, \dot{x}, \dot{y})=G(x, y, \dot{x}, \dot{y})-\lambda \psi(x, y, \dot{x}, \dot{y}) \tag{8}
\end{equation*}
$$

where the functions $G$ and $\psi$ are those which occur in (5) and (6), § 4.6. Then it can be shown by differentiating (3) and (4), § 4.6, that

$$
\begin{equation*}
\frac{1}{\dot{y}^{2}} \frac{\partial^{2} H}{\partial \dot{x}^{2}}=-\frac{1}{\dot{x} \dot{y}} \frac{\partial^{2} H}{\partial \dot{x} \partial \dot{y}}=\frac{1}{\dot{x}^{2}} \frac{\partial^{2} H}{\partial \dot{y}^{2}} \tag{9}
\end{equation*}
$$

The Legendre test then requires that these expressions maintain constant sign throughout the range of integration.

Denoting the expressions in (9) by $P$ it can be shown by elaborate analysis that the second variation is equal to

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} P\left(\dot{w}-\frac{\dot{q}}{q} w\right)^{2} d t \tag{10}
\end{equation*}
$$

where $q$ denotes the left-hand side of equation (3) above and $w$ is a function of the variations $u_{1}(t)$ and $u_{2}(t)$, introduced in $\S 4.6$.

With the help of this expression we can finally obtain the following result. If the characteristic equations (11) and (13), § 4.6, and the Jacobi and Legendre tests are all satisfied, then the integral $I$, of (1), §4.6, is a maximum if the expressions in (9) are negative and a minimum if they are positive. $\dagger$

To illustrate these results consider the problem of § 4.7, where it is required to find the plane curve of given length which encloses a maximum area. For this example:

$$
\begin{gather*}
H(x, y, \dot{x}, \dot{y})=\frac{1}{2}(x \dot{y}-\dot{x} y)-\lambda\left(\dot{x}^{2}+\dot{y}^{2}\right)^{t}  \tag{11}\\
-\frac{1}{\dot{x} \dot{y}} \frac{\partial^{2} H}{\partial \dot{x} \partial \dot{y}}=-\frac{\lambda}{\left(\dot{x}^{2}+\dot{y}^{2}\right)^{\prime}} \tag{12}
\end{gather*}
$$

and so

Taking the positive value of the root it is then evident that the area enclosed is a maximum subject to possible limitations which may arise from the Jacobi test.

[^23]For the Jacobi test we shall use the solutions of the characteristic equations given by (9) and (10), § 4.7. Taking the parameter $t$ to be equal to $\psi+\alpha$ and replacing $a$ and $b$ by $a_{1}$ and $a_{2}$ respectively, we have

$$
\begin{equation*}
x=a_{1}+\lambda \sin t, \quad y=a_{2}-\lambda \cos t . \tag{13}
\end{equation*}
$$

The top row of the determinant in (7) evidently becomes

$$
-\lambda \sin t_{1}, \quad \lambda \cos t_{1}, \quad-\lambda
$$

and the second row can be obtained from these expressions by replacing $t_{1}$ by $t_{1}^{\prime}$. For the third row we have $\phi=\left(\dot{x}^{2}+\dot{y}^{2}\right)^{\frac{1}{2}}$, so that the function $K$, defined by (5) above, is equal to $1 / \lambda$, the curvature. The integrals in the third row of (7) are then easily evaluated, since $\lambda$ is constant, giving us finally

$$
\left|\begin{array}{ccc}
-\lambda \sin t_{1} & \lambda \cos t_{1} & -\lambda \\
-\lambda \sin t_{1}^{\prime} & \lambda \cos t_{1}^{\prime} & -\lambda \\
\cos t_{1}^{\prime}-\cos t_{1} & \sin t_{1}^{\prime}-\sin t_{1} & -t_{1}^{\prime}+t_{1}
\end{array}\right|=0 .
$$

This is an equation for $t_{1}^{\prime}$ and its root nearest to $t_{1}$ is found to be $t_{1}+2 \pi$. Hence there is no conjugate point within a complete circumference and the circle solution of the problem gives an enclosed area which is a maximum without restriction, in agreement with the result obtained in § 4.10.

### 4.14. Subsidiary equations of non-integral type

Problems in which the equation of condition does not involve integration, as in § 4.8, are of such diverse nature that a general discussion of their second variation terms is beyond the scope of this book.

When non-holonomic restraints are absent the most important case is that of the geodesic, and then it is possible to reduce the problem to one dealt with in Chapter III. The reduction is effected by the use of Gaussian coordinates. The coordinates of a point $P$ lying on a surface $S$ can be expressed in terms of two parameters $u$ and $v$. If $u$ and $v$ are made to depend upon a third parameter, $t$ say, then as $t$ varies the point $P$ describes a curve lying wholly on $S$. The length of arc which joins two points
whose parameters are $t_{1}$ and $t_{2}$ is then given by the integral $I$, where

$$
\begin{equation*}
I=\int_{t_{1}}^{t_{1}}\left(E \dot{u}^{2}+\nu F \dot{u} \dot{v}+G \dot{v}^{2}\right)^{\frac{1}{2}} d t \tag{1}
\end{equation*}
$$

and $E, F, G$ are functions of $u$ and $v . \dagger$
The condition that the point should lie on the given surface is then implicit in the form of (1) and no further condition is necessary. The problem is thus reduced to that of finding the maximum and minimum of an integral whose integrand is a function of one independent variable, $t$, and of two parameters which in turn are also functions of $t$. Such problems have already been discussed in $\S \$ 3.2$ and 3.3 , and they will be discussed again later in $\S 9.13$ by means of a method introduced by Weierstrass.

Example 10. Let $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ be the Cartesian coordinates of a point in four-dimensional space and let $d s$, the element of arc on a surface embedded in this space, be given by

$$
d s^{2}=\sum_{m=1}^{4} \sum_{n=1}^{4} g_{m n} d x_{m} d x_{n},
$$

where $g_{m n}=g_{n m}$. Show that the geodesics on the surface satisfy the equations

$$
\sum_{m=1}^{4} g_{m r} \frac{d^{2} x_{m}}{d s^{2}}+\sum_{m=1}^{4} \sum_{n=1}^{4}[m, n ; r] \frac{d x_{m}}{d s} \frac{d x_{n}}{d s}=0 \quad(r=1,2,3,4)
$$

where the Christoffel three-index symbol $[m, n ; r]$ is defined by the equation

$$
[m, n ; r]=\frac{1}{2}\left(\frac{\partial g_{m r}}{\partial x_{n}}+\frac{\partial g_{n r}}{\partial x_{m}}-\frac{\partial g_{m n}}{\partial x_{r}}\right)
$$

[Find the stationary value of the integral

$$
\int\left(\sum_{m=1}^{4} \sum_{n=1}^{4} g_{m n} \dot{x}_{m} \dot{x}_{n}\right)^{\frac{1}{2}} d t
$$

by means of the characteristic equations (9), § 3.2.]
$\dagger$ Courant, Differential and Integral Calculus, p. 102. See also § 9.13.

## HAMILTON'S PRINCIPLE AND THE PRINCIPLE OF LEAST ACTION

### 5.1. Introduction

The Calculus of Variations and the Principle of Least Action combine to form a powerful method of investigating problems of dynamics and mathematical physics, as the illustrations given in Chapters I and II show. Maupertuis, the author of the Principle of Least Action in 1744, declared it to be a metaphysical principle on which all the canons of motion are based. Professor E. B. Wilson $\dagger$ has said that Hamilton's Principle, which contains the Principle of Least Action as a special case, is the most fundamental and important single theorem in mathematical physics.

In this chapter we shall discuss in detail the theory of Hamilton's Principle and commence by defining three terms which are of frequent occurrence, all familiar to the student of dynamics.

### 5.2. Degrees of freedom

A particle in three-dimensional space requires three numbers to specify its position relative to a given frame or set of axes, for example its position can be specified by its three Cartesian coordinates $(x, y, z)$. The particle is then said to have three degrees of freedom, one for each of its independent coordinates. If there are $p$ particles all independent of each other, then we have a system with $3 p$ independent coordinates, namely ( $x_{i}, y_{i}, z_{i}$ ), $i=1,2, \ldots, p$, and so there are $3 p$ degrees of freedom. If constraints are imposed upon the particles, then the number of degrees of freedom is lowered. For example if the distance between the first two points is fixed and equal to $l$ we have the relation

$$
\begin{equation*}
\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}+\left(z_{1}-z_{2}\right)^{2}=l^{2} . \tag{1}
\end{equation*}
$$

Hence if the values of $y_{1}, z_{1}, x_{2}, y_{2}, z_{2}$ are known, that of $x_{1}$ can be calculated. In this case the system has only $3 p-1$ independent

[^24]coordinates and it is then said to have $3 p-1$ degrees of freedom.

It is evident that every constraint whioh is expressible in the form of one equation between some or all of the coordinates will lower the number of independent coordinates, and therefore the number of degrees of freedom, by one. Consequently a system consisting of $p$ particles subjected to $r$ such constraints has $3 p-r$ degrees of freedom and requires $3 p-r$ coordinates or parameters to specify its configuration at any instant of time. $\dagger$ In dynamics these parameters are generally denoted by $q_{i}$, $i=1,2, \ldots,(3 p-r)$, and their derivatives with respect to the time $\dot{q}_{i}$ are usually called the generalized velocities.

An unconstrained rigid body in three-dimensional space has six degrees of freedom since six coordinates are required to fix its position in relation to a given frame or set of axes. For example the three Cartesian coordinates of the centre of gravity and the three Eulerian $\ddagger$ angles which measure the orientation of three fixed lines in the body in relation to a given frame fix the position of a rigid body in space.

In dynamics a rigid body is considered as if it were built up of a number of particles whose distances apart are kept invariable by suitable constraints. For purposes of visual imagination the particles can be considered as if they were situated at the vertices of a frame built of massless rigid rods smoothly jointed to each other at their extremities. Now each rod gives rise to an equation of restraint such as equation (1), so that if the frame consists of $p$ particles and $r$ rods, then the number of degrees of freedom is $3 p-r$. But a rigid body in three dimensions has six degrees of freedom and so we must have $r=3 p-6$.

A little further consideration is required before we can leave the subject, for $p$ particles can be joined by $\frac{1}{2} p(p-1)$ rods and, when $p>4$, this quantity exceeds $3 p-6$. It must therefore be noted that in order to attain rigidity by means of this imaginary frame only $3 p-6$ rods are necessary. For example, if there are

[^25]five particles numbered $1,2,3,4,5$, then $\frac{1}{2} p(p-1)=10$ and $3 p-6=9$, so that nine rods are sufficient for rigidity. This is exhibited in Fig. V. 1, where the points 2, 3, 4 are joined by a triangle of light rigid rods and then particles 1 and 5 are each joined to 2,3 , and 4 , the rods being smoothly jointed at their extremities. This is evidently sufficient to ensure rigidity without a connecting rod between particles 1 and 5.

If $3 p-6$ rods are used to join the particles the resulting frame is called simply stiff and if more than $3 p-6$ rods are used the frame is called overstiff. $\dagger$ If no external forces act on a simply stiff frame, then there are no internal stresses in the rods; and if a system of external forces acts on a simply stiff frame, then the stresses in the rods are determinate. This is not the case for overstiff frames which may be self stressed even if unacted on by any external forces. It is evident that the simply stiff frame which will turn a system of particles into a rigid body can be chosen in more than one way.


Fig. V. 1.

Since the stresses at the ends of each rod of the frame are equal and opposite it follows that for a rigid body conceived in this manner the internal forces are in equilibrium among themselves. This leads to D'Alembert's principle that the external forces and the reversed effective forces are in equilibrium during the motion of a rigid body.

All these statements are easily modified to suit the case of a plane rigid lamina moving in its own plane, the only essential difference from the results above being that for such a case we have three degrees of freedom instead of six. Hence if a plane rigid lamina is conceived as being built up of $p$ coplanar particles, each having two degrees of freedom, the $p$ particles must be joined by $2 p-3$ massless rigid rods, smoothly jointed at their ends, in order to achieve rigidity.

[^26]
### 5.3. Holonomic and non-holonomic systems

It sometimes happens that one or more of the particles are subjected to constraints of a different character from those discussed in § 5.2, for example, the equations of constraint may contain the velocities as well as the coordinates, or even time derivatives of higher order. In particular when one body rolls on a fixed body the point of contact of the moving body must be instantaneously at rest and the conditions for this to be the case must necessarily involve velocity terms. If those equations of constraint which involve time derivatives of the coordinates can be integrated so as to lead to equations involving the coordinates only (such as (1), §5.2), then the system is said to be holonomic. If the equations of constraint cannot be so integrated, then the system is said to be non-holonomic.

This distinction can be put in another form. For a holonomic system the number of parameters required to specify the configuration of the system is equal to the number of degrees of freedom. But for a non-holonomic system the number of parameters required is greater than the number of degrees of freedom. the excess being equal to the number of non-integrable equations of constraint.

The distinction between the two systems is important since the equations of motion for the two cases differ in character.

To illustrate these remarks consider the following two cases. In the first case a vertical wheel, of radius $a$, rolls down the line of greatest slope of a perfectly rough non-horizontal plane inclined at an angle to the horizontal. After time $t$ let $x$ be the distance traversed by the centre and $\theta$ be the angle through which the wheel has turned. Then the condition that the point of contact should be instantaneously at rest is $\dot{x}-a \theta=0$. Since this equation can be integrated to $x-a \theta=$ constant, which does not involve the time, the system is holonomic.

For the second case consider the motion of a vertical wheel rolling on a perfectly rough horizontal plane so that it cannot slip sideways. $\dagger$ Let $x$ and $y$ be the coordinates of the point of

[^27]contact and $\theta$ the angle between the $x$-axis and the plane of the wheel. Then, since the wheel cannot slip in a direction perpendicular to its plane, we must have
\[

$$
\begin{equation*}
\dot{x} \sin \theta-\dot{y} \cos \theta=0 . \tag{1}
\end{equation*}
$$

\]

In general, $\theta$ is not constant. Therefore this equation is not integrable and the system is non-holonomic. This system has only two degrees of freedom, but its dynamical specification requires three parameters, $x, y$, and $\theta$, together with the equation of constraint (1).

### 5.4. Conservative and non-conservative systems of force

Consider the work done by the forces of a field during the displacement of the system from one configuration $C$ to another $C_{1}$. If the work is independent of the intermediate displacements between $C$ and $C_{1}$ but depends only on the parameters required to specify $C$ and $C_{1}$ the system is said to be conservative. Gravitational fields of force offer simple examples of conservative systems.

Conservative systems possess important properties. It is usual to fix the configuration $C_{1}$ permanently so that the work done is then a function of the parameters of the configuration $C$ only. The work function is then usually called the potential function and denoted by $V$. If $\delta s$ is an element of length, then - $\partial V^{\prime} / \partial$ s is equal to the force exerted by the field in the direction $\delta s$, and if $\delta \theta$ is an element of ang lar displacement about an axis $(A)$, then $-c \Gamma^{\prime} c \theta$ is the moment of the couple exerted by the system about the axis ( $A$ ), in the same sense of rotation as $\delta \theta$. In vector language, for a conservative system the forces and moments of forces are expressible as the negative gradients of the scalar potential function of the system. $\dagger$

Another important property associated with conservative systems of force is the Conservation of Energy (see § 5.14). This states the circumstances under which the sum of the kinetic and potential energies of a system is constant throughout the motion.

$$
\dagger \text { Whittaker, loc. cit., p. } 38
$$

### 5.5. Statement of Hamilton's principle

Let $q_{1}, q_{2}, \ldots, q_{n}$ be the $n$ independent parameters of a dynamical system and let us consider that the system is built up of a number of elementary particles joined by massless rigid rods as in § 5.2. Let $m$ be the mass and $(x, y, z)$ be the coordinates of a typical particle. Then the coordinates must be expressible in terms of the parameters $q_{i}$, so that we have expressions of the form

$$
\begin{equation*}
x=f\left(q_{1}, q_{2}, \ldots, q_{n} ; t\right) \tag{1}
\end{equation*}
$$

together with corresponding relations for $y$ and $z$.
The potential energy $V$ is a function of the coordinates only and so must be expressible in the form

$$
\begin{equation*}
V=F\left(q_{1}, q_{2}, \ldots, q_{n}\right) . \tag{2}
\end{equation*}
$$

If $T$ denotes the kinetic energy, then

$$
\begin{equation*}
T=\sum_{m} \frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right), \tag{3}
\end{equation*}
$$

where $\sum_{m}$ denotes that the sum is taken over all the particles of the system. From (1) it follows that $T$ is a function of the parameters of the form

$$
\begin{equation*}
T=\phi\left(q_{1}, q_{2}, \ldots, q_{n} ; \dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n} ; t\right) \tag{4}
\end{equation*}
$$

where $\phi$ is of the second degree in $\dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n}$.
The function $L=T-V$ is known as the Kinetic Potential.
Hamilton's principle then states that for a time interval with given end points $t_{0}, t_{1}$ the integral

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} L d t \tag{5}
\end{equation*}
$$

is stationary when taken along an actual dynamical path. If, in addition, Jacobi's test is satisfied, i.e. the range of integration does not include any point conjugate to either of the extremities, then the integral (5) is a minimum.

In more detail let $A, B, C, D$ denote the configurations through which the system passes during the time interval $t_{0}$ to $t_{1}, A$ and $D$ being the configurations at times $t_{0}$ and $t_{1}$ respectively, and $B$ and $C$ configurations for intermediate values of the time. Suppose now that in addition to the forces of the system other forces are
imposed, by means of smooth constraints which do no work, so that the intermediate configurations are $B_{1}$ and $C_{1}$ instead of $B$ and $C$. Then Hamilton's principle states that the value of the integral (5) taken along the actual dynamical path $A B C D$ is less than its value when taken along $A B_{1} C_{1} D$, subject of course to Jacobi's test being satisfied.

The principle can also be expressed in the following manner. If the differences between the two dynamical paths $A B C D$ and $A B_{1} C_{1} D$ are expressible in terms of infinitesimals of the first order, then the differences between the corresponding values of integral (5) are of the second order in these infinitesimals.

When the forces are conservative, the principle as it stands is true both in the holonomic and non-holonomic cases. If the forces are not conservative, then the principle is still true, but in a modified form, as we shall see later in § 5.12.

The whole of ordinary dynamical theory, such as equations of motion, etc., can be deduced from Hamilton's principle.

### 5.6. Statement of the principle of least action

In the case of a conservative system of forces we have

$$
T+V=k
$$

where $k$ is constant. Hence $L=T-V=2 T-k$, so that

$$
\begin{equation*}
\int_{i_{0}}^{t_{1}} L d t=2 \int_{t_{0}}^{t_{1}} T d t-k\left(t_{1}-t_{0}\right) \tag{1}
\end{equation*}
$$

Since $t_{1}-t_{0}$ is constant it follows that if Hamilton's principle is true then the integral

$$
\begin{equation*}
2 \int_{t_{0}}^{t_{1}} T d t \tag{2}
\end{equation*}
$$

is also stationary for a dynamical path and a minimum if Jacobi's test is satisfied. The integral (2) is known as the action and its stationary character is known in dynamics as the principle of least action.

For a single particle $2 T=m v^{2}$ and $v d t=d s$, where $s$ is the length of arc of the trajectory. The principle then becomes

$$
\begin{equation*}
m \int v d s, \tag{3}
\end{equation*}
$$

when taken along the actual dynamical path, is a minimum.

This was the form in which the principle was stated by its author Maupertuis in 1744. His actual statement was as follows: 'L'Action est proportionnelle au produit de la masse par la vitesse et par l'espace. Maintenant, voici ce principe, si sage, si digne de l'Etre suprême: Lorsqu'il arrive quelque changement dans la Nature, la quantité d'action employée pour ce changement est toujours la plus petite qu'il soit possible.'

The statement of the principle of least action by Thomson and Tait $\dagger$ is as follows: 'Of all the different sorts of paths along which a conservative system may be guided to move from one configuration to another, with the sum of its kinetic and potential energies constant, that one for which the action is least is such that the system will require only to be started with the proper velocities, to move along it unguided.'

### 5.7. Proof of Hamilton's principle: preliminary remarks

In the case when the system is conservative, the parameters being as usual $q_{1}, q_{2}, \ldots q_{n}$, the characteristic equations which ensure a stationary value for the integral

$$
\begin{equation*}
\int_{i_{0}}^{t_{1}} L d t \tag{1}
\end{equation*}
$$

are given by theorem 7,§3.2. They are

$$
\begin{equation*}
\frac{\partial L}{c q_{i}}-\frac{d}{d t}\binom{c L}{c q_{i}}=0 \tag{2}
\end{equation*}
$$

$(i=1,2, \ldots, n)$. Since $V$ is a function of the coordinates only, we have $\partial V / \dot{c} \dot{q}_{i}=0$, so that equations (2) can be written in the form

$$
\begin{equation*}
\frac{d}{d i}\left(\frac{\partial T}{\partial \dot{q}_{i}}\right)-\frac{\partial T}{\partial q_{i}}=\frac{\partial V}{\partial q_{i}} . \tag{3}
\end{equation*}
$$

These are the well-known Lagrangian equations of motion of a dynamical system. If they are proved dynamically the stationary property of integral (1) is an immediate consequence. This is the usual and probably one of the best methods of proving Hamilton's principle and will form the basis of our first proof. We shall also give another proof which is quite independent of

[^28]Lagrange's equations; it will be based upon the earlier and more fundamental notions of dynamics, namely Newton's laws of motion. The first variation of integral (1) will be dealt with in $\S \S 5.8$ to 5.12 and the second variation in $\S 5.15$ to 5.17 .

### 5.8. First proof of Hamilton's principle for conservative holonomic systems

In this proof we first establish Lagrange's equations, (3), $\S 5.7$, and so infer that (1), §5.7, is a stationary integral for a dynamical path.

To establish these equations for a conservative holonomic system having $n$ degrees of freedom, let a configuration be specified by the $n$ parameters $q_{1}, q_{2}, \ldots, q_{n}$ and let every rigid body be considered as built up of a number of elementary particles kept at invariable distances apart by means of a massless rigid simply stiff frame as described in §5.2. Let $m$ be the mass and $(x, y, z)$ be the coordinates of a typical particle of the system, and let the external forces acting on this particle have components ( $X, Y, Z$ ). By external forces we mean forces other than those in the rods of the simply stiff frames; the forces in these rods are called the internal forces. The components of the internal forces acting on $m$ will be denoted by ( $X_{i}, Y_{i}, Z_{i}$ ). Since the external forces form a conservative system, there exists a potential energy function $V^{\prime}$ whose value is equal to the energy of the system.

From Newton's second law of motion we have

$$
\begin{equation*}
m \ddot{x}=X+X_{i}, \tag{1}
\end{equation*}
$$

with corresponding equations for the $y$ and $z$ coordinates. But the internal forces of the frame must be in equal and opposite pairs and so are in equilibrium among themselves. Hence from (1) the system of forces, a typical one of which has components $[(X-m \ddot{x}),(Y-m \ddot{y}),(Z-m \ddot{z})]$, must also be in equilibrium. The principle of Virtual Work $\dagger$ then tells us that the work done by these forces in small displacements of the particles, namely

$$
\begin{equation*}
\sum_{m}\{(X-m \ddot{x}) \delta x+(Y-m \ddot{y}) \delta y+(Z-m \ddot{z}) \delta z\}, \tag{2}
\end{equation*}
$$

$\dagger$ Routh, Analytical Statics, vol. 1, chap. vi (2nd edition).
where $\sum_{m}$ denotes summation over all the particles of the system, is a quantity which is of the second order of smallness; $\delta x, \delta y, \delta z$ being of the first order of smallness. Hence, if (2) is expressed in terms of the independent parameters $q_{1}, q_{2}, \ldots, q_{n}$, the coefficients of $\delta q, \delta q, \ldots, \delta q_{n}$ must each vanish.

Now $x, y, z$ are functions of the parameters and of the time, $t$, given by expressions of the form

$$
\begin{equation*}
x=f\left(q_{1}, q_{2}, \ldots, q_{n} ; t\right) \tag{3}
\end{equation*}
$$

with corresponding equations for $y$ and $z$, and from this equation we can calculate $\delta x$ in terms of $\delta q_{i}(i=1,2, \ldots, n)$. In making the calculations it must be remembered that the displacements used in the principle of virtual work are purely geometrical and independent of the time, so that we have

$$
\begin{equation*}
\delta x=\frac{\partial x}{\partial q_{1}} \delta q_{1}+\frac{\partial x}{\partial q_{2}} \delta q_{2}+\cdots+\frac{\partial x}{\partial q_{n}} \delta q_{n} \tag{4}
\end{equation*}
$$

with corresponding expressions for $\delta y$ and $\delta z$. Inserting these values for $\delta x, \delta y, \delta z$ in (2) and equating the coefficients of $\delta q_{i}$, ( $i=1,2, \ldots, n$ ), to zero we have

$$
\begin{equation*}
\sum_{m}\left\{(X-m \ddot{x}) \frac{\partial x}{\partial q_{i}}+(Y-m \ddot{y}) \frac{\partial y}{\partial q_{i}}+(Z-m \ddot{z}) \frac{\partial z}{\partial q_{i}}\right\}=0 \tag{5}
\end{equation*}
$$

( $i=1,2, \ldots, n$ ). These are essentially Lagrange's equations and the rest of the proof contains no further dynamical principles but consists of analytical transformations only. We shall transform these equations into the form (3), § 5.7 , by means of two lemmas, one dealing with the potential energy terms and the other with the acceleration terms of ( 5 )

Lemma 1. $\sum_{m}\left\{X \frac{\partial x}{\partial q_{i}}+Y \frac{\partial y}{\partial q_{i}}+Z \frac{\partial z}{\partial q_{i}}\right\}=-\frac{\partial V}{\partial q_{i}}$.
Proof. Vary the parameter $q_{i}$ to $q_{i}+\delta q_{i}$ keeping all the other $q$ 's and $t$ constant. From (4) it follows that the particle at $(x, y, z)$ is displaced to

$$
\left(x+\frac{\partial x}{\partial q_{i}} \delta q_{i}, y+\frac{\partial y}{\partial q_{i}} \delta q_{i}, z+\frac{\partial z}{\partial q_{i}} \delta q_{i}\right)
$$

Hence the work lost by the system of external forces is equal to the left-hand side of (6) multiplied by $\delta q_{i}$.

But, from the definition of $V$ in § 5.4 , the energy gained by the system in the variation from $q_{i}$ to $q_{i}+\delta q_{i}$ is $\left(\partial V / \partial q_{i}\right) \partial q_{i}$. Hence the right-hand side of (6) multiplied by $\delta q_{i}$ is also equal to the work lost by the system and the truth of (6) is therefore established.

Lemma 2. If $x, y, z$ have continuous partial derivatives with respect to $q_{1}, q_{2}, \ldots, q_{n} ; t$ up to at least the second order, then

$$
\begin{equation*}
m \ddot{x} \frac{\partial x}{\partial q_{i}}=\frac{d}{d t}\left\{\frac{\partial}{\partial \dot{q}_{i}}\left(\frac{1}{2} m \dot{x}^{2}\right)\right\}-\frac{\partial}{\partial q_{i}}\left(\frac{1}{2} m \dot{x}^{2}\right) \tag{7}
\end{equation*}
$$

together with corresponding equations for $y$ and $z(i=1,2, \ldots, n)$.
Proof. From equation (3) we have

$$
\begin{equation*}
\dot{x}=\frac{\partial x}{\partial q_{1}} \dot{q}_{1}+\frac{\partial x}{\partial q_{2}} \dot{q}_{2}+\ldots+\frac{\partial x}{\partial q_{n}} \dot{q}_{n}+\frac{\partial x}{\partial t} . \tag{8}
\end{equation*}
$$

It then follows that $\quad \frac{\partial \dot{x}}{\partial \dot{q}_{i}}=\frac{\partial x}{\partial q_{i}}$
and that

$$
\begin{equation*}
\frac{d}{d t}\left(\dot{x} \frac{\partial \dot{x}}{\partial \dot{q}_{i}}\right)-\dot{x} \frac{d}{d t}\left(\frac{\partial x}{\partial q_{i}}\right)=\ddot{x} \frac{\partial x}{\partial q_{i}} . \tag{9}
\end{equation*}
$$

But

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial x}{\partial q_{i}}\right)=\frac{\partial^{2} x}{\partial q_{1} \partial q_{i}} \dot{q}_{1}+\frac{\partial^{2} x}{\partial q_{2} \partial q_{i}} \dot{q}_{2}+\cdots+\frac{\partial^{2} x}{\partial q_{n} \partial q_{i}} \dot{q}_{n}+\frac{\partial^{2} x}{\partial t \partial q_{i}} \tag{11}
\end{equation*}
$$

and since the partial derivatives are continuous we may write

$$
\begin{equation*}
\frac{\partial^{2} x}{\partial q_{i} \partial q_{m}}=\frac{\partial^{2} x}{\partial q_{m} \partial q_{i}}, \quad \frac{\partial^{2} x}{\partial t \partial q_{i}}=\frac{\partial^{2} x}{\partial q_{i} \partial t}, \tag{12}
\end{equation*}
$$

for all the relevant integral values of $i$ and $m$. From (8), (11) then reduces to

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial x}{\partial q_{i}}\right)=\frac{\partial \dot{x}}{\partial q_{i}} \tag{13}
\end{equation*}
$$

and so (10) can be written in the form

$$
\begin{equation*}
\frac{d}{d t}\left\{\frac{1}{2} \frac{\partial \dot{x}^{2}}{\partial \dot{q}_{i}}\right\}-\frac{1}{2} \frac{\partial \dot{x}^{2}}{\partial q_{i}}=\ddot{x} \frac{\partial x}{\partial q_{i}} . \tag{14}
\end{equation*}
$$

Equation (7) then follows on multiplying by $m$. The corresponding equations for $y$ and $z$ are proved similarly.

We can now proceed with the proof of Lagrange's equations. Add (7) to the analogous equations for $y$ and $z$, sum over all the particles, and let $T$ denote the kinetic energy. Then

$$
\begin{align*}
\sum_{m} m\left(\ddot{x} \frac{\partial x}{\partial q_{i}}+\ddot{y} \frac{\partial y}{\partial q_{i}}+\ddot{z} \frac{\partial z}{\partial q_{i}}\right)= & \frac{d}{d t} \frac{\partial}{\partial \dot{q}_{i}}\left\{\sum_{m} \frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)\right\}- \\
& -\frac{\partial}{\partial q_{i}}\left\{\sum_{m} \frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)\right\}  \tag{15}\\
= & \frac{d}{d t}\left\{\frac{\partial T}{\partial \dot{q}_{1}}\right\}-\frac{\partial T}{\partial q_{i}} \tag{16}
\end{align*}
$$

Using (6) and (16) equation (5) then becomes

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{i}}\right)-\frac{\partial T}{\partial q_{i}}=-\frac{\partial V}{\partial q_{i}} \tag{17}
\end{equation*}
$$

The proof of Hamilton's principle now follows, since these equations are not only the equations of the dynamical paths but, by theorem $7, \$ 3.2$, the $y$ are also the characteristic equations which ensure that $\int L d t$ is stationary.

### 5.9. Second proof of Hamilton's principle for conservative

 holonomic systemsThe second proof commences by considering the motion of a single particle. of mass $m$, whose coordinates at time $t$ are $(x, y, z)$. This is acted on by a conservative force whose potential function $V$ is a function of $x, y, z$ only. We have

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} L d t=\int_{t_{0}}^{t_{1}}\left\{\frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)-V\right\} d t \tag{1}
\end{equation*}
$$

and from theorem $7, \S 3.2$, the integral is stationary if $x, y, z$ satisfy

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{x}}\right)-\frac{\partial L}{\partial x}=0 \tag{2}
\end{equation*}
$$

together with two corresponding equations for $y$ and $z$. Evaluating (2) and the corresponding equations we have

$$
\begin{equation*}
m \ddot{x}=-\frac{\partial V}{\partial x}, \quad m \ddot{y}=-\frac{\partial V}{\partial y}, \quad m \ddot{z}=-\frac{\partial V}{\partial z} \tag{3}
\end{equation*}
$$

which, according to Newton's second law, are the equations of
motion of the particle. Hence for the dynamical path of a particle integral (1) is stationary.

The stationary character of (1) is unaltered by transferring to any other system of coordinates. For example, using spherical polar coordinates, it follows that for a dynamical path the integral $\int_{i_{0}}^{t_{1}}\left\{\frac{1}{2} m\left(\dot{r}^{2}+r^{2} \dot{\theta}^{2}+r^{2} \dot{\psi}^{2} \sin ^{2} \theta\right)-V\right\} d t$ must be stationary. From this may be deduced the equations of motion of a particle in spherical polar coordinates. The actual deduction is left as an exercise for the reader.

We now proceed to show that the principle is true for two particles. There are two cases to be considered. In the first case the two particles are independent of each other, as e.g. when two particles attract each other according to the Newtonian law of gravity. In the second case the particles are not independent of each other but are connected by a massless rigid rod so that their distance apart is invariable.

In the first case, in which there are six degrees of freedom, let $m_{1}$ and $m_{2}$ be the masses of the particles and $\left(x_{1}, y_{1}, z_{1}\right)$, $\left(x_{2}, y_{2}, z_{2}\right)$ be their respective coordinates. If $V$ is the potential energy of the system, then

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} L d t=\int_{i_{0}}^{t_{1}}\left\{\frac{1}{2} m_{1}\left(\dot{x}_{1}^{2}+\dot{y}_{1}^{2}+\dot{z}_{1}^{2}\right)+\frac{1}{2} m_{2}\left(\dot{x}_{2}^{2}+\dot{y}_{2}^{2}+\dot{z}_{2}^{2}\right)-V\right\} d t . \tag{4}
\end{equation*}
$$

Then, since the coordinates are all independent, according to theorem $7, \$ 3.2$, there will be six characteristic equations to ensure that the integral (4) is stationary. They are

$$
\begin{equation*}
m \ddot{x}_{1}=-\frac{\partial V}{\partial x_{1}}, \quad m \ddot{x}_{2}=-\frac{\partial V}{\partial x_{2}} \tag{5}
\end{equation*}
$$

together with analogous equations for $y_{1}, y_{2}, z_{1}, z_{2}$. But these are once again the equations of motion of the particles according to Newton's second law of dynamies, so that (4) must be stationary for the dynamical paths.

It is evident that these arguments apply to any number of particles. In the case of $n$ independent particles with $3 n$ degrees of freedom in a conservative field of force the characteristic
equations which ensure that $\int L d t$ should be stationary are also the equations of motion according to Newton's laws.

We now deal with the second case in which the two particles are connected by a massless rigid rod so as to maintain an invariable distance between them. Equation (4) above still holds, but in this case we have five degrees of freedom only and in addition to (4) we have

$$
\begin{equation*}
\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}+\left(z_{2}-z_{1}\right)^{2}=l^{2} \tag{6}
\end{equation*}
$$

where $l$ is the length of the rod.
The equations which ensure that $\int L d t$ should be stationary in this case can be obtained from the results of § 4.8. Theorem 13, § 4.8, which deals with integrals having two dependent and one independent variable together with one subsidiary conditional equation, is easily extended by the same arguments to the case of integrals with $n$ dependent variables and $m(<n)$ subsidiary conditional equations. The generalizations of (10) and (12), § 4.8, give us the characteristic equations which ensure that (4) should be stationary when subjected to the restriction (6).

They are

$$
\begin{align*}
& m_{1} \ddot{x}_{1}=-\frac{\partial V}{\partial x_{1}}+\mu\left(x_{2}-x_{1}\right),  \tag{7}\\
& m_{2} \ddot{x}_{2}=-\frac{\partial V}{\partial x_{2}}-\mu\left(x_{2}-x_{1}\right) . \tag{8}
\end{align*}
$$

together with analogous equations for $y_{1}, y_{2}, z_{1}, z_{2}$, where $\mu$ is the same function for all six equations. These six equations together with equation (6) determine the seven quantities $x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, \mu$ uniquely in terms of $t$, the time.

Now if $F$ denotes the thrust in the connecting rod, then the component parallel to the $x$-axis acting on the first particle is $-F\left(x_{2}-x_{1}\right) / l$. On writing down the equations of motion of each particle, according to Newton's laws, we obtain six equations. It is easily seen that the two $x$ equations are the same as (7) and (8), except that $\mu$ has been replaced by $F / l$, and that similar remarks apply to the corresponding $y$ and $z$ equations. But these together with (6) give $x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, F$ uniquely in terms of $t$. But we can pass from one set of equations to the
other by a change of terminology in which $\mu$ is replaced by $F / l$. Therefore $\mu=F / l$ and the dynamical equations are the same as the characteristic equations (7), (8), etc. Hence $\int L d t$ is stationary for actual dynamical paths of the particles.

This stationary property is independent of the coordinates chosen and is still true if the system is reduced to one with five independent parameters, e.g. by eliminating one of the coordinates from $L$ by means of equation ( 6 ).

We now deal with the general case of a rigid body. This, as in §5.2, we envisage as built up of $n$ particles situated at the vertices of a light rigid simply stiff frame of $3 n-6$ rods, thus leaving the body with six degrees of freedom. Let $m_{i}$ be the mass and $\left(x_{i}, y_{i}, z_{i}\right)$ be the coordinates of a typical particle, which we shall refer to as particle $i$. Then

$$
\begin{equation*}
\int_{i_{0}}^{t_{1}} L d t=\int_{t_{0}}^{t_{1}}\left\{\sum_{i=1}^{n} \frac{1}{2} m_{i}\left(\dot{x}_{i}^{2}+\dot{y}_{i}^{2}+\dot{z}_{i}^{2}\right)-V\right\} d t \tag{9}
\end{equation*}
$$

If the particles $i$ and $e$ are joined by a rod of length $l_{i c}$ we have the equation

$$
\begin{equation*}
\left(x_{i}-x_{e}\right)^{2}+\left(y_{i}-y_{e}\right)^{2}+\left(z_{i}-z_{e}\right)^{2}=l_{i e}^{2}, \tag{10}
\end{equation*}
$$

which is one of $3 n-6$ such equations, one for each rod of the frame. If particles $p$ and $q$ are not joined by a rod, then for them there is no equation such as (10), the invariance of their distance apart being a consequence of the $3 n-6$ equations already in existence.

From the results of $\S 4.8$, and in particular the generalization of theorem $13, \S 4.8$, the conditions that the integral (9) should be stationary are embodied in $3 n$ equations of which

$$
\begin{equation*}
m \ddot{x}_{i}=-\frac{\partial V}{\partial x_{i}}+\sum_{e} \mu_{i e}\left(x_{i}-x_{e}\right) \tag{11}
\end{equation*}
$$

is typical. Here $i=1,2, \ldots, n$ and there are $n$ analogous equations for $y_{i}$ and for $z_{i}(i=1,2, \ldots, n) . \mu_{i e}$ is an undetermined multiplier which may be a function of the coordinate and which satisfies the condition $\mu_{e i}=-\mu_{i e}$. The symbol $\sum_{e}$ denotes that the sum is taken over all particles $e$ which are joined to particle $i$ by a rod of the frame.

We now proceed to count up the unknowns and the number of equations we have to determine them. There is a $\mu_{i e}$ for each equation such as (10), i.e. $3 n-6$ of them, and there are $3 n$ coordinates, making $6 n-6$ unknowns in all. On the other hand, there are $3 n-6$ equations such as ( 10 ) and $3 n$ equations such as (11), so that we have sufficient to determine the coordinates and the undetermined multipliers uniquely in terms of the time, $t$.

Consider now the problem from the point of view of Newtonian dynamics and let $F_{i e}$ denote the thrust in the rod joining particles $i$ and $e$ whenever such a rod exists. By means of Newton's second law write down the equation of motion of particle $i$ parallel to the $x$-axis. A result is then obtained which is the same as (II) above except that $\mu_{i e}$ is replaced by $F_{i c} l_{i c}$. Since the dynamical equations also determine the coordinates and the quantities $F_{i e}$ uniquely in terms of $t$, it follows (i) that $\mu_{i e}=F_{i e} '_{i c}$, and (ii) that the dynamical equations and the characteristic equations which ensure that (9) is stationary are the same. Hence for a dynamical path $\int L d t$ must be stationary.

At the same time we have also obtained an interesting relationship between the undetermined multipliers $\mu_{i e}$ and the internal forces.

This stationary property of $\int L d t$ is independent of the coordinates used and is still true if $L$ is expressed in terms of six independent parameters, such as are required to give six degrees of freedom to a rigid body. The above proof although restricted to the case of one rigid body is easily extended to the case of several such bodies and such an extension completes the proof of Hamilton's principle for conservative fields of force.

### 5.10. First proof of Hamilton's principle for non-holonomic systems

Non-holonomic dynamical systems, defined in §5.3, arise whenever there are non-integrable relations between the coordinates $q_{i}$ and their time derivatives. We shall deal with relations of the type:

$$
\begin{equation*}
A_{1 i} \dot{q}_{1}+A_{2 i} \dot{q}_{2}+\ldots+A_{n i} \dot{q}_{n}=: 0 \tag{1}
\end{equation*}
$$

( $i=1,2, \ldots, p, p<n$ ), where the $A$ 's are functions of the
parameters $q_{i}$ and $t$, the time. It is sometimes more convenient to use (1) in the equivalent form

$$
\begin{equation*}
A_{1 i} \delta q_{1}+A_{2 i} \delta q_{2}+\ldots+A_{n i} \delta q_{n}=0 \tag{2}
\end{equation*}
$$

In the proof which follows we shall not assume that (1) or (2) can be integrated.

On making small geometrical displacements consistent with the $p$ equations (2), and noting that the internal forces do no work, it follows that the virtual work is given by (2), § 5.8. If the external forces are conservative and possess a potential function $V$, then lemmas 1 and $2, \S 5.8$, still remain true and we may write (2), § 5.8 , in the form

$$
\begin{equation*}
\sum_{i=1}^{n}\left\{-\frac{\partial V}{\partial q_{i}}-\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{i}}\right)+\frac{\dot{c} T}{\partial q_{i}}\right\} \delta q_{i} . \tag{3}
\end{equation*}
$$

As in §5.8. D'Alembert's principle tells us that (3) is the virtual work of a system of forces in equilibrium and so must be of the second order of small quantities, where $\delta q_{i}(i=1,2, \ldots, n)$ are all of the first order. But the $q_{i}$ 's are no longer independent parameters, as in $\S 5.8$, since they are subjected to $p$ constraints of the type (1). Hence we cannot equate each coefficient to zero, as in the holonomic case of $\S 5.8$, but must proceed as follows.

Since there are $p$ equations such as (2), then there are $n-p$ independent parameters. Multiply (2) by $\lambda_{i}$, so far an undetermined multiplier, and then subtract from the virtual work expression (3). (hoose $\lambda_{i}(i-=1,2, \ldots, n)$ so that the coefficients of $\delta q_{r}(r=1,2, \ldots, p)$ all vanish, giving us

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\hat{c} \dot{q}_{r}}\right)-\frac{\partial T}{\partial q_{r}}=-\frac{\partial V}{\partial q_{r}}-\sum_{i}^{p} \lambda_{i} A_{r i} \tag{4}
\end{equation*}
$$

$(r=1,2, \ldots, p)$. The expression for virtual work then becomes,

$$
\begin{equation*}
\sum_{r=p+1}^{n}\left\{-\frac{\partial V}{i q_{r}}-\frac{d}{d i}\binom{a T}{i q_{r}}+\frac{\partial T}{\dot{d} q_{r}}-\sum_{i=1}^{p} \lambda_{i} A_{r i}\right\} \delta q_{r} . \tag{5}
\end{equation*}
$$

Since the $n-p$ parameters $q_{p+1}, q_{p+2} \ldots, q_{n}$ are independent of each other it follows that (5) can be a second-order quantity only if each coefficient of $\delta q_{\mathrm{r}}(r=p+1, p+2, \ldots, n)$ vanishes.

On equating these coefficients to zero we obtain equations identical with (4) except that $r$ has the values

$$
r=p+1, p+2, \ldots, n
$$

It is important to note that $\lambda_{i}$ is independent of $r$.
Equations (4), now proved true for $r=1,2, \ldots, n$, are the Lagrange equations for the non-holonomic case. Together with the $p$ equations (1) they suffice to determine uniquely the $n$ parameters $q_{i}$ and the $p$ undetermined multipliers $\lambda_{i}$. If we use the kinetic potential $L=T-V$ equations (4) become

$$
\begin{gather*}
\frac{\partial L}{\partial q_{r}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{r}}\right)-\sum_{i=1}^{R} \lambda_{i} A_{r i}=0  \tag{6}\\
(r=1,2, \ldots, n) .
\end{gather*}
$$

This completes the dynamical part of the investigation and we now proceed to find the characteristic equations which ensure that $\int L d t$ is stationary when subjected to the restraints given by equations (1).

From (12), § 4.11, these characteristic equations are

$$
\begin{equation*}
\frac{\partial L}{\partial q_{r}}-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{r}}\right)-\sum_{i=1}^{p} v_{i} A_{r i}=0 \tag{7}
\end{equation*}
$$

( $r=1,2, \ldots, n$ ), where $\nu_{i}$ is independent of $r$. Once again these equations together with equations (1) serve to determine the $r$ parameters $q_{i}$ and the $p$ multipliers $v_{i}$ uniquely. By comparison of (6) and (7) we conclude that $\lambda_{i}=\nu_{i}(i=1,2, \ldots, p)$ and that the dynamical and characteristic equations are the same. Hence $\int L d t$ is stationary for a dynamical path.

### 5.11. Second proof of Hamilton's principle for nonholonomic systems

We now proceed to extend the ideas used in $\S 5.9$ to the nonholonomic case. A non-holonomic system can always be reduced to a holonomic one by the introduction of extra forces which (i) do no work and (ii) guide the system so that the equations of constraint are satisfied.

Consider the illustration given in § 5.3 of a vertical wheel rolling on a perfectly rough horizontal plane without slipping
sideways. Let $(x, y)$ be the coordinates of the point of contact and $\theta$ the angle between the $x$-axis and the plane of the wheel. Then for no side slipping we must have

$$
\begin{equation*}
\dot{x} \sin \theta-\dot{y} \cos \theta:=0 . \tag{1}
\end{equation*}
$$

This non-integrable equation shows that the system is nonholonomic.

Now apply to the point of contact forces $X$ and $Y$, parallel to the $x$ and $y$ axes respectively, so that no work is done during the motion. This requires that

$$
\begin{equation*}
X \delta x+Y \delta y=0 \tag{2}
\end{equation*}
$$

By comparison of (1) and (2) it follows that

$$
\begin{equation*}
X=\lambda \sin \theta . \quad Y=-\lambda \cos \theta \tag{3}
\end{equation*}
$$

where $\lambda$ is a convenient factor. Thus by introducing these forces the equation of constraint (1) can be dispensed with and the system reduced to a holonomic one.

In the general case. considering that a rigid body is made up of $n$ particles situated at the vertices of a rigid massless frame as in $\$ 5.2$. let a typical particle be of mass $m_{i}$ and have coordinates $\left(x_{i}, y_{i}, z_{i}\right)$. Let the external forces acting on particle $i$ have components ( $X_{i}, Y_{i}, Z_{i}$ ) parallel to the axes and suppose that the system is rendered holonomic by the introduction of additional forces acting on particle $i$ whose components are $\left(P_{i}, U_{i}, R_{i}\right)$.

Since these additional forces do no work we must have the equation $\dagger$

$$
\begin{equation*}
\sum_{i}^{n}\left(P_{i} \delta x_{i}+-Q_{i} \delta y_{i}+R_{i} \delta z_{i}\right)=0 \tag{4}
\end{equation*}
$$

Also, if $V$ is the potential of the external forces we have

$$
\begin{equation*}
\int_{i_{0}}^{t_{1}} L d t=\int_{i_{0}}^{t_{1}}\left\{\sum_{i}^{n} \frac{1}{2} m_{i}\left(\dot{x}_{i}^{2}+\dot{y}_{i}^{2}+\dot{i}_{i}^{2}\right)-\Gamma\right\} d t \tag{5}
\end{equation*}
$$

together with

$$
\begin{equation*}
\left(x_{i}-x_{c}\right)^{2}+\left(y_{i}-y_{r}\right)^{2}+\left(z_{i}-z_{c}\right)^{2}=l_{i c}^{2} \tag{6}
\end{equation*}
$$

where $l_{i e}$ is the length of the rod which joins particles $i$ and $e$. There are $(3 n-6)$ equations such as ( 6 ).

[^29]The characteristic equations which ensure a stationary value for $\int L d t$, when subjected to constraints (4) and (6), are given by (12), §4.11. There are $3 n$ such equations, one for each coordinate of the $n$ particles, a typical one being

$$
\begin{equation*}
-\frac{\partial V}{c x_{i}}-m_{i} \ddot{x}_{i}-\sum_{e} \mu_{i r}\left(x_{i}-x_{r}\right)-\sigma P_{i} \cdots 0 . \tag{7}
\end{equation*}
$$

Here $\sum_{e}$ denotes a sum over all the particles $e$ which are connected to particle $i$ by a rod of the frame which gives rigidity to the system and $\sigma$ is an undetermined multiplier. The total number of equations (4). (6), and (7) is $6 n-5$. and there are thus sufficient to determine the values of the $3 n$ coordinates of the $n$ particles, the values of the $3 n-6$ multipliers $\mu_{i c}$. and also that of $\sigma$ in terms of $t$, the time.

Now consider the equations of motion of the particles according to Newton's laws. If $F_{i e}$ denotes the thrust in the rod joining particles $i$ and $e$, then the equation of motion parallel to the $x$-axis of particle $i$ is the same as ( 7 ) except that $\mu_{i r}$ is replaced by $-F_{i e} I_{i c}$ and $\sigma$ by - 1 . Since the dynamical equations determine the coordinates and $F_{i}$ uniquely in terms of $t$, it follows that $\mu_{i e}=-F_{i e} l_{i e}$ and $\sigma \cdots-1$. Hence once more the dynamical and the characteristic equations are the same and so for a dynamical path $\int L d t$ is stationary.

This completes the proof of Hamilton's principle when the system is non-holonomic.

### 5.12. Hamilton's principle for non-conservative dyna-

 mical systemsIf we except lemma 1 the analysis of $\S 5.8$ is independent. of the nature of the external forces and is therefore still valid when they are not conservative. Using the terminology of $\S 5.8$, let $\delta W$ denote the work done by the external forces in a small displacement so that

$$
\begin{equation*}
\delta W=\sum_{m}(X \delta x+Y \delta y+Z \delta z) \tag{1}
\end{equation*}
$$

For a conservative system of forces $W=-V$ but for a nonconservative system $W$ depends upon the path of integration and is no longer a function of position.

From (4), § 5.8 we have

$$
\begin{equation*}
\delta W=\sum_{i=1}^{n} Q_{i} \delta q_{i} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{i}=\sum_{m}\left\{X \frac{\partial x}{\partial q_{i}}+Y \frac{\partial y}{\partial q_{i}}+Z \frac{\partial z}{\partial q_{i}}\right\} . \tag{3}
\end{equation*}
$$

$Q_{i} \delta q_{i}$ is the work done by the external forces in a displacement where all the parameters except $q_{i}$ are kept constant and $q_{i}$ is increased to $q_{i}+\delta q_{i}$.

If we replace (6), § 5.8 , by (3) above and use (5), § 5.8 and lemma $2, \S 5.8$, we deduce that

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{i}}\right)-\frac{\partial T}{\partial q_{i}}=Q_{i} . \tag{4}
\end{equation*}
$$

This is the form which the Lagrange equations take when the external forces are not conservative.

In the case of conservative external forces we may write the Hamilton's principle in the following manner: let

$$
\begin{equation*}
I-\int_{i_{0}}^{t_{1}}(T-\Gamma) d t==\int_{i_{0}}^{t_{0}}(T+W) d t . \tag{5}
\end{equation*}
$$

then $\delta I=0$ along a dynamical path. In the case of nonconservative forces the statement of Hamilton's principle is that

$$
\begin{equation*}
\delta \int_{i_{0}}^{t_{1}} T d t+\int_{i_{0}}^{t_{1}} \sum_{i}^{n} Q_{i} \delta \varphi_{i} d t=0 \tag{6}
\end{equation*}
$$

along a dynamical path. For evidently from (2) the variation (6) yields characteristic equations which are identical with (4).

### 5.13. Proof of Lagrange's equations of motion

The proofs of Hamilton's principle given in $\$ 5.9$ and 5.11 depend upon Newton's laws of motion and make no appeal to Lagrange's equations. These equations may then be legitimately deduced from the results of $\$ \S 5.9$ and 5.11 .

The Lagrangian equations are an immediate consequence of Hamilton's principle, for on expressing $L$, the Kinetic Potential
in terms of the parameters $q_{1}, q_{2}, \ldots, q_{n}$, the characteristic equations which ensure that $\int_{t_{0}}^{t_{1}} L d t$ is stationary are the Lagrange equations. In the holonomic case they are in the form given by (2) (or (3)). §5.7. In the non-holonomic case, where we have non-integrable equations of the type

$$
\begin{equation*}
A_{1, i} \dot{q}_{1}+A_{2, i} \dot{q}_{2}+\ldots+A_{n, i} \dot{q}_{n}=0 . \tag{1}
\end{equation*}
$$

they are in the form given by (6), § 5.10.

### 5.14. The energy equation for conservative fields of force

For conservative fields of force there is frequently an important first integral of the equations of motion known as the energy equation.

If the time is not explicit in the equations relating the coordinates of a point to the parameters, then (3). $\$ 5.8$, becomes

$$
\begin{equation*}
x_{i} \cdot f_{1}\left(q_{1} \cdot q_{2} \cdots \cdots q_{n}\right) \tag{1}
\end{equation*}
$$

with corresponding equations for $y$ and $z$. The kinetic energy $T$, given by

$$
\begin{equation*}
T \cdots \sum_{m} \frac{1}{2} m\left(\dot{x}^{2}-\ddot{y}^{2} \cdot \ddot{z}^{2}\right) \tag{录}
\end{equation*}
$$

is then a function of $q_{i}$ and $\dot{q}_{i}(i=1,2 \ldots, n)$, which is homogeneous and of degree two in $\dot{q}_{i}(i=1,2, \ldots, n)$. Hence. hy Euler's theorem on homogeneous functions, we have

$$
\begin{equation*}
\sum_{i=1}^{n} \dot{q}_{i} \frac{\dot{c} T}{\bar{c} \dot{q}_{i}}-2 T \tag{3}
\end{equation*}
$$

Lagrange's equations in the holonomic case state that

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{c T}{c \dot{q}_{i}}\right)-\frac{\dot{c} T}{c I_{i}}=-i \eta_{i} \tag{4}
\end{equation*}
$$

and on multiplying by $\dot{q}_{i}$ and rearranging we have

$$
\begin{equation*}
\frac{d}{d t}\left(\dot{q}_{i} \frac{\partial T}{\partial \dot{q}_{i}}\right)-\ddot{q}_{i} \frac{\partial T}{\partial \dot{q}_{i}}-\dot{q}_{i} \frac{\partial T}{\partial q_{i}} \quad--\dot{q}_{i} \stackrel{\dot{\partial}}{\dot{q} q_{i}} . \tag{5}
\end{equation*}
$$

If we sum this result for all values of $i=1,2, \ldots, n$ and use (3) we get

$$
\begin{equation*}
\underset{d t}{d}(2 T)-\frac{d T}{d t}=-\frac{d V}{d t}, \tag{6}
\end{equation*}
$$

which integrates immediately to

$$
\begin{equation*}
T+V=\text { constant } \tag{7}
\end{equation*}
$$

the desired energy equation.
For the non-holonomic case, with constraints of the type

$$
\begin{equation*}
A_{1 m} \dot{q}_{1}+A_{2 m} \dot{q}_{2}+\ldots+A_{n m} \dot{q}_{n}=0 \tag{8}
\end{equation*}
$$

( $m \times 1, \because \ldots .1$ ) $<n$ ), the Lagrange equations take the form
as proved in $\S$ 5.10. Multiplying this equation by $\dot{q}_{i}$ and summing for $i=1,2, \ldots, n$ the terms involving $A_{i m}$ cancel out, by virtue of ( 8 ), so that (6) and (7) still remain true for the non-holonomic case.

Equation (7) is also frequently true for non-dynamical problems in which the characteristic equations are of the Lagrange type.

### 5.15. The second variation

The study of the second variation of $\int L d t$ is necessarily difficult. The account given here depends upon two facts, the first that a small variation in the characteristic curves effect a change in $\int L d t$ which is largely dependent upon the kinetic energy, and the second that the kinetic energy must be positive or zero. A function whose value is always positive is called positive definite and one whose value is always either positive or zero is called positive semi-definite. $\dagger$ The kinetic energy is evidently included in the second category.

In the proof we shall confine ourselves to the case where there is conservation of energy in the form given by (7), §5.14, and consider only the special variation in the characteristic curves defined in the next section. It can be shown that the general weak variation of the characteristic curves can be expressed as the sum of special variations of the type considered here, but

[^30]for the general case the reader is referred to Variationsrechnung by C. Carathéodory. $\dagger$

As pointed out in §5.14, the kinetic energy is a quadratic function of $\dot{q}_{1}$ and we may write

$$
\begin{equation*}
2 T=\sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} \dot{q}_{i} \dot{q}_{m} \tag{1}
\end{equation*}
$$

where $a_{i n}$ is a function of the parameters $q_{i}(i=1,2, \ldots, n)$, but not of $\dot{q}_{i}(i=1,2, \ldots, n)$. We may assume, without loss of generality, that $a_{i m}=a_{m i}$.

The fact that $T$ is a positive semi-definite function is a property of coefficients $a_{i m}$, as we shall prove in $\S 5.17$; in other words, because (1) is positive semi-definite then all expressions of the type

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{m^{n-1}}^{n} a_{i m} b_{i} b_{m} \tag{2}
\end{equation*}
$$

are also positive semi-definite for all values of $b_{i}(i=1,2, \ldots, n)$.

### 5.16. A special variation of the extremals

The characteristic curves, or dynamical orbits. for which $\int L d t$ is stationary are given by Lagrange's equations (3), $\S$ 5.7. Consider the deviation from these curves tabulated below. Here $q_{1}, q_{2}, \ldots, q_{n}$ are the values of the parameters for those dynamical paths which make $\int L d t$ stationary and $\bar{q}_{1} ; \bar{q}_{2}, \ldots, \bar{q}_{n}$ denote the values for the deviated path (see Fig. V. 2).

| Interval of tume | Value of $\bar{q}_{i}(i=1, ~ 2, \ldots, n)$ | C'onsrquent ralue of $\boldsymbol{t}_{i}$. |
| :---: | :---: | :---: |
| $t_{0}$ to $t^{\prime}-h$ | $q_{i}-q_{i}$ | $y_{i}=\dot{q}_{1}$ |
| $t^{\prime}-h$ to $t^{\prime}$ | $\bar{q}_{i}=q_{1}+\left(t \cdots t^{\prime}+h\right) x_{i}$ | $q_{i}=\dot{q}_{i}+x_{i}$ |
| $t^{\prime}$ to $t^{\prime}+\boldsymbol{t}$ | $\bar{y}_{i}=q_{1}!\left(h: t^{\prime}-t\right) x_{i}$ | $\dot{q}_{i}=\dot{q}_{1}-x_{i}$ |
| $t^{\prime}+h$ to $t_{i}$ | $q_{i}=q_{i}$ | $q_{i}=\dot{q}_{i}$ |

In this table $h$ is a positive constant and $\alpha_{i}(i=1,2, \ldots, n)$, are convenient constants, all independent of the time $t$. Also $\boldsymbol{t}_{\mathbf{0}}<\boldsymbol{t}^{\prime}-\boldsymbol{h}<\boldsymbol{t}^{\prime}+h<\boldsymbol{t}_{\boldsymbol{i}}$.

Denote the kinetic potential in the two cases by $L\left(q_{i}, \dot{q}_{i}, t\right)$ and $L\left(\bar{q}_{i}, \dot{q}_{i}, t\right)$ and the corresponding values of $\int L d t$ by $I$ and $\bar{I}$.
$\dagger$ B. G. Teubner (Leipzig), chap. xii. For an alternative discussion soe Forsyth, loc. cit., p. 371 et seq.

Since $q_{i}$ is varied inside the time-interval $t^{\prime}-h$ to $t^{\prime}+h$ only, we have

$$
\left.\begin{array}{rl}
\bar{I} \cdots I & =\int_{t^{\prime}}^{t^{+h}}\left\{L\left(\bar{q}_{i}, \dot{q}_{i}, t\right)-L\left(q_{i}, \dot{q}_{i}, t\right)\right\} d t \\
& : \int_{t^{\prime}-h}^{t+h}\left\{L\left(\bar{q}_{i}, \dot{q}_{i}, t\right)-L\left(q_{i}, \dot{q}_{i}, t\right)\right\} d t  \tag{2}\\
& +\int_{t^{\prime}-h}^{t^{\prime+h}}\left\{L\left(q_{i}, \dot{q}_{i}, t\right)-L\left(q_{i}, \dot{q}_{i}, t\right)\right\} d t
\end{array}\right\}
$$



Fig. V. 2.
We shall take $h$ to be small and make use of the Landau $O$ notation defined in §1.2. We can now prove with little calculation that the first integral of (2) is $O\left(h^{2}\right)$. For, by the first mean-value theorem, the integrand of the first integral is the sum of $n$ terms of the type

$$
\begin{equation*}
\left(\bar{q}_{i}-q_{i}\right) \frac{\partial}{\partial q_{i}} L\left(\bar{q}_{i}, \dot{\bar{q}}_{i}, t\right), \tag{3}
\end{equation*}
$$

where $q_{i}<\bar{q}_{i}<\bar{q}_{i}$. From the table we have

$$
\begin{equation*}
\int_{t^{\prime}-h}^{t+h}\left(\bar{q}_{i}-q_{i}\right) d t=\int_{t-h}^{t^{\prime}}\left(t-t^{\prime}+h\right) \alpha_{i} d t+\int_{i}^{t+h}\left(h+t^{\prime}-t\right) \alpha_{i} d t=\alpha_{i} h^{2} . \tag{4}
\end{equation*}
$$

Now let $M_{i}$ be the greatest value of $\left|\frac{\partial}{\partial q_{i}} L\left(\bar{q}_{i}, \dot{q}_{i}, t\right)\right|$ in the
interval $t^{\prime}-h$ to $t^{\prime}+h$, and let $M$ be the greatest of the quantities $M_{1}, M_{2}, \ldots, M_{n}$. Then since $\bar{q}_{i}-q_{i}$ has the same sign throughout the interval $t^{\prime}-h$ to $t^{\prime}+h$ it follows that

$$
\begin{equation*}
\int_{i=h}^{t h}\left\{L\left(\bar{q}_{i} \cdot \dot{q}_{i} \cdot t\right) \cdot L\left(\eta_{i} \cdot \dot{q}_{i} \cdot l\right)\right\} d t \cdot m . M h^{2} \tag{5}
\end{equation*}
$$

In the second integral of $(2)$ only changes in $\dot{q}_{i}$ are encountered. Hence the value of the integrand is due entirely to changes in the kinetic energy and is independent of the potential energy. But $a_{i m}$ is a function of $q_{i}$ only, so that from (1) we have

$$
\begin{align*}
& L\left(\eta_{i} \cdot \dot{\bar{q}}_{i}, 1\right) \cdots L\left(\eta_{i} \cdot \dot{q}_{1}, I\right) \quad \underline{\underline{1}} \sum_{1}^{n} \sum_{m}^{n} u_{i}^{n}\left(\dot{\bar{q}}_{i} \dot{q}_{m} \cdot \dot{q}_{1} \dot{q}_{m}\right) \tag{7}
\end{align*}
$$

where $L: L\left(y_{i}, \dot{q}_{i}, t\right)$. We may deduce ( $x$ ) from ( 7 ) either by using the table or by expanding the left -hand side of ( 7 ) in powers of $\left(\dot{q}_{i}-\dot{q}_{i}\right)(i=1,2, \ldots, n)$, with the help of Taylor's theorem.

On integrating by parts and noting that $\left(\bar{q}_{i}-\varphi_{i}\right)$ vanishes at both limits of integration we have

$$
\begin{align*}
& \int_{t=h}^{t: l}\left(\dot{q}_{i} \dot{q}_{1}\right)^{i} L \dot{q}_{i} d t \quad \int_{i=h}^{t} d t\binom{c L}{c \dot{q}_{i}}\left(\bar{q}_{i} \quad q_{1}\right) d t  \tag{9}\\
& \int_{r=}^{r} i\left(I_{1}^{h}\left(\overline{\eta_{1}} \quad I_{i}\right) d d^{\prime}\right. \tag{10}
\end{align*}
$$

on using Lagrange's equations which are true for the characteristic curves. But the integrand of (10) has the same form as (3). so that by the arguments applied to (3) we have

$$
\begin{equation*}
\int_{t=h}^{t+h} \sum_{i=1}^{n}\left(\dot{q}_{i}-\dot{q}_{i}\right) \frac{\dot{c}}{\dot{c} q_{i}} d t \quad\left(\theta\left(h^{2}\right)\right. \tag{11}
\end{equation*}
$$

Finally we must consider the integral

$$
\begin{equation*}
\int_{t=h}^{t \cdot h} \frac{1}{2} \sum_{i=1}^{n} \sum_{m=1}^{n} d_{i m} x_{i} \cdot x_{m} d l . \tag{12}
\end{equation*}
$$

where $a_{i m}$ is a function of $q_{i}$ (but not of $\dot{q}_{i}$ ), and is therefore a function of $t$. Denote the integrand of (12) by $E(t)$, then

$$
\begin{equation*}
\int_{r_{h}}^{t^{+}+h} \sum_{i=1}^{n} \sum_{m=1}^{\mathcal{N}} a_{i m} \alpha_{i} \alpha_{m} d t \ldots \int_{t_{\cdots}}^{t_{n}^{\prime} h} E\left(t^{\prime}\right) d t-\int_{t_{-h}}^{t^{\prime}: h}\left\{E(t)-E\left(t^{\prime}\right)\right\} d t \tag{13}
\end{equation*}
$$

Now in the interval of variation of $q_{i}$ we have, from the table above, $t-t^{\prime}=O(h)$ and the range of integration is equal to $2 h$. Hence the second integral on the right of (13) is $O\left(h^{2}\right)$, and we have

$$
\begin{equation*}
\int_{r_{h}}^{t \cdot h} \frac{1}{i} \sum_{1}^{n} \sum_{m}^{n}{ }_{1}^{n}{ }_{i, \prime} x_{i} x_{m} d t \quad 2 h E\left(t^{\prime}\right)+O\left(h^{2}\right) . \tag{14}
\end{equation*}
$$

On assembling the results of equations (6), ( $x$ ). (11), and (14) it follows that

$$
\begin{equation*}
I-I \quad 2 h E\left(t^{\prime}\right)+O\left(h^{2}\right) . \tag{15}
\end{equation*}
$$

This is a fundamental result. For sufficiently small positive $h$, it is evident that $l \geqslant I$ if and only if $E\left(t^{\prime}\right) \geqslant 0$. Now let the interval $t_{0}$ to $t_{1}$ be subdivided into elements of length $2 h$ and let variations such as those defined by the table above be imposed on the parameters $q_{i}$. If $\bar{I}$ denotes the consequent value of $\mid L d t$, then $I \ddot{=}, I$ if and only if $E\left(t^{\prime}\right)$ is positive definite for all values of $t^{\prime}$ inside the interval $t_{0}$ to $t_{1}$. It follows that $I$ is a minimum for the range of integration $\left(t_{0}, t_{1}\right)$ if and only if $E(t) \cdot \sum_{2}^{n} \sum_{1}^{n} \sum_{m}^{n} \|_{1} u_{i, \ldots}, \imath_{2}$, is positive definite at all points of the range.

In $\$ 5.18$ we shall prove that $E^{\prime}(t)$ is positive semi-definite because the kinetic energy is positive semi-definite. If we anticipate this result we see that $\int L d t$, when taken along an extremal, is a minimum for a range which excludes points at which $E^{\prime}(t)$ vanishes. Points for which $E(t)=0$ then remain to be dealt with.

### 5.17. Conjugate points

It is evident from (15), §5.16, that if $E(t)$ vanishes at some point of the range ( $t_{0}, t_{1}$ ), then a varied path can be found such that $I-I=O\left(h^{2}\right)$, whereas if $E(t)$ does not vanish then this difference is $O(h)$.

We now show, by means of a contradiction, that if

$$
\bar{I}-I=O\left(h^{2}\right)
$$

then the varied path must also be an extremal for $\int L d t$. We shall once again anticipate the result of $\$ 5.18$ so that along an extremal $\int L d t$ is a minimum.

Let $C$ denote the extremal, $\bar{C}$ the varied curve and $P_{0}, P_{1}$ the points corresponding to $t_{0}, t_{1}$ respectively. If $\bar{C}$ is not an extremal we may take two points $Q_{0}$ and $Q_{1}$ on it. lying between $P_{0}$ and $P_{1}$, and draw the extremal through $Q_{0}$. $Q_{1}$, say $Q_{0} R Q_{1}$. Then the value of $\int L d t$ taken along $P_{0} Q_{0} R Q_{1} P_{1}$ must be less than when taken along $\bar{C}$. Hence, if these values are denoted by $I$ and $\bar{I}$, we have $\bar{I}<\bar{I}$ and by choosing $Q_{0}$ and $Q_{1}$ suitably we can make $\overline{\bar{I}}=\bar{I}-|O(h)|$. Thus $\bar{I}=I-O(h)+O\left(h^{2}\right)$ and so $\bar{I}<I$, which is impossible if $C$ is an extremal.

If $\bar{I}=I+O\left(h^{2}\right)$ and $\bar{C}$ is not a characteristic curve we are led to a contradiction. Therefore, from (15), $\$ 5.16$, it follows that $E(t)$ must vanish at points of intersection of neighbouring characteristic curves. If $A$ is one of these points of intersection then, as shown in § 2.9 , the others are the conjugate points or kinetic foci of $A$.

It is now evident that if the range of integration does not contain two points which are conjugates of each other then $E(t)$ can never vanish and Hamilton's principle may be stated as follows. For ranges of integration which exclude points conjugate to either end point the value of $\int L d t$, when taken along actual dynamical paths, is a minimum for weak variations.

In $\S 9.3$ below it will be proved that $\int L d t$ admits a strong minimum for the dynamical path of a particle.

### 5.18. Positive semi-definite quadratic forms

To complete the theory the assumption made at the end of $\S 5.16$, namely that $E(t)$ is positive semi-definite, remains to be justified.

Let

$$
\begin{equation*}
E=\sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} \alpha_{i} \alpha_{m} \tag{1}
\end{equation*}
$$

where $a_{i m} \ldots a_{m i}$. Using the language of geometry, consider the $n$-dimensional space and the equation

$$
\begin{equation*}
\alpha_{2}^{2}+\alpha_{2}^{2}+\ldots+\alpha_{n}^{2}=1 \tag{2}
\end{equation*}
$$

as the equation of a hypersphere with unit radius.
It is easy to show that if $E \geqslant 0$ for all points on sphere (2) then $E>0$ for all points of the space.

For if

$$
\begin{equation*}
\alpha_{1}^{2}+\alpha_{2}^{2}+\ldots+x_{n}^{2}==k^{2}, \tag{3}
\end{equation*}
$$

then $\alpha_{i} / k(i=1,2, \ldots, n)$ is a point on (2) so that by hypothesis

$$
\sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} \frac{x_{i} \alpha_{m}}{k^{2}} \geqslant 0
$$

Consequently

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} \alpha_{i} x_{m}=k^{2} \sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} \frac{\alpha_{i} \alpha_{m}}{k^{2}} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\geqslant 0 . \tag{5}
\end{equation*}
$$

The problem is then reduced to that of finding the maximum and minimum values of $E$ subject to condition (2). By the usual theory of maxima and minimat the stationary values of $E$ occur when

$$
\begin{equation*}
\frac{\partial E \cdot x_{1}}{x_{1}}=\frac{c E x_{2}}{x_{2}}=\ldots=\frac{c E c x_{n}}{x_{n}}=\lambda, \tag{6}
\end{equation*}
$$

where $\lambda$ is an undetermined multiplier. This gives us

$$
\begin{align*}
\sum_{i=1}^{n} a_{1 i} \alpha_{i}  \tag{7}\\
x_{1}
\end{align*}=\frac{\sum_{i=1}^{n} a_{2 i} x_{i}}{a_{2}}=\ldots=\frac{\sum_{i=1}^{n} a_{n i} x_{i}}{\alpha_{n}}=\lambda .
$$

from which two deductions are easily made.
The first deduction is made by eliminating $\alpha_{i}(i=1,2, \ldots, n)$ from equations (7). The following equation is then obtained for $\lambda$,

$$
\left|\begin{array}{ccccc}
a_{11}-\lambda & a_{12} & \cdot & \cdot & a_{1 n}  \tag{8}\\
a_{21} & a_{22}-\lambda & \cdot & \cdot & a_{2 n} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
a_{n 1} & a_{n 2} & \cdot & \cdot & a_{n n}-\lambda
\end{array}\right|=0
$$

$\dagger$ Courant, Differential and Insegral Calculus, vol. ii, p. 188.

The second deduction is obtained by multiplying the numerator and denominator of the first fraction of (7) by $\alpha_{1}$, the second fraction similarly by $\alpha_{2}$, etc., and then summing all the numerators and denominators. The result, on using (2), is

$$
\begin{equation*}
\lambda=\sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} x_{i} x_{m} . \tag{9}
\end{equation*}
$$

Hence $\lambda$ is equal to one of the stationary values of $E$.
From these two deductions it follows that the roots of (8), considered as an equation in $\lambda$, are the stationary values of $E$.

Before proceeding further with the proof a digression is made in order to prove that if $a_{i m}$ is real then all the roots of ( 8 ) are real. For if $\lambda$ is a complex root and $\lambda$ is its conjugate then, by virtue of (8). there exist real or complex numbers $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$, such that

$$
\begin{equation*}
\sum_{m}^{n}{ }_{1}^{n}{ }_{i m} \mu_{m} \quad \lambda \mu_{i} \tag{10}
\end{equation*}
$$

$(i=1,2, \ldots, n)$.
If $\bar{\mu}_{m}$ is the conjugate complex of $\mu_{m}$ then. since $a_{i m}$ is real, we must also have

$$
\begin{equation*}
\sum_{m=1}^{m} a_{i m} \bar{\mu}_{m} \quad \overline{\mu_{i}} \tag{11}
\end{equation*}
$$

$(i=1,2 \ldots . n)$.
Multiply (10) by $\bar{\mu}_{i}$ and (11) by $\mu_{i}$ and sum for $i=1,2, \ldots, n$ in each case. On subtracting one sum from the other and using $a_{i m}=a_{m i}$. the left-hand sides cancel, leaving

$$
\begin{equation*}
(\lambda-\bar{\lambda}) \sum_{i=1}^{n} \mu_{i} \bar{\mu}_{i} \quad 11 . \tag{12}
\end{equation*}
$$

Since $\sum_{i=1}^{n} \mu_{i} \bar{\mu}_{i}$ cannot vanish it follows that $\lambda=\lambda$ and therefore that $\lambda$ must be real.

Reverting to the main proof. since the stationary values of $E$ on the hypersphere ( 2 ) are equal to the roots of equation ( 8 ) it follows that if all the roots of $(8)$ are positive, then all the maximum and minimum values of $E$ are positive, and so $E$ is positive definite. Similarly if all the roots are either positive or zero, then $E$ is positive semi-definite. It is also obvious that if all the roots of ( 8 ) are negative then $E$ is negative definite, and if the roots are negative or zero then $E$ is negative semi-definite.

Now the roots of (8) depend for their values entirely upon the quantities $a_{i m}$ and are independent of the quantities $\alpha_{i}$. Hence the property of being positive definite (or positive semi-definite) must depend only upon the values of the $a_{i m}^{*}$ and not upon the values of $\alpha_{i}$. But $T$, the kinetic energy, must be positive or zero since it is of the form $\sum_{m} \frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)$. Also it remains positive or zero when transformed to generalized coordinates. Hence $\sum \sum a_{i m} \dot{q}_{i} \dot{q}_{m,}$, which from (1), §5.15 is equal to $2 T$, is positive semi-definite and consequently $\sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} \alpha_{i} \alpha_{m}$ must also be positive semi-definite.

This proves an assumption made in the last part of § 5.16 and so completes the proof of Hamilton's principle.

### 5.19. A particle under no forces describes a geodesic

Several illustrations have been given in (hapters I and II to show how the principle of least action can be applied to practical problems of dynamies, we give some further applications here.
('onsider a particle $P$ which moves on a smooth surface $S$ but which is not acted on by any force other than the normal reaction of $S$. Since no work is done upon $P$, by the principle of conservation of energy its kinetic energy, and therefore its velocity, must be constant. From the statement of the principle of least action given by (3). $\$ 5.6$, it follows that $\int d s$ is stationary when integrated along the path of $P$. But the integral is stationary for a geodesic on $S$. Hence the path of $P$ is a geodesic on $S$.
5.20. Dynamical paths related to geodesics on hypersurfaces
In a conservative dynamical system with parameters

$$
q_{1} \cdot q_{2} \ldots . q_{1} .
$$

let the kinetic energy $T$ be given by

$$
\begin{equation*}
T \therefore \frac{1}{2} \sum_{i=1}^{n} \sum_{m^{-1}}^{n} a_{i m} \dot{q}_{i} \dot{q}_{m} \tag{1}
\end{equation*}
$$

and let the potential energy be denoted by $V$. From (7). § 5.14, we have

$$
\begin{equation*}
T+r . h \tag{2}
\end{equation*}
$$

where $h$ is constant. We also have the principle of least action which states that $2 \int T d t$ is a minimum, or at least stationary, along a dynamical path.

From (1) we have
and from (2),

$$
\begin{gather*}
T^{i} d t=\left(\frac{1}{2} \sum_{i=1}^{n} \sum_{m=1}^{n} a_{i n} d q_{i} d q_{m}\right)^{t}  \tag{3}\\
T^{i}=(h-V)^{\mathbf{t}} \tag{4}
\end{gather*}
$$

Hence the principle of least action requires that along a dynamical path

$$
\begin{equation*}
2 \int\left(h-V^{\prime}\right)^{i}\left(\frac{1}{2} \sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} d q_{i} d q_{m}\right)^{t} \tag{5}
\end{equation*}
$$

must be a minimum, or at least stationary. This is a geodesic on the hypersurface whose linear element $d s$ is given by

$$
\begin{equation*}
d s^{2}=\underline{Q}(h-V)\left(\sum_{i=1}^{n} \sum_{m=1}^{n} a_{i m} d q_{i} d q_{m}\right) . \tag{6}
\end{equation*}
$$

Thus to every trajectory corresponds a geodesic on the surface defined by (6). As an illustration consider the following example:

Example 1. A particle describes a plane orbit under a central attractive force $\phi^{\prime}(r)$, where $r$ is its distance from the centre of force. Show that the orbit corresponds to a geodesic on the following surface of revolution: if ( $\rho, \theta, z$ ) are the cylindrical coordinates of a point on the surface and the $z$-axis is the axis of revolution, then $\rho^{2}=r^{2}\{h-\phi(r)\}$ and the equation of the meridian curve is $z=f(\rho)$ where

$$
\begin{equation*}
f^{\prime}(\rho)=\left\{\left(\frac{\rho d r}{r d \rho}\right)^{2}-1\right\}^{\frac{1}{2}} \tag{7}
\end{equation*}
$$

Here we have

$$
-\frac{\partial V}{\partial r}=-\phi^{\prime}(r) \quad \text { so that } \quad V=\phi(r)
$$

Take $(r, \theta)$ to be the polar coordinates of the particle where $\theta$ is the azimuthal angle of the cylindrical coordinates. We have $T=\frac{1}{2} m\left(\dot{r}^{2}+r^{2} \theta^{2}\right)$, so that by comparison with (1) above $\dagger$ we have $q_{1}=r, q_{2}=\theta, a_{11}=1, a_{12}=0, a_{22}=r^{2}$. From (6) we obtain the linear element of the surface whose geodesics

[^31] correspond to the family of orbits of which one is described by the particle. It is
\[

$$
\begin{equation*}
d s^{2}=\{h-\phi(r)\}\left(d r^{2}+r^{2} d \theta^{2}\right) . \tag{8}
\end{equation*}
$$

\]

Now, Fig. V. 3, the linear element on a surface of revolution


Fig. V. 3.
with the $z$-axis as the axis of revolution and with $(\rho, \theta, z)$ as cylindrical coordinates is given by

$$
\begin{equation*}
d s^{2}=d \rho^{2}+d z^{2}+\rho^{2} d \theta^{2} . \tag{9}
\end{equation*}
$$

Comparison of ( 8 ) and (9) shows that
and that

$$
\begin{align*}
\rho^{2} & \cdots r^{2}\{h-\phi(r)\}  \tag{10}\\
d \rho^{2}+d z^{2} & =\{h-\phi(r)\} d r^{2}  \tag{11}\\
& =\frac{\rho^{2} d r^{2}}{r^{2}} \tag{12}
\end{align*}
$$

on using (10). From (12) we have

$$
\frac{d z}{d \rho}=\left\{\left(\begin{array}{l}
\rho \frac{d r}{r} \frac{d \rho}{d \rho} \tag{13}
\end{array}\right)^{2}-1\right)^{\frac{1}{2}}
$$

so that, if $z=f(\rho)$, then

$$
\begin{equation*}
f^{\prime}(\rho)-\left\{\left(\frac{\rho d r}{r d \rho}\right)^{2}-1\right\}^{\frac{1}{2}} \tag{14}
\end{equation*}
$$

as required.

Example 2. A particle acted on by a constant gravitational force describes a parabola. Show that such parabolic orbits correspond to geodesics on the following surface of revolution. Let $x$ and $y$, respectively, be the horizontal and vertical coordinates of the particle at time $t$ and let $(\rho, \theta, z)$ be the cylindrical coordinates of the corresponding point on the surface of revolution, where the $z$-axis is the axis of revolution. Then

$$
\rho \quad a(h-\ddot{0}!!)^{!} . \quad \theta \quad x a .
$$

and along the meridian

$$
d z=\left(\frac{\rho^{4}}{a^{6} y^{2}}-1\right)^{\frac{1}{2}}
$$

where $g$ is the constant of gravity and $a$ and $h$ are constants.

### 5.21. Hamilton's equations

Other systems of dynamical equations exist which are as comprehensive in their scope as the Lagrange equations. for example the canonical equations of Hamilton. These equations, which can be derived from Lagrange's, have important applications to problems in the Calculus of Variations as well as to dynamics. We shall first derive them from Lagrange's equations and then illustrate their use in the calculus.

With the terminology already used in this chapter let

$$
\begin{equation*}
L=T \cdot V \quad L\left(q_{1} \cdot q_{2} \ldots \ldots q_{n}: \dot{q}_{1} \cdot \dot{q}_{2} \ldots \ldots \dot{q}_{n}: 1\right) \tag{1}
\end{equation*}
$$

be the kinetic potential and let

$$
\begin{align*}
& p_{i}\left.\begin{array}{c}
\dot{c} L \\
\dot{c} \dot{q}_{i} \\
\text { (i }
\end{array} \quad 1, \because, \ldots, n\right)  \tag{シ}\\
&= \dot{c} T  \tag{3}\\
& \dot{c} \dot{q}_{i}
\end{align*}
$$

since the potential is a function of the parameters $q_{i}$ only.
Let $H$, the Hamiltonian function, or simply the Hamiltonian, be defined by the equation

$$
\begin{equation*}
H=--L+\sum_{i=1}^{n} p_{i} \dot{q}_{i} \tag{4}
\end{equation*}
$$

From (2) we may solve for $\dot{q}_{i}(i==1,2 \ldots, n)$, and then eliminate $\dot{q}_{i}$ from (4), leaving $H$ as a function of $q_{i}, p_{i}$, and $t$. Or,
what is essentially the same, we may regard $H$ as a function of $q_{i}, \dot{q}_{i}$, and $t$, where $\dot{q}_{i}$ is a function of $p_{m}, q_{m}(m=1,2, \ldots, n)$, and $t$. Taking the latter view we have

$$
\begin{align*}
\frac{\partial H}{\partial p_{i}} & =-\sum_{m=1}^{n} \frac{\partial L}{\partial \dot{q}_{m}} \frac{\dot{q} \dot{q}_{m}}{\partial p_{i}}+\dot{q}_{i}+\sum_{m=1}^{n} p_{m} \frac{\partial \dot{q}_{m}}{\partial p_{i}}  \tag{5}\\
& =\dot{q}_{i} \tag{6}
\end{align*}
$$

from (2). Also

$$
\begin{align*}
\dot{c} H & =-\frac{\partial L}{\dot{c} q_{i}}-\sum_{m=1}^{n} \dot{c} L \dot{c} \dot{q}_{m} \dot{c} \dot{q}_{m}  \tag{7}\\
& =-\frac{\partial L}{\dot{c} q_{i}} \tag{8}
\end{align*}
$$

$$
\begin{equation*}
\text { from }(2), \quad=-\frac{d}{d t}\left(\frac{c L}{\partial \dot{q}_{i}}\right) \tag{9}
\end{equation*}
$$

from Lagrange's equations, (2), § 5.7,

$$
\begin{equation*}
\therefore-\dot{p}_{i} \tag{10}
\end{equation*}
$$

from (2) again. Equations (6) and (10) ( $i=1,2, \ldots, n$ ) comprise Hamilton's equations and from them $p_{i}, q_{i}(i==1,2, \ldots, n)$ can be determined as functions of $t$. They are frequently referred to as Hamilton's canonical equations.

In the case of conservative systems, $H$, the Hamiltonian function has a simple interpretation. For $T$ is now a homogeneous quadratic function of $\dot{q}_{i}, \$ 5.14$, and so by Euler's theorem on homogeneous functiuns we have, from (3),

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} \dot{q}_{i}=\sum_{i=1}^{n} \frac{\partial T}{\dot{c} \dot{q}_{i}} \dot{q}_{i}=2 T . \tag{11}
\end{equation*}
$$

Hence

$$
\begin{equation*}
H \quad L+\sum_{i=1}^{n} \mu_{i} \dot{q}_{i}=-T+V+2 T=T+V \tag{12}
\end{equation*}
$$

and $H$ is thus equal to the total energy.
The theory developed so far deals with Hamilton's equations largely from the dynamical point of view. But it is evident that even if $\int L d t$ does not arise from a dynamical problem, 5185

Hamilton's equations (6) and (10) are still equivalent to the characteristic equations

$$
d\left(\begin{array}{l}
c L  \tag{13}\\
d t \\
c q_{i}
\end{array}\right)-\frac{c L}{c q_{i}} \cdot 0 .
$$

Hamilton's equations can be used in the calculus of variations independently of dynamics, although in such cases we cannot associate $H$ with the concept of energy. This will be illustrated in $\S 5.23$ by the discussion of a special case of Zermelo's navigational problem. In the next paragraph we shall deal with some interesting properties of the H amiltonian function and equations for the non-dynamical case where $L$ is a homogeneous function of degree one in the variables $\dot{q}_{i}(i: 1, \ldots, n)$.

### 5.22. The non-dynamical case when $L$ is homogeneous and of degree one in $\dot{q}_{i}(i-1,2, \ldots, n)$

The case where $L$ is of degree one in $\dot{q}_{i}$ cannot arise in dynamical theory since in dynamics $L$ must be of degree two in $\dot{q}_{i}$. It is, however. frequently encountered in geometrical and similar problems and has many features of interest.

In this section we assume that $L$ is homogeneous of degree one in $\dot{\varphi}_{i}(i=1,2, \ldots, n)$, and (ii) that $L$ does not contain $t$ explicitly. We shall express the dependence of $L$ on the $q$ 's and $\dot{q}$ 's by writing

$$
\begin{equation*}
L=L\left(\eta_{1}, \dot{q}_{i}\right) \cdots L\left(q_{1}, q_{2}, \ldots, q_{n} ; \dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n}\right) . \tag{1}
\end{equation*}
$$

By Euler's theorem on homogeneous functions we have

$$
\begin{equation*}
\dot{q}_{1} \frac{\dot{c} L}{\bar{c} \dot{q}_{1}}+\dot{q_{2}} \frac{\dot{c} L}{\dot{c} \dot{q}_{2}}+\ldots+\dot{q}_{11} \dot{c} L \quad L . \tag{2}
\end{equation*}
$$

In finding the stationary values of $\int L d t$ by means of Hamilton's equations we first find the functions $p_{i}$ defined by

$$
\begin{equation*}
p_{i}=\frac{\partial L}{\partial \dot{q}_{i}} \quad(i=1,2, \ldots, n) \tag{3}
\end{equation*}
$$

and then eliminate $\dot{q}_{i}(i \cdots 1,2, \ldots, n)$ from the function $H$ defined by

$$
\begin{equation*}
H=p_{1} \dot{\varphi}_{1}+p_{2} \dot{q}_{2}+\ldots+p_{n} \dot{q}_{n}-L, \tag{4}
\end{equation*}
$$

as in § 5.21. From (2) and (3) it follows that in the case considered
here $H=0$. Or, writing $H$ in a form in which it is expressed as a function of $q_{i}$ and $p_{i}(i=1,2, \ldots, n)$ we have

$$
\begin{equation*}
H\left(q_{1}, q_{2}, \ldots, q_{n} ; p_{1}, p_{2}, \ldots, p_{n}\right)=0 . \tag{5}
\end{equation*}
$$

The converse of this result is also true, as we now proceed to show. The converse can be stated as follows:

Let $L=L\left(q_{i}, \dot{q}_{i}\right)$ be a homogeneous function of degree one in $\dot{q}_{i}(i=1,2, \ldots, n)$, and let $p_{i}$ be defined by (3). If between the variables $q_{i}, p_{i}$ there exists a relationship given by

$$
\begin{equation*}
K \cdots K\left(q_{1}, q_{2}, \ldots . q_{n} ; p_{1}, p_{2}, \ldots, p_{n}\right) \quad u . \tag{6}
\end{equation*}
$$

then $K$ is the Hamiltonian function for $L$.
For let $F$ be the function whose Hamiltonian is $K$. Then from the definition of the Hamiltonian given by (4), §5.21, and the condition that $p_{i}$ is defined by equation (3), we have

$$
\begin{equation*}
K=\sum_{i=1}^{n} \frac{c L}{\hat{c} \dot{q}_{i}} \dot{q}_{i}-F . \tag{7}
\end{equation*}
$$

On using (2) and (6) it follows immediately that $F=L$ and therefore that $L$ has $K$ as its Hamiltonian function.

The canonical equations (6) and (10). $\$ 5.21$, which render $\int L d t$ stationary, are then
and

$$
\begin{align*}
& \frac{\partial K}{\partial p_{i}}=\dot{q}_{i}  \tag{8}\\
& \frac{\partial K}{\partial q_{i}}=-\dot{p}_{i} \quad(i \quad: \quad 1, \geq, \ldots, n) . \tag{9}
\end{align*}
$$

This result is sometimes of great use in simplifying our calculations, for frequently it is easier to find a relation such as (6) than to perform the eliminations necessary to find $H$ by the methods of $\S 5.21$. This point is illustrated by (15), $\S 5.23$, below.

Another interesting property of the Hamiltonian in the case when $L$ is homogeneous and of degree one in the variables $\dot{q}_{i}$ is as follows. Having found the Hamiltonian $H$ according to the rules of § 5.21 , the solutions of the canonical equations

$$
\begin{equation*}
\frac{\partial H}{\partial p_{i}}=\dot{q}_{i} ; \quad \frac{\partial H}{\partial q_{i}}=-\dot{p}_{i} \quad(i=1,2, \ldots, n) \tag{10}
\end{equation*}
$$

are the extremals of $\int L d t$.

Now write $t=f(u)$ and denote differentiation with respect to $u$ by a prime, i.e. $q_{i}^{\prime}=d q_{i} / d u$, etc. If $L$ is homogeneous of degree one in $\dot{q}_{1}$ and if in addition $t$ is not explicit in $L$, we have

$$
\begin{align*}
& L\left(q_{1}, q_{2}, \ldots, q_{n} ; \dot{q}_{1}, \dot{q}_{2} \ldots \ldots \dot{q}_{n}\right) \\
&=\frac{1}{f^{\prime}(u)} L\left(q_{1} \cdot q_{2} \ldots, q_{n}: q_{1}^{\prime} \cdot q_{2}^{\prime} \ldots \ldots q_{n}^{\prime}\right) . \tag{11}
\end{align*}
$$

so that

$$
\begin{align*}
& \int L\left(q_{1}, q_{2}, \ldots, q_{n} ; \dot{q}_{1}, \dot{q}_{2} \cdots \cdots, \dot{q}_{n}\right) d t \\
&=\int L\left(\eta_{1} \cdot q_{2}, \ldots, \eta_{n} ; \varphi_{1}^{\prime} \cdot \dot{q}_{2}^{\prime} \cdots \cdot \eta_{n}^{\prime}\right) d \prime . \tag{2}
\end{align*}
$$

Also the Hamiltonian equations (10) become

$$
\begin{equation*}
f^{\prime}(u) \frac{c h}{c p_{i}}=q_{i}^{\prime} ; \quad f^{\prime}(u) \frac{c H}{c q_{i}} \quad \cdots p_{1}^{\prime} \quad(i \quad 1,2 \ldots . n) . \tag{13}
\end{equation*}
$$

Thus the right-hand integral of (12) is stationary for solutions of (13) and on replacing $u$ by $t$ (the actual symbol used is immaterial), it follows that $\int L d t$ is stationary for solutions of the equations

$$
\begin{equation*}
\left.\mu_{\dot{c} \dot{p}_{i}}^{\dot{c} H}=\dot{q}_{i}: \quad \mu_{i q_{i}}^{i \dot{c}} \quad \text { ín } \quad \text { (i } \quad 1,2 \ldots, n\right) \tag{14}
\end{equation*}
$$

where $\mu$ is any convenient function of $t$. By choosing $\mu$ suitably our calculations can frequently be simplified.

These results will be illustrated in the next section, where we deal with a special case of Zermelo's navigational problem. $\dagger$ We shall confine ourselves to the first variation only.

### 5.23. Path of minimum time in a stream with given flow

A stream of water flows parallel to a fixed given horizontal line $\sigma$ in such a manner that its velocity at a point distant $q_{2}$ from $\sigma$ is proportional to $q_{2}$. If a ship moves with constant speed $u$ relative to the water, find the path of minimum time between two points in the stream.

Let $\left(q_{1}, q_{2}\right)$ be the coordinates of the ship at time $t$, where $q_{1}$ is measured parallel to $\sigma$, and let $\phi$ be the angle between $\sigma$ and the direction in which the ship is being steered. Then the

[^32]components of the ship's velocity relative to $\sigma$ are respectively $k q_{2}+u \cos \phi$ and $u \sin \phi$ parallel to the $q_{1}$ and $q_{2}$ axes. By suitable choice of units it is possible to make $k=1$ and $u=1$, so simplifying these components to $q_{2}+\cos \phi$ and $\sin \phi$ respectively.

If $v$ is the velocity of the ship relative to $\sigma$ and $s$ the length of are of its trajectory, then $v=d s / d t$, so that the integral to be minimized is

$$
\begin{equation*}
t \cdot \int \frac{d s}{r} \tag{1}
\end{equation*}
$$

In order to put this integral in a form to which the theory of $\S 5.22$ can be applied a parameter $\lambda$ is introduced. The object of this is to replace the variable $t$ and so avoid possible confusion with the time. Denote differentiations with respect to $\lambda$ by dashes, e.g. $s^{\prime}=d_{s} s^{\prime} d \lambda$, etc., so that

$$
\begin{equation*}
t \quad \int \frac{d x}{r}=\int \frac{x^{\prime}}{r} d \lambda . \tag{2}
\end{equation*}
$$

The integrand s'ir must now be expressed in the form

$$
L\left(q_{1} \cdot q_{2}: q_{1}^{\prime}, q_{2}^{\prime}: \lambda\right) \quad(=L \text { for brevity }) .
$$

We then have

$$
\begin{equation*}
\frac{s^{\prime}}{v}=L . \tag{3}
\end{equation*}
$$

where $v$ is the velocity of the ship relative to the fixed line and $L$ remains to be determined.

If the direction of motion of the ship makes an angle $\psi$ with the given line $\sigma$, then, by the usual formulae of the differential calculus,

$$
\begin{equation*}
\tan \psi=\frac{\sin \phi}{q_{2}+\cos \phi} ; \quad \sin \psi=\frac{d q_{2}}{d s} ; \quad \cos \psi=\frac{d q_{1}}{d s} . \tag{4}
\end{equation*}
$$

Hence $\quad \quad \quad \cdot \cos \psi=v \frac{d q_{1}}{d s}=v \frac{q_{1}^{\prime}}{s^{\prime}}=\frac{q_{1}^{\prime}}{L}$,
from (3). Similarly

$$
v \sin \psi=v \frac{d q_{2}}{d s}=\frac{q_{2}^{\prime}}{L}
$$

Now the velocity components can be written either as

$$
(v \cos \psi, v \sin \psi) \quad \text { or as } \quad\left(q_{2}+\cos \phi, \sin \phi\right) .
$$

Hence we have

$$
\begin{equation*}
q_{2}+\cos \phi-\stackrel{q_{1}^{\prime}}{L}, \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sin \phi-\frac{\eta_{2}^{\prime}}{L} \tag{8}
\end{equation*}
$$

On climinating $\phi$ from equations (7) and (8) we have the quadratic equation

$$
\begin{equation*}
\left(L_{I_{2}} \cdot q_{1}^{\prime}\right)^{2}+l_{2}^{\prime 2} \quad L^{2} \tag{9}
\end{equation*}
$$

from which $L$ can be found. We can then minimize (2) by using the characteristic equations. But, as we wish to illustrate the use of Hamilton's equations and as, evidently from (9), $L$ is homogeneous and of degree one in $q_{1}^{\prime}$ and $q_{2}^{\prime}$, we shall proceed according to the methods of $\$ \S 5.21$ and 5.22 . It is first necessary to calculate the two quantities $p_{1}$ and $p_{2}$, where

$$
\mu_{1} \quad \begin{array}{llll} 
& \frac{L}{c} & \text { and } & \mu_{2} \tag{10}
\end{array} \frac{a L}{\partial \eta_{1}^{\prime}} \quad \text {, },
$$

and this is most conveniently achieved by differentiating (9) with respect to $q_{1}^{\prime}$ and $q_{2}^{\prime}$. We then obtain the equations

$$
\begin{array}{lll}
\left(p_{1} q_{2}-1\right)\left(L q_{2}-q_{1}^{\prime}\right) & L p_{1} \\
p_{2} q_{2}\left(L \mu_{2}-q_{1}^{\prime}\right)+q_{2}^{\prime} & L l_{2} . \tag{12}
\end{array}
$$

Using ( 7 ) and $(x)$ these equations can be rewritten in the form

$$
\begin{align*}
\left(p_{1} y_{2} \cdots 1\right)(-\cos \phi) & =p_{1} .  \tag{13}\\
p_{2} q_{2}(-\cos \phi)+\sin \phi & =p_{2} . \tag{14}
\end{align*}
$$

and on eliminating $\phi$ we then have

$$
\begin{equation*}
p_{1}^{2}+p_{2}^{2}-\left(p_{1} q_{2}-1\right)^{2} \tag{15}
\end{equation*}
$$

From (9) $L$ is homogeneous and of degree one in $q_{1}^{\prime}$ and $q_{2}^{\prime}$; hence from the results of $\S 5.22$ the Hamiltonian $H$ is given by

$$
\begin{equation*}
H=p_{1}^{2}+p_{2}^{2}-\left(p_{1} q_{2}-1\right)^{2} \tag{16}
\end{equation*}
$$

From (14), §5.22, the canonical equations take the form

$$
\begin{align*}
\mu\left\{p_{1}-q_{2}\left(p_{1} q_{2}-1\right)\right\} & =q_{1}^{\prime},  \tag{17}\\
\mu p_{2} & =q_{2}^{\prime},  \tag{18}\\
0 & =-p_{1}^{\prime},  \tag{19}\\
-\mu\left\{p_{1}\left(p_{1} q_{2}-1\right)\right\} & =-p_{2}^{\prime}, \tag{20}
\end{align*}
$$

where $\mu$ is a function of $\lambda$ which can be chosen arbitrarily.
From (10) we have $p_{1}=1 / c$, where $c$ is a constant independent
of $\lambda$. Choose $\mu$ to be constant, differentiate (18). and substitute for $p_{2}^{\prime}$ in (20). We obtain

$$
\begin{equation*}
c^{2} q_{2}^{\prime \prime}=\quad \mu^{2}\left(q_{2} \cdots r\right) \tag{21}
\end{equation*}
$$

Now choose $\mu$ so that

$$
\begin{equation*}
\mu^{2}=-c^{2} . \tag{22}
\end{equation*}
$$

The solution of (21) is then

$$
\begin{equation*}
I_{2} \quad c+A \rho^{\lambda}+B r \quad \lambda . \tag{23}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants.
From (18) we have

$$
\begin{equation*}
\mu p_{2}=q_{2}^{\prime}=A e^{\lambda}-B e^{-\lambda} \tag{24}
\end{equation*}
$$

and substituting for $p_{1}, p_{2}$, and $q_{2}$ in (15) and using (22) we have $A B=: \ddagger$. But the parameter $\lambda$ is a function of the time, and on measuring the time so that $\lambda=0$ at the instant when $q_{2}^{\prime}=0$ it follows from ( 24 ) that $A=B$. Finally then, $A^{2}=\frac{1}{1}$ and $A= \pm \frac{1}{2}$. For the rest of the paragraph whenever an ambiguous sign occurs the upper sign is to be taken if $A==\frac{1}{2}$ and the lower sign if $A=-\frac{1}{2}$. We then have

$$
\begin{equation*}
q_{2}=c \pm \cosh \lambda ; \quad \mu p_{2}= \pm \sinh \lambda . \tag{25}
\end{equation*}
$$

Since $L$ is homogeneous and of degree one in $q_{1}^{\prime}$ and $q_{2}^{\prime}$ we have

$$
\begin{equation*}
L=p_{1} q_{1}^{\prime}+p_{2} q_{2}^{\prime} \quad \mp(\mu \cosh \lambda)_{i}^{\prime} c \tag{26}
\end{equation*}
$$

on using the values of $p_{1}, p_{2}, q_{1}^{\prime}, q_{2}^{\prime}$, and $\mu$ given by (17). (18), (19). and ( 20 ). The sign of $\mu$ can be chosen arbitrarily and the choice is made so that $L$ is always positive. It is for this purpose that $\mu$ has been introduced. We then have

$$
\begin{equation*}
F \mu_{i} r \cdots 1 \tag{27}
\end{equation*}
$$

and $L=\cosh \lambda$. From ( $\because$ ) and (3) we have

$$
\begin{equation*}
t=\int_{0}^{\lambda} L d \lambda=\sinh \lambda \tag{28}
\end{equation*}
$$

All the parameters can now be expressed in terms of the time, [ $q_{1}$ after integrating (17)]. The final results are

$$
\left.\begin{array}{c}
q_{1} \cdots d=c t \pm \frac{1}{2}\left[t\left(1+t^{2}\right)^{1}-\log _{c}\left\{t+\left(1+t^{2}\right)^{4} i\right],\right. \\
q_{2} \\
p_{1}=(1 / c),\left(1+t^{2}\right)^{1} \\
p_{2} \tag{32}
\end{array}\right) \cdots(t / c),
$$

where $c$ and $d$ are arbitrary constants. In the case of ambiguity of sign, all upper or all lower signs are taken together. The coordinates of the ship at time $t=0$ are $(d, c \pm 1)$ where the ambiguous sign obeys the rule above.

The formulae obtained for $\cos \phi$ and $\sin \phi$ on substituting for $q_{1}^{\prime}, q_{2}^{\prime}, q_{2}$, and $L$ in (7) and (8) are

$$
\begin{equation*}
\cos \phi=\mp \frac{1}{\left(1+t^{2}\right)^{4}} ; \quad \sin \phi= \pm \frac{t}{\left(1+t^{2}\right)^{\frac{1}{2}}} \tag{33}
\end{equation*}
$$

where again the ambiguous signs obey the same rule as those of equations ( 29 ) et seq. Equations (33) show that the ship can be steered along the path of minimum time by blind reckoning since the angle $\phi$ can be calculated at any instant independently of external observations.

Interesting diagrams of the paths and a detailed discussion of the question whether maxima or minima occur can be found in the work of (aratheodory $\dagger$ already referred to.

Example l. Solve by the above method the problem of the Brachistochrone, $\$ 1.11$. (The integral to be minimized is

$$
\int q_{2}^{\frac{1}{2}}\left(\dot{q}_{1}^{2} \cdots \dot{q}_{2}^{2}\right)^{!} d t
$$

where $q_{1}$ and $q_{2}$ are respectively the horizontal and vertical coordinates of the particle, and $H=\mu_{1}^{2}+p_{2}^{2}-\left(1.1_{2}\right) \ldots(1 . \quad$ Uso (6) and (10), §5.21.)

Example 2. Solve by the above method the problem of the minimum surface of revolution, $\$ 1.1 \%$. (The integral to be minimized is

$$
\int q_{2}\left(\dot{q}_{1}^{2}+\dot{q}_{2}^{2}\right)^{\frac{1}{2}} d t
$$

where $q_{1}$ and $q_{2}$ are suitably chosen Cartesian coordinates, and

$$
\begin{aligned}
H & =p_{1}^{2}+p_{2}^{2}-q_{2}^{2}(1 .) \\
& \dagger \text { p. } 242 \text { et seq. }
\end{aligned}
$$

## CHAPTER VI

## HAMILTON'S PRINCIPLE IN THE SPECIAL THEORY OF RELATIVITY

### 6.1. Introduction

It is clear from the results obtained in the previous chapters, and particularly from (hapter $V$, that configurations for which energy functions have stationary or minimum values are of great importance in the study of physical phenomena. The basic principles of such phenomena can be expressed more concisely and the mathematical analysis effected more readily by using the calculus of variations than by any other means.

Hamilton's stationary principle plays an important part in the theory of relativity, especially in the generalized theory $\dagger$ but an account of this theory is beyond the scope of any work which does not establish the 'Tensor ('alculus first. In this chapter we shall only deal with the special theory of relativity and show how the stationary character of $\int L d t$. which plays such an important part in Newtonian dynamics, can lead us naturally from Newtonian to Einsteinian mechanics.

### 6.2. The physical bases of the special theory of relativity

The wave theory of light, advocated by Fresnel and Young early in the nineteenth century, conceived the ether as the medium in which the undulations of light take place. (ialilean dynamics precludes the possibility of absolute velocity. since laws of nature referred to a frame $G_{1}$ still remain true when referred to a frame $\boldsymbol{G}_{2}$ whose velocity relative to $\boldsymbol{G}_{1}$ is uniform and translatory. But we are not prevented from choosing any convenient frame and setting up our dynamics relative to it. Since the ether, sometimes referred to as the stagnant ether, naturally suggests itself as a most convenient frame of reference numerous experiments were performed in order to determine

[^33]the velocity of the earth relative to it . Some of these experiments were based on optical and some on electrical methods, but the results were always the same; the velocity of the earth relative to the ether is zero.

After much controversy the first convincing explanation was given by Einstein $\dagger$ in 1905, an explanation so comprehensive that a number of hitherto inexplicable facts were accounted for in addition to the null results of these experiments. Before discussing the theory we give a slight account of two of the most famous experiments, that of Michelson and Morley, $\ddagger$ performed in 1887, and that of Trouton and Noble, § performed in 1903. Both experiments were repeated with greater refinements only to confirm the result that the velocity of the earth relative to the ether is always zero.

### 6.3. The Michelson and Morley experiment

A ray of light. emitted from a source $A$ (Fig. VI. 1), strikes a partly silvered plane glass sheet $G$ at $45^{\circ}$ to the normal and is divided into two rays $r_{1}$ and $r_{2}, r_{1}$ being reflected and $r_{2}$ transmitted. The rays $r_{1}$ and $r_{2}$ are reflected back to $G$ by two mirrors $M_{1}$ and $M_{2}, r_{1}$ being then transmitted through $G$ and $r_{2}$ reflected from $G$. The two rays $r_{1}$ and $r_{2}$ are now recombined along the line $G B$, after each part has experienced one reflection and one transmission at $G$. If there is a difference of time between the two paths from $A$ to $B$ there will be a consequent difference of phase between the two parts of the ray when recombined and this can be detected by the usual technique of interference patterns.

The two paths of light as seen by an observer moving with the apparatus are shown in Fig. VI. 1 and the paths as seen by an observer at rest relative to the ether are shown in Fig. VI. 2. In Fig. VI. 2 the various parts of the apparatus are not shown at the same instant of time, for example during the passage of time from reflection at $G$ to $M_{1}$ and back the glass sheet $G$ has moved from $G_{1}$ to $G_{2}$. Fig. VI. 2 raises the question of how light is

[^34]reflected from moving mirrors. This is easily answered by means of Huygens's principle and is dealt with in most books on physics. $\dagger$


Fig. VI. 1.


Fig. Vi. 2.
Suppose that the apparatus is moving in the direction of $G M_{2}$ with velocity $v$ relative to the ether and that $c$ denotes the speed of light. $\ddagger$ Then during the journey from $G$ to $M_{2}$ the velocity of light relative to the apparatus is $c-v$ and from $M_{2}$ back to $G$ it is $c+v$. The time from $G$ to $M_{2}$ and back is therefore

$$
\begin{equation*}
\frac{G M_{2}}{c-v}+\frac{G M_{2}}{c+v}=\frac{2 c G M_{2}}{c^{2}-v^{2}} \tag{1}
\end{equation*}
$$

$\dagger$ See E. Cunningham, The Principle of Relativity, pp. 19 and 20 for a discussion of this point.

Along the path $G M_{1}$ and back the velocity of light relative to the apparatus is $\sqrt{\prime}\left(c^{2}-l^{2}\right)$ and the time taken is therefore

$$
\begin{equation*}
\frac{2\left(1 M_{1}\right.}{\sqrt{\left(c^{2}-v^{2}\right)}} . \tag{2}
\end{equation*}
$$

Hence the excess of the time along the path to $M_{2}$ and back over that to $M_{1}$ and back is

$$
\begin{equation*}
\frac{2 c G M_{2}}{c_{c}^{2}-v^{2}}-\frac{2\left(i M_{1}\right.}{\sqrt{\left(c^{2}-v^{2}\right)}} . \tag{3}
\end{equation*}
$$

If the apparatus is turned through a right angle so that $G M_{1}$ now lies along the direction of $c$, its velocity relative to the ether, then the same argument shows that the excess of the time along the path $G_{1} M_{2} G$ over the path $G M_{1} G$ is

$$
\begin{equation*}
\frac{2\left(G_{2}\right.}{\sqrt{\left(c^{2}-r^{2}\right)}}-\frac{2 c G M_{1}}{c^{2}-r^{2}} . \tag{t}
\end{equation*}
$$

The difference between expressions (3) and (t) is

$$
2\left(G M_{1}+\left(G M_{2}\right)\left\{\begin{array}{c}
c  \tag{5}\\
r^{2}-r^{2}
\end{array} \frac{1}{\left(r^{2}-r^{2}\right)}\right\}\right) \cdots\left(r M_{1}+\left(i M_{2}\right)^{r^{2}},\right.
$$

when terms of order smaller than $\left(r^{2} / r^{3}\right)$ are neglected.
Although the right-hand side of (5) is extremely small, yet, by means of the technique of interference. it would have been detected even if $r$ were only one-tenth of the earth's velocity relative to the sun. It reguires little consideration to realize that during its orbit round the sun the earth's velocity relative to the ether must at some point be at least as great as its velocity relative to the sun. It therefore came as a great surprise when the first experiments revealed that $v=0$. Repetition of these experiments, with every possible refinement, confirmed this result conclusively.

### 6.4. The Trouton and Noble experiment

This experiment had the same object as the Michelson and Morley experiment, namely the determination of the velocity of the earth relative to the ether, but the method adopted was entirely different.

A moving electric charge generates a current and with each current, as discovered by Oersted, is associated a magnetic field. Thus if a charged parallel plate condenser is at rest in the ether it possesses electrostatic energy only. But if it is in motion the currents generated by the equal and opposite charges of the condenser plates set up a magnetic field whose energy must be added to that of the electrostatic field. Hence the total electromagnetic energy of the condenser is a function of its velocity relative to the ether.

Let $T$ denote the total electromagnetic energy, which is not difficult to calculate, and let $\psi$ denote the angle between the direction of velocity of the condenser relative to the ether and the normal to the plates. Then by standard mechanical theory - ( $\left.c^{\prime}{ }^{\prime} / \dot{c} \psi\right)$ is equal to the moment of the couple tending to increase the value of $\psi$. On evaluation $\dagger$ it is found that the moment of this couple is proportional to $r^{2} r^{2}$. where $r$ is the velocity of the condenser relative to the ether and $r$. as before. denotes the speed of light. Hence if the condenser is suspended by a torsion thread and charged and discharged alternately it should rotate through an angle proportional to $r^{2}$.

Although the experiment was performed with great accuracy, the value of $r$ deduced was again zero in every case.

### 6.5. The principles of special relativity

The null results of these experiments indicate clearly that the speed of light must be the same for all observers independently of their individual velocities. This statement is one of the fundamental postulates of the special theory of relativity.

The following considerations show how widely this postulate and its consequences differ from Galilean or Newtonian ideas. Let the position of a point in space be determined by Cartesian coordinates $(x . y, z)$, the origin of coordinates being $O$; we shall refer to this as the () system. Suppose (i) that an observer $M$ moves along the $x$-axis with constant velocity $r$ and (ii) that at the instant when $M$ passes $O$ a source of light at $O$ instantaneously emits rays in all directions with velocity $c$ relative to

[^35]the axes. Then after time $t$ the equation of the spherical wave front formed by the light rays will be
\[

$$
\begin{equation*}
x^{2}+y^{2}+z^{2}-c^{2} t^{2}=0, \tag{1}
\end{equation*}
$$

\]

and the coordinates of $M$ will be (vt, 0, 0) (Fig. VI. 3).


Fia. VI. 3.
Consider now the system of axes which are parallel to those through $O$ but which have $M$ as origin; we shall refer to this as the $M$ system and denote the coordinates of a point in it by ( $x^{\prime}, y^{\prime}, z^{\prime}$ ). With respect to the $M$ system the wave front is still a sphere of radius $c t$, but its centre has coordinates ( $-v t, 0,0$ ) and its equation is

$$
\begin{equation*}
\left(x^{\prime}+r t\right)^{2}+y^{\prime 2}+z^{\prime 2}-c^{2} t^{2} \cdots 0 . \tag{2}
\end{equation*}
$$

But clearly, if we adopt Einstein's postulate stated at the beginning of this section, the distance of the wave front from $M$ must be $c t$ in all directions, for the speed of light relative to $M$ is always $c$ independently of $M$ 's motion. The equation of the wave front in the $M$ system must then be

$$
\begin{equation*}
x^{\prime 2}+y^{\prime 2}+z^{\prime 2}-c^{2} t^{2} \quad 0 \tag{3}
\end{equation*}
$$

instead of (2).
Reverting to Galilean conceptions of relativity the linear relations which enable us to change from the $O$ to the $M$ system are those which transform (1) to (2) and vice versa. They are

$$
\left.\begin{array}{r}
x=x^{\prime}+v t, \quad y=y^{\prime}, \quad z=z^{\prime},  \tag{4}\\
x^{\prime}=x-v t, \quad y^{\prime}=y, \quad z^{\prime}=z .
\end{array}\right\}
$$

Galilean theory asserts that all physical phenomena must appear the same whether viewed from a frame of reference $G_{1}$ or a frame $G_{2}$, provided that either frame moves with uniform velocity relative to the other. If these phenomena are expressible in mathematical form, then such forms must be covariant $\dagger$ for transformation (4).

Starting from the initial postulate of this section, the Einstein theory requires our laws of relativity to be based upon the linear transformations which change (1) to (3) instead of (1) to (2) (the transformations which change (1) to (3) will be obtained in $\S 6.7$ below). The Einstein theory thus requires that all laws of physics expressible in mathematical form must be covariant for (3), § 6.7 , instead of for (4) above.

In order to make further progress in his theory Einstein introduced another very remarkable postulate. Before stating it we note that in Newtonian theory the space variables are dealt with in quite a different way from the time variable $t$, which appears to be specially privileged. $\ddagger$ Although two observers, one in the () and one in the $M$ system, assign different values to the coordinates and relative velocities of a particle $P$, yet they assign the same value to $t$. In this concept time is independent of the velocity of any observer, as illustrated by the use of $t$ in (4). Although this agrees with our intuitive conceptions it is rejected by Einstein, who assumes that the measurement of time depends as much upon the velocity of the observer as does the measurement of velocity. Thus in passing from the $O$ to the

[^36]$M$ system not only must we make the change from ( $x, y, z$ ) to ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) but we must also allow for a possible change of time measurement from $t$ to $t^{\prime}$. 'This postulate proves most fertile in its applications to physical problems.

Since the space variables $(x, y, z)$ and the time variable $t$ are now on an equal basis, it is natural to group them together and by analogy with three-dimensional geometry to regard the set of numbers $(x, y, z, t)$ as the coordinates of a point in a fourdimensional space. This is generally referred to as space-time (or the space-time continuum). The second postulate states that if $(x, y, z, t)$ are the space-time coordinates of a point $P$ in the $O$ system, then in the $M$ system its space-time coordinates will be ( $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ ), where $t^{\prime}$ differs from $t$ because of $M$ 's velocit $y$ relative to $O$. Thus the equation of the wave front in the $M$ system must be

$$
\begin{equation*}
x^{\prime 2}+y^{\prime 2}+z^{\prime 2} \ldots c^{2} t^{\prime 2}=0 \tag{5}
\end{equation*}
$$

instead of (3) ( $t$ is replaced by $t^{\prime}$ ). To sum up, as a consequence (i) of the null results of the experiments described in 86.3 and 6.4 and (ii) of the displacement of time from its privileged position accorded in Galilean concepts the relativity laws must be linear transformations which change (1) to (5) or, in other words, which leave $x^{2}+y^{2} \div z^{2}-c^{2} t^{2}$ invariant.

### 6.6. Galilean and Newtonian conceptions of time

Before considering the consequences of these postulates it is worth while considering the concept of time according to the ideas of Galileo and Newton. For although simple and intuitive it is by no means free of paradox, as the following example will show.

Suppose that two observers $A$ and $B$ correlate their clocks when together and that $c \mathrm{~cm}$. per second is the speed of light. Let $A$ move to a point distant $c \mathrm{~cm}$. from $B$ and then come to rest relative to $B$. According to Newtonian conceptions these changes do not affect $A$ 's time system, i.e. his clock, in any manner. Now if $A$ and $B$ are at rest relative to the ether and if light waves are the only medium of communication, then $B$ 's clock will appear to be one second slow to $A$ and vice versa:

But if $A$ and $B$ are not at rest relative to the ether then the apparent time differences of their clocks will depend upon their velocity. If they are moving in the direction $B$ to $A$, then $B$ 's clock will appear to be more than one second slow to $A$ and $A$ 's clock will appear to be less than one second slow to $B$, and if they are moving in the opposite direction then the contrary will appear to be true. Suppose now that $A$ wishes to determine how events which appear simultaneous to him will appear to $B$. Then he must first find his velocity relative to the ether and this, according to the Michelson and Morley experiment, is impossible. Thus the so-called intuitive conceptions of time give us no means for correlating the time systems of two observers and in this respect the Einstein theory is undoubtedly superior. $\dagger$

### 6.7. The transformations of the special theory of relativity

Reverting to the theory of $\S 6.5$, we have already assumed that the transformations of relativity must be linear, an assumption justified by Einstein because of the homogeneity of space and time. In addition a further assumption is made that a point at rest in one system or frame of reference must correspond to a point moving with uniform velocity in the other. Evidently $y=y^{\prime}, z=z^{\prime}$, so that the transformations from the $O$ to the $M$ systems of $\$ 6.5$ must be of the form

$$
\begin{equation*}
x=\beta\left(. x^{\prime}+r t^{\prime}\right) ; \quad y=y^{\prime} ; \quad z=z^{\prime} ; \quad t=p x^{\prime}+q y^{\prime}+r z^{\prime}+s t^{\prime} . \tag{1}
\end{equation*}
$$

The constants $\beta, p, q, r, s$ must be determined so that (1), $\S 6.5$ is transformed to (5), § 6.5. We have

$$
\begin{align*}
\beta^{2}\left(x^{\prime}+r t^{\prime}\right)^{2}+y^{\prime 2}+z^{\prime 2}-r^{2}\left(p x^{\prime}+q y^{\prime}+\right. & \left.+r z^{\prime}+s t^{\prime}\right)^{2} \\
\cdots & x^{\prime 2}+y^{\prime 2}+z^{\prime 2}-c^{2} t^{\prime 2} \tag{2}
\end{align*}
$$

and so $q=r=0$,
where

$$
\begin{align*}
& x=\beta\left(x^{\prime}+v t^{\prime}\right): \quad y=y^{\prime} ; \quad z=z^{\prime} ; \quad t=\beta\left(t^{\prime}+\frac{v x^{\prime}}{c^{2}}\right),  \tag{3}\\
& \text { where } \quad \beta=\left(1-\frac{v^{\prime 2}}{c^{2}}\right)^{-\frac{1}{2}} .
\end{align*}
$$

$\dagger$ In his book Space, Time, and Matter, p. 147, H. Weyl says: 'The physical purport of this is that we are to discard our belief in the objective meaning of simultaneity; it was the great achievement of Einstein in the field of the theory of knowledge that he banished this dogma from our minds, and this is what leads us to rank his name with that of Copernicus'.

The reverse transformation from the $M$ to the $O$ system is

$$
\begin{equation*}
x^{\prime}=\beta(x-x t) ; \quad y^{\prime}=y ; \quad z^{\prime}=z ; \quad t^{\prime}=\beta\left(t-\frac{v x}{c^{2}}\right), \tag{5}
\end{equation*}
$$

where $\beta$ has the value given by (4).
The interesting feature of these transformations is that not only do they account for the null results of the Michelson and Morley and similar experiments but that they had already been in use some years prior to the publication of Einstein's theory in order to account for an entirely different phenomenon. The study of electricity and magnetism in the early part of the nineteenth century led finally to a system of equations, known as Maxwell's equations. These cover the whole field of electromagnetic phenomena and are so completely in accord with experiment that they have become the classical equations of electromagnetic theory. Nevertheless they suffered from one serious drawback, they were not covariant for the Galilean relativity transformations given by (4), $\S 6.5$. This difficulty provoked much thought and study until it was ultimately discovered by Lorentz and Larmor that Maxwell's equations are covariant for the transformations (3) and (5) above. $\dagger$ This remarkable success in explaining two groups of apparently unconnected phenomena together with many other successes, some of which we shall deal with later, have firmly established Einstein's special theory of relativity in the field of modern mathematical physics.

### 6.8. Relativity transformations for small time intervals

In § 6.7 it has been assumed that $v$ is constant. If we wish to extend the theory to the case when $v$ is no longer constant we must consider time intervals so small that for their duration the variations of $v$ are negligible. In the formulae of $\S 6.7$ we replace ( $x, y, z, t$ ) in the $O$ system of reference by ( $d x, d y, d z, d t$ ) and ( $x^{\prime}, y^{\prime}, z^{\prime}, t^{\prime}$ ) in the $M$ system by ( $d x^{\prime}, d y^{\prime}, d z^{\prime}, d t^{\prime}$ ), and the

[^37]theory then requires that the relativity transformations from the $O$ to the $M$ system must change
to
\[

$$
\begin{gather*}
d x^{2}+d y^{2}+d z^{2}-c^{2} d t^{2}  \tag{1}\\
d x^{\prime 2}+d y^{\prime 2}+d z^{\prime 2}-c^{2} d t^{\prime 2} \tag{2}
\end{gather*}
$$
\]

The transformations (3) and (5), § 6.7 , from the $O$ to the $M$ system of reference and back, then become

$$
\left.\begin{array}{l}
d x=\beta\left(d x^{\prime}+v d t^{\prime}\right), \quad d y=d y^{\prime}, \quad d z=d z^{\prime}, \quad d t=\beta\left(d t^{\prime}+\frac{v d x^{\prime}}{c^{2}}\right), \\
d x^{\prime}=\beta(d x-v d t), \quad d y^{\prime}=d y, \quad d z^{\prime}=d z, \quad d t^{\prime}=\beta\left(d t-\frac{v d x}{c^{2}}\right),
\end{array}\right\}
$$

where

$$
\begin{equation*}
\beta=-\left(1-\frac{r^{2}}{c^{2}}\right)^{-\frac{1}{2}} . \tag{3}
\end{equation*}
$$

### 6.9. The space-time continuum

We have already mentioned that it is convenient to group the space and time variables together and to regard ( $x, y, z, t$ ) as the coordinates of a point in four-dimensional space, referred to as the space-time continuum. It is more convenient to take $(x, y, z, i c t)\{i=\sqrt{ }(-1)\}$ as the coordinates of the point so that

$$
d x^{2}+d y^{2}+d z^{2}-c^{2} d t^{2}
$$

is the element of arc. On taking $i d s$ to be the length of the element we have

$$
\begin{equation*}
d s^{2}-c^{2} d t^{2}-d x^{2}-d y y^{2}-d z^{2} . \tag{1}
\end{equation*}
$$

The reason for choosing $i d s$ for the length of the element instead of $d s$ is that in practical problems $\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)^{1}$, the speed of a particle, is always less than $c$, the speed of light. Hence in (1) $d s^{2}$ is positive. The choice of $i d s$ instead of $d s$ is merely a matter of convention and has no object other than that of convenience. The sign associated with each space variable is different from that associated with the time variable. This fact is of no great importance mathematically but it is important when we wish to correlate our mathematical results with the phenomena of the real world around us.

Gauss $\dagger$ has shown that an equation between the line element and the coordinate elements, such as (1), characterizes completely the geometry of space. For example, from the equation

$$
\begin{equation*}
d s^{2}=d x^{2}+d y^{2}+d z^{2} \tag{2}
\end{equation*}
$$

can be deduced all the well-known properties of three-dimensional Euclidean space. Thus the space-time continuum is completely characterized by (1).

In three-dimensional geometry the trajectory of a particle is generally specified in terms of equations of the form $x=f_{1}(t)$, $y=f_{2}(t), z=f_{3}(t)$, where $f_{1}, f_{2}, f_{3}$ denote various functional forms. In the space-time continuum defined by (1) these equations specify a curve known as the world line of the particle.

### 6.10. An approach to relativity dynamics of a particle

Having generalized the relativity formulae our next task is to generalize dynamical theory. In carrying out this task we must bear in mind the great successes of Newtonian theory in dynamics, in astronomy, and in physics generally, so that common sense enjoins us to pursue the following policy. The Newtonian principles of dynamics must be examined in order to discover which, if any, will fit into the framework of Einstein relativity. If none such are found, then those principles are to be used which can be made to fit with the least possible modification.
A dynamical principle can be fitted into the Einstein framework if in its mathematical form no distinction is shown between the properties of the space and time variables, for otherwise the mathematical expressions would not be covariant for the relativity transformations (3), § 6.8. This remark applies to Hamilton's principle (Chap. V), as we proceed to demonstrate.

If $T$ and $V$ denote the kinetic and potential energies respectively and $L=T-V$, then the principle states that $\int_{t_{0}}^{t_{0}} L d t$ is stationary for a dynamical path. In addition, if the arc of integration does not extend beyond the nearest conjugates

[^38]of either of the end-points, then the integral is a minimum. Denoting, as usual, a variation by $\delta$ the principle can be stated in the form
\[

$$
\begin{equation*}
\delta \int_{t_{0}}^{t_{1}} L d t=0 \tag{1}
\end{equation*}
$$

\]

where the end-points $t_{0}$ and $t_{1}$ are fixed.
In our proof of Hamilton's principle the space parameters $q_{1}, q_{2}, \ldots, q_{n}$ were varied as follows. On the extremal we had

$$
\begin{equation*}
q_{i} \cdots s_{i}(t) \quad(i=1,2, \ldots, n), \tag{2}
\end{equation*}
$$

and on a varied curve

$$
\begin{equation*}
q_{i}-s_{i}(t)+\epsilon_{i} u_{i}(t) \tag{3}
\end{equation*}
$$

where $\epsilon_{i}$ is an arbitrary constant and $u_{i}(t)$ is an arbitrary function of $t$ independent of each $\epsilon_{i}$. Evidently the time is not varied, so that the theorem established in Chapter $V$ is essentially

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}(\delta L) d t=0 \tag{4}
\end{equation*}
$$

Before we try to fit Hamilton's principle into relativity mechanics we must first prove that

$$
\begin{equation*}
\int_{i_{0}}^{t_{1}} \delta(L d t)=0 \tag{5}
\end{equation*}
$$

where the time is varied as well as the space parameters

$$
q_{1}, q_{2} \ldots, q_{n}
$$

when we pass from a point on the extremal to a point on a neighbouring curve. It is evident that the variation of the $q$ 's will lead us once again to Lagrange's equations, (2), §5.7; we may therefore regard $q_{1}, q_{2}, \ldots, q_{n}$ as constants and vary $t$ only. But a variation in $t$ will give us a variation in $\dot{q}_{i}$ even if $q_{i}$ is constant. For

$$
\begin{equation*}
\dot{q}_{i}=\lim _{d t \rightarrow 0} \frac{d q_{i}}{d l} . \tag{6}
\end{equation*}
$$

Therefore if $t$ is varied by the amount $\delta t$ and the consequent variation in $\dot{q}_{i}$ is denoted by $\delta \dot{q}_{i}$, we have

$$
\begin{align*}
\delta \dot{q}_{1} & =\lim _{d t \rightarrow 0}\left\{\frac{d q_{1}}{d(t+\delta t)}-\frac{d q_{1}}{d t}\right\}  \tag{7}\\
& =\lim _{d t \rightarrow 0}\left\{\frac{d q_{1}}{d t}\left[1-\frac{d(\delta t)}{d t}\right]-\frac{d q_{1}}{d t}\right\}  \tag{8}\\
& =-\dot{q}_{1} \frac{d(\delta t)}{d t}, \tag{9}
\end{align*}
$$

where $(\delta t)^{2}$ and higher powers have been neglected. There are. in addition, corresponding results for $\dot{q}_{2}, \dot{q}_{3}, \ldots, \dot{q}_{n}$.

### 6.11. Applicability of Hamilton's principle to relativity mechanics $\dagger$

We now proceed with the proof of equation (5). § 6.10, assuming that the $q$ 's remain constant and that the end points of integration are fixed. We have

$$
\begin{align*}
\int_{t_{0}}^{t_{1}} \delta(L d t) & =\int_{t_{0}}^{t_{1}} L \delta(d t)+\int_{t_{0}}^{t_{1}}\left\{\frac{\dot{c} L}{c} \delta t+\sum_{i=1}^{n} \dot{c} L \dot{q}_{i} \delta \dot{q}_{i}\right\} d t  \tag{1}\\
& =\int_{i_{0}}^{t_{1}} L \delta(d t)+\int_{t_{0}}^{t_{1}}\left\{\frac{c L}{\dot{c} t} \delta t-\sum_{i=1}^{n} \frac{\partial L}{\square} \dot{q}_{i} \frac{d(\delta t)}{d t}\right\} d t . \tag{2}
\end{align*}
$$

on using (9), § 6.10. Integrating by parts and using $\delta t_{0}=\delta t_{1}=0$ we have

But

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} \delta(L d t)=\int_{t_{0}}^{t_{1}}\left\{\frac{\hat{c} L}{\dot{c} t}-\frac{d}{d t}\left(L-\sum_{i=1}^{n} \dot{q}_{i} \frac{\dot{c} L}{\dot{c} \dot{q}_{i}}\right)\right\} \delta t d t . \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d L}{d t}=\sum_{i=1}^{n} \frac{\partial L}{\bar{c} q_{i}} \dot{q}_{i}+\sum_{i=1}^{n} \frac{\partial L}{\bar{c} \dot{q}_{i}} \ddot{q}_{i}+\frac{\partial L}{\partial t} . \tag{4}
\end{equation*}
$$

Hence from Lagrange's equations, (2), §5.7, we have

$$
\begin{equation*}
\frac{d L}{d t}=\sum_{i=1}^{n} \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}_{i}}\right) \dot{q}_{i}+\sum_{i=1}^{n} \frac{\partial L}{\partial \dot{q}_{i}} \ddot{q}_{i}+\frac{\partial L}{\partial t}, \tag{5}
\end{equation*}
$$

[^39]which is equivalent to
\[

$$
\begin{equation*}
\frac{\partial L}{c t}-\frac{d}{d t}\left\{L-\sum_{i=1}^{n} \dot{q}_{i} \frac{\partial L}{\partial \dot{q}_{i}}\right\}=0 . \tag{6}
\end{equation*}
$$

\]

The proof of (5), §6.10, is then completed by combining (6) and (3).

### 6.12. Equations of motion of a particle in relativity mechanics

One of the simplest problems in Newtonian dynamics is that of a particle moving on a smooth surface under no forces other than the normal reaction. Since energy is conserved and there is no potential energy, the velocity must be constant. The principle of least action. $\S 5.6$ and 5.19 , then states that $\int d s$ is stationary. Thus, the path is a geodesic.

Alternatively we may say that the path is given by
where

$$
\begin{gather*}
\delta \int_{t_{0}}^{t_{1}} d s=0,  \tag{1}\\
d s^{2} \quad d x^{2}+d y^{2}+d z^{2} . \tag{2}
\end{gather*}
$$

The generalization of this result in Einstein mechanics is that the world line of a particle under no forces is a geodesic in the space-time continuum. In other words, the generalization requires the path of a particle under no forces to be specified by
where

$$
\begin{gather*}
\delta \int_{i_{0}}^{t_{1}} d s=0  \tag{3}\\
d s^{2} \cdots c^{2} d t^{2}-d x^{2}-d y^{2}-d z^{2} \tag{4}
\end{gather*}
$$

The change in the definition of $d s$ from (2) to (4) is essential since the relativity transformations (3), § 6.8, hold for (4) but not for (2). If $v$ is the velocity of the particle, (3) can be written in the form

$$
\begin{equation*}
\delta \int\left(c^{2}-v^{2}\right)^{t} d t=0 \tag{5}
\end{equation*}
$$

For reasons which will appear later there can be no complete analogue of (1) and (2) in Einstein mechanics. But if we are prepared to accept an approximation, a result can be obtained which is not only of great interest in itself but which also explains
why such an analogue cannot exist in a simple form. In making the approximation the terms we neglect are of the order $v^{4} / c^{4}$ in comparison with unity, where $v$ is the velocity of the particle and $c\left(=3.10^{10} \mathrm{~cm}\right.$. per sec.) is the velocity of light. If $v$ is equal to the velocity of the earth in its orbit, then $r^{4} / c^{4}$ is about $10^{-16}$.

Terms of order $\varepsilon^{2} / c^{2}$ must be retained, although in normal motion they are very small. For when $v$ compares with $c$ these terms are of appreciable magnitude and it is then possible to detect differences between Newtonian and Einsteinian mechanics by experimental means.

In Newtonian dynamics, when a particle moves in a conservative field of force, we have

$$
\begin{equation*}
\frac{1}{2} m \imath^{2}+V=\text { constant } \tag{6}
\end{equation*}
$$

where $m$ is the mass, $v$ the velocity, and $V$ the potential energy. Hence $l$ is of the same order as $\iota^{2}$, and to our degree of approximation we may neglect terms containing $\Gamma^{2} ; c^{4}$ and higher powers.

In fitting Hamilton's principle into Einsteinian mechanics, a step justified by § 6.11, we may modify the statement of the principle, $\delta \int_{i_{0}}^{t_{1}} L d t=0$, in non-essential particulars. This means that the integrand can be multiplied by or increased by a constant, for such modifications have no influence upon the characteristic equations and their solutions. For simplicity we confine ourselves to the case of a particle with unit mass for which

$$
\begin{equation*}
L=-\frac{1}{2} v^{2}-V . \tag{7}
\end{equation*}
$$

The form the principle then takes for use in relativity is

$$
\begin{equation*}
-\delta \int_{t_{0}}^{t_{1}} c\left(c^{2}-2 L\right)^{t} d t=0 \tag{8}
\end{equation*}
$$

For, to our degree of approximation, (i) (8) differs non-essentially from the Newtonian form $\int L d t=0$, and (ii) when the particle is under no forces and $V=0,(8)$ reduces to a form which differs non-essentially from (5).

The world lines of a particle of unit mass in a space-time continuum are then the characteristic equations of (8). Writing
$2 L=\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}-2 V$ and using theorem $7, \S 3.2$, the world lines are given by

$$
\frac{d}{d t}\left\{\begin{array}{c}
c \dot{x}  \tag{9}\\
\left(c^{2}-2 L\right)^{1}
\end{array}\right\}=-\frac{c}{\left(c^{2}-2 L\right)^{1}} \frac{\partial V}{\partial x}
$$

together with two analogous equations for $y$ and $z$.

### 6.13. Mass in relativity mechanics

In Newtonian dynamics the equations of motion of a particle, whose mass is $m$, are given by

$$
\begin{equation*}
\frac{d(m \dot{x})}{d t}=-\frac{\partial V}{\partial x} \tag{1}
\end{equation*}
$$

together with two analogous equations for $y$ and $z$. Now (9), § 6.12 , shows that in relativity dynamics a unit particle with velocity components ( $\dot{x}, \dot{y}, \dot{z}$ ) parallel to the axes has momentum components

$$
\left\{\begin{array}{c}
c \dot{x}  \tag{2}\\
\left(c^{2}-2 L\right)^{\frac{1}{2}}
\end{array}, \frac{c \dot{y}}{\left(c^{2}-2 L\right)^{4}}, \frac{c \dot{z}}{\left(c^{2}-2 L\right)^{\frac{1}{2}}}\right\} .
$$

Even if there are no external forces, i.e. $V=0$, the momentum components become

$$
\begin{equation*}
(\beta \dot{x}, \beta \dot{y}, \beta \dot{z}) \tag{3}
\end{equation*}
$$

where $\beta=\left(1-r^{2} ; c^{2}\right)^{-4}$, as in $\S 6.8$. Hence if we wish to retain the concept of momentum together with the principle, so fundamental in Newtonian theory, that the rate of change of momentum is proportional to force, we must abandon the principle of constancy of mass. We can retain the principle and account for the factor $\beta$ in (3) only by introducing the following postulate. A particle which, to an observer at relative rest, appears to have unit mass must appear to have mass $\beta$ to an observer with relative velocity $c$. Proportionately a particle which, to an observer at relative rest, appears to have mass $m_{0}$ will, to an observer with relative velocity $v$, appear to have mass $m$, where

$$
\begin{equation*}
m=m_{0}\left(1-\frac{r^{2}}{c^{2}}\right)^{-\frac{1}{2}} \tag{4}
\end{equation*}
$$

The quantity $m_{0}$ is called the invariant or rest mass and $m$ is called the relative mass. According to (4) the relative mass of a particle tends to infinity as its velocity tends to that of light.

Thus in the Einstein theory the velocity of light must be regarded as a limiting velocity which can be approached from below, but never attained by any physical particle.

Equation (4) necessitates a very substantial modification of our physical ideas of matter. But it had already been noticed before the publication of the special theory of relativity, in 1905, that the mass of fast moving electrons could not be constant in the sense required by Newtonian concepts. Accurate experiments, performed from 1901 onwards, have established the truth of ( 4 ) and so confirmed Einstein's theory.

In spite of this radical change in the conception of mass, it can be shown that if two particles collide directly their total relative mass and their total momentum is unaltered by the collision. $\dagger$

### 6.14. Energy in relativity mechanics

The far-reaching changes in our views of matter required by the preceding results must necessarily be accompanied by commensurate changes in our views of energy.

We must first find an acceptable definition of energy for use in relativity mechanics and in this search we must be guided once more by the principles outlined at the beginning of $\$ 6.10$. Since Hamilton's principle is equally applicable to both Newton's and Einstein's theories (§ 6.10), a suitable definition of energy can be based upon the Lagrangian function $L(=-T-V)$. When the forces are conservative the kinetic energy $T$ is a homogeneous function of degree two in the variables $\dot{q}_{1}, \dot{q}_{2}, \ldots, \dot{q}_{n}$, as shown in §5.14. Since the potential energy $V$ is independent of these variables it follows that

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\partial L}{\partial \dot{q}_{i}} \dot{q}_{i}-L=\supseteq T-L=T+V, \tag{1}
\end{equation*}
$$

and therefore, in the Newtonian case, the left-hand side of (1) is equal to the total energy.

Before a definition can be accepted for use with the Einstein theory its mathematical expression must remain covariant for the relativity transformations (3), § 6.8, and distinctions between

[^40]the space and time variables eliminated. These requirements are not fulfilled by the left-hand side of (1). But if we are prepared to accept an approximation, as in § 6.12 (i.e. we retain terms of order $v^{2} / c^{2}$ and neglect terms of order $v^{4} / c^{4}$ and smaller), further progress can be made. The arguments of $\S 6.12$ then show that the requirements will be fulfilled if $L$ is replaced by $-c\left(c^{2}-2 L\right)^{1}$ and that the left-hand side of (1) can serve satisfactorily as the definition of energy in the Einstein theory.

For a particle of unit mass we have

$$
\begin{equation*}
-c\left(r^{2}-2 L\right)^{\frac{1}{2}} \because \cdot c\left(r^{2}-\dot{x}^{2}-\dot{y}^{2}-\dot{z}^{2}+2 V^{r}\right)!. \tag{2}
\end{equation*}
$$

To our degree of approximation, with $q_{1}=x, q_{2}=y, q_{3}=z$, the energy of a unit particle is

$$
\begin{equation*}
\sum_{i=1}^{n} \dot{c}_{1}^{i} \cdot r\left(r^{2}-2 L\right)^{4} \dot{q}_{i} \dot{q}_{i}+c\left(c^{2}-2 L\right)^{\frac{1}{2}} \ldots c^{2}+\frac{1}{2} c^{2}+V . \tag{3}
\end{equation*}
$$

Thus even when at rest and not acted on by any forces, i.e. $v=0$ and $V=0$, the particle possesses a store of energy equal to $c^{2}$ ergs ( $-9.10^{20} \mathrm{ergs}$ ).

For a particle of relative mass $m$ the store of energy $E$ is given by

$$
\begin{equation*}
E=m c^{2} . \tag{4}
\end{equation*}
$$

Evidently this cannot be classified in either of the two traditional categories of energy, kinetic and potential, and it must therefore represent energy in a new form. Enormous quantities of energy other than kinetic and potential occur in nature associated with the phenomena of radioactivity and atomic fission. In both these phenomena quantities of energy of the order $m c^{2}$ are released and after the release of the energy it is found that the total amount of matter has diminished. The matter lost has been transformed into energy in accordance with (4), an equation fundamental in modern investigations in nuclear physics.

### 6.15. Further observations

Since Hamilton's principle can be applied to relativity mechanics it follows that the calculus of variations plays an important part in the development of relativity theory. The theory has
been extended so as to include all gravitational and electromagnetic phenomena and in these extensions the new principles have been put into simple and elegant forms by means of variational methods. For an account of these developments the reader is referred to the standard works on relativity. $\dagger$
$\dagger$ A. S. Eddington, loc, cit., p. 139 et seq. In particular the definition and use of the Hamiltonian operator. H. Weyl, loc. cit., $\$ \S 28$ and 36. R. C. Tolman, loo. cit., § 87 .

# APPROXIMATION METHODS WITH APPLICATIONS TO PROBLEMS OF ELASTICITY 

### 7.1. Introduction

Our account of the Calculus of Variations has so far been based upon the properties of Euler's differential equation (8), § 1.4, and the generalizations of this equation given in Chapters III and IV. A new and fruitful line of development was inaugurated by Rayleigh and later used by Ritz and others to deal with problems of elasticity and numerous other branches of Applied Mathematics, including Quantum theory. In this chapter, after a brief introduction to the mathematical theory of elasticity, we shall develop the Rayleigh-Ritz method and then illustrate its use in practice by an application to the Saint-Venant torsion problem.

We commence by an investigation in which the stationary value of an integral can be found either by the use of Euler's equation or by the use of the Rayleigh-Ritz method. The two procedures can then be contrasted with each other.

### 7.2. Illustration using Euler's equation

Consider the problem of finding the functional form of $y$ which renders the integral

$$
\begin{equation*}
I=\int_{-1}^{1}\left(1-x^{2}\right)\left(\frac{d y}{d x}\right)^{2} d x \tag{1}
\end{equation*}
$$

stationary subject to the condition

$$
\begin{equation*}
1=\int_{-1}^{1} y^{2} d x . \tag{2}
\end{equation*}
$$

This type of problem is solved in Chapter IV and its Eulerian equation [see (12), § 4.2 ] is

$$
\begin{equation*}
\frac{\partial}{\partial y}\left\{\left(1-x^{2}\right) y_{1}^{2}-\lambda y^{2}\right\}-\frac{d}{d x}\left[\frac{\partial}{\partial y_{1}}\left\{\left(1-x^{2}\right) y_{1}^{2}-\lambda y^{2}\right\}\right]=0, \tag{3}
\end{equation*}
$$

where $\lambda$ is an undetermined multiplier and $y_{1}=d y / d x$. This simplifies to

$$
\begin{equation*}
\frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d y}{d x}\right\}+\lambda y=0 \tag{4}
\end{equation*}
$$

which is the well-known Legendre equation. If we write

$$
\lambda==n(n+1)
$$

the two solutions of (4) are usually denoted by $P_{n}(x)$ and $Q_{n}(x)$, the first and second Legendre function respectively. $\dagger$ The general solution of (4) is

$$
\begin{equation*}
y=A P_{n}(x)+B Q_{n}(x) \tag{5}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants. If $n$ is a positive integer $P_{n}(x)$ is a polynomial which is the coefficient of $h^{n}$ in the expansion of ( $\left.1-2 x h+h^{2}\right)^{-\frac{1}{2}}$ in positive integral powers of $h$. The first six of these polynomials are given in the following table:

| $n$ | $\lambda$ |  | $P_{n}\left(x^{\prime}\right)$ |
| :---: | :---: | :---: | :---: |
| 11 | 0 | 1 |  |
| 1 | 2 | r |  |
| 2 | 6 | $\frac{1}{2}\left(3 x^{2}\right.$ | 1) |
| 3 | 12 | $\frac{1}{1}\left(3 x^{3}\right.$ | 3r) |
| 4 | 20 | 1(35) $x^{4}$ | 311 ${ }^{2}$ - 3) |
| 5 | 30 | $1\left(63 x^{5}\right.$ | $7\left(x x^{2}+1.5 x\right)$ |

It is easily verified that

$$
(2 n+1)^{\frac{1}{2}} P_{n}(x)
$$

satisfies (2) when $n=0,1,2,3,4$, or 5 . In fact it satisfies (2) for all positive integral values of $n$.

The introduction of condition (2) enlarges considerably the range of functions which render (1) stationary. For the omission of (2) is equivalent to writing $\lambda=0$ in (3), and then from (5) the most general function which renders (1) stationary is

$$
\begin{equation*}
y=A P_{0}(x)+B Q_{0}(x)=A+B \log \binom{1+\frac{x}{1-x}}{1-x}, \tag{6}
\end{equation*}
$$

where $A$ and $B$ are arbitrary constants.

[^41]
### 7.3. Illustration using the Rayleigh-Ritz method

The object of the Rayleigh-Ritz method is to replace the problem of finding the maxima and minima of integrals by that of finding the maxima and minima of functions of several variables. This is soluble by the ordinary processes of the differential and integral calculus. $\dagger$ A simplified account of the method is as follows.

First it is assumed that $y$, the dependent variable, can be expressed in terms of known functions of $x$ in a form which involves unknown coefficients or parameters. On substituting for $y$ in the integral (1), §7.2, the value of $I$ can be found in terms of these parameters. The theory of maximum and minimum values of functions of several variables then enables us to determine the values of the parameters which render $I$ stationary.

Let us assume that the integral $I$. (1). § 7.2, is stationary when

$$
\begin{equation*}
y=a+b x+c x^{2} \tag{1}
\end{equation*}
$$

where $a, b, c$ remain to be determined. Substituting for $y$ we have

$$
\begin{equation*}
I \quad-\frac{4}{3}\left(b^{2}+{ }_{5}^{4} c^{2}\right) . \tag{2}
\end{equation*}
$$

From (2). § 7.2, we have

$$
\begin{equation*}
0-\cdots 1+2\left(a^{2}+\frac{b^{2}}{3}+\frac{2 a c}{3}+\frac{c^{2}}{5}\right) \tag{3}
\end{equation*}
$$

Denoting the right-hand side of (3) by $\phi$, the values of $a, b, c$ for which $I$ is stationary are given by $\ddagger$

$$
\begin{equation*}
\frac{\dot{c} / / \overline{ } a}{c \phi / c a}=\frac{\dot{C} / \partial b}{c \phi / \partial b}=\frac{c I / a c}{\partial \phi / \partial c}=\mu . \tag{4}
\end{equation*}
$$

Evaluation of (4) gives us

$$
\begin{equation*}
\underset{4(a+c, 3)}{0}=\frac{8 b 3}{4 b 3}=\frac{32 c, 15}{4(a 3+c 5)}=\mu . \tag{5}
\end{equation*}
$$

and the possible solutions are as follows:

$$
\begin{gathered}
\text { (i) } b-c=\mu=0 ; \quad \text { (ii) } a=c=0, \mu=2 \text {; } \\
\text { (iii) } c=\cdots-3 a, b=0, \mu=6 .
\end{gathered}
$$

Using (3) we have in addition for case (i) $a=1 / \sqrt{ } 2$; for case

[^42](ii) $b=\sqrt{ }(3 / 2)$, and for case (iii) $a=\sqrt{ }(5 / 8)$. The final results are then

| $\mu$ | $y$ |
| :---: | :---: |
| 0 | $1 / \sqrt{ } 2$ |
| 2 | $\sqrt{\frac{3}{2}} x$ |
| 6 | $\sqrt{ } \frac{6}{8}\left(1-3 x^{2}\right)$ |

On comparison with the table in $\S 7.2$ these functions are evidently equal to $\left(\frac{2 n+1}{2}\right)^{\frac{1}{2}} P_{n}(x)$ for the three cases $n=0,1,2$. They satisfy both the Eulerian equation (4), §7.2, with $\mu=\lambda$, and condition (2), § 7.2. They give us therefore an exact solution of the problem of minimizing the integral $I$, (1), §7.2, subject to condition (2), § 7.2 .

Example. Obtain similarly solutions proportional to $P_{3}(x)$, $P_{4}(x)$, and $P_{5}(x)$ (assume $y=a+b x+c x^{2}+d x^{3}$, etc.).

### 7.4. Rayleigh's method

In the example above an exact solution has been obtained, but in most cases the Rayleigh-Ritz method gives approximations only. To illustrate the degree of accuracy which can be attained we shall consider one of Rayleigh's $\dagger$ own examples, the problem of vibrating strings. We first obtain the exact solution and then compare it with the result obtained by Rayleigh's method.

Consider the transverse vibrations of a taut uniform string whose end-points are fixed. The tension is $\tau$, the length $l$, the coordinates of a point on it ( $x, y$ ) and those of the end points $\left( \pm \frac{1}{2} l, 0\right)$. If $\sigma$ is the mass per unit length, then the kinetic energy of an element of length $d s$ is $\frac{1}{2} \sigma d s\left(\partial y_{i} \partial t\right)^{2}$. Since the string is taut $\delta y / \partial x$ is small compared with unity, so that

$$
d s=\left(d x^{2}+d y^{2}\right)^{4}=d x
$$

on neglecting infinitesimals of the third order. Hence the total kinetic energy of the string $T$ is given by the equation

$$
\begin{equation*}
T=\frac{1}{2} \sigma \int_{-1 l}^{1 l}\left(\frac{\partial y}{\partial t}\right)^{2} d x \tag{1}
\end{equation*}
$$

Since the change in length of the string during the vibration is negligible we may take the tension $\tau$ to be constant. The work done in extending an element from $d x$ to $d s$ is

$$
\tau(d s-d x)=\tau\left\{\left(d x^{2}+d y^{2}\right)^{1}-d x\right\}==\frac{1}{2} \tau\left(\frac{\partial y}{\partial x}\right)^{2} d x
$$

neglecting $(\partial y / \partial x)^{4} d x$ and smaller terms. Hence the potential energy of the string $V$ is given by

$$
\begin{equation*}
V=\frac{1}{2} \tau \int_{-i l}^{i l}\left(\frac{\partial y}{\dot{c} \frac{y}{x}}\right)^{2} d x . \tag{2}
\end{equation*}
$$

By Hamilton's principle, (5), §5.5, it follows that

$$
\begin{equation*}
\int_{i_{0}}^{t_{1}}(T-V) d t=\frac{1}{2} \int_{t_{0}}^{t_{1}} \int_{-i l}^{i l}\left\{\sigma\left(\frac{\partial y}{\bar{c} t}\right)^{2}-\tau\left(\frac{\partial y}{c} \frac{y}{c}\right)^{2}\right\} d x d t \tag{3}
\end{equation*}
$$

is stationary. The characteristic equation for this integral, given by (6). § 3.8 , is

$$
\begin{equation*}
\sigma \frac{\dot{c}^{2} y}{\partial t^{2}}=\tau \frac{\dot{c}^{2} y}{\partial x^{2}} . \tag{4}
\end{equation*}
$$

The most general solution is

$$
\begin{equation*}
y=f_{1}\left(x \cdots t \sqrt{\frac{\tau}{\sigma}}\right)+f_{2}\left(x+t \sqrt{\frac{\tau}{\sigma}}\right), \tag{5}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are arbitrary functions. In the slowest or fundamental mode the string vibrates as a whole without nodes except at the fixed end points. The particular form of (5) which satisfies these end conditions is

$$
y=a \cos \binom{\pi \cdot x}{l} \cos \left\{\begin{array}{l}
\pi t  \tag{6}\\
l
\end{array} \sqrt{\left.\binom{\tau}{\sigma}+\epsilon\right\}, ~}\right.
$$

where $a$ and $\epsilon$ are constants. Hence the period of the fundamental mode is

$$
\begin{equation*}
2 l \sqrt{\frac{\sigma}{\tau}} \tag{7}
\end{equation*}
$$

and the exact solution of the problem is obtained.
The Rayleigh method assumes that the vibrations of the string are periodic but does not attempt to find the exact form. Instead, from the data, a simple relationship is inferred which must be approximate to the exact form of vibration. In this
case we can account most simply for (i) the period $2 \pi / p$ by the factor $\cos (p t+\epsilon)$, and (ii) the end conditions, $y=0, x= \pm \frac{1}{2} l$ for all values of $t$, by the factor $\left\{1-\left(4 x^{2} / l^{2}\right)\right\}$. We therefore assume that

$$
\begin{equation*}
y=a \cos (p t+\epsilon)\left(1-\frac{4 x^{2}}{l^{2}}\right) \tag{8}
\end{equation*}
$$

is an approximation to the mathematical expression for the vibration. Here $a$ and $\epsilon$ are constants, and $p$ is to be determined as below. The form of vibration assumed is parabolic.

Rayleigh continues by using the following principle: $\dagger$ when a conservative dynamical system, with a finite number of degrees of freedom, vibrates in a normal mode, then the periods are stationary. From which it follows that the mean kinetic and potential energies taken over a period are equal. In the case of a string, for which there are an infinite number of periods of vibration, the principle is still true for the fundamental mode.

From ( $x$ ) and (1) we have

$$
\begin{equation*}
T=\frac{1}{15} \sigma l a^{2} p^{2} \sin ^{2}(p t+\epsilon) \tag{9}
\end{equation*}
$$

and from (8) and (2) we have

$$
\begin{equation*}
V=\frac{8 \tau a^{2}}{3 l} \cos ^{2}(p t+\epsilon) \tag{10}
\end{equation*}
$$

On averaging these expressions for $T$ and $V$ over the time period $2 \pi / p$ and equating the results we get

$$
\begin{equation*}
\stackrel{2 \pi}{p}=\frac{\pi}{\sqrt{10}} 2 l \sqrt{\frac{\sigma}{\tau}} \tag{11}
\end{equation*}
$$

Comparison between (11) and the exact result (7) shows that the approximation is slightly too small in the ratio $\pi / \sqrt{ } 10(=0.9936)$. Thus in spite of the somewhat crude nature of assumption ( 8 ), the final result differs from the correct result by less than 0.7 per cent., a degree of accuracy sufficiently high for most practical purposes. We also observe that this result is arrived at by relatively short and simple calculations.

[^43]
### 7.5. The Rayleigh-Ritz method

We first consider integrals of the type studied in § 3.5, namely

$$
\begin{equation*}
I=\int_{a}^{b} F\left(x, y, y_{1}, y_{2}, \ldots, y_{n}\right) d x \tag{1}
\end{equation*}
$$

where $a$ and $b$ are given, $F$ is a known function and $y_{m}=d^{m} y / d x^{m}$. In order to determine the functional form of $y$ which renders (1) stationary we assume that $y$ can be expressed in the form

$$
\begin{equation*}
y=\sum_{i=1}^{n} a_{i} f_{i}(x) \tag{2}
\end{equation*}
$$

where the functions $f_{i}(x)(i=1,2, \ldots, n)$ are arbitrarily chosen and the parameters $a_{i}(i=1,2, \ldots, n)$ are for the moment undetermined. On substituting for $y$ in (1) and evaluating the integral we obtain an expression for $I$ in terms of the parameters $a_{i}(i=1,2, \ldots, n)$. By the usual methods of the differential calculus $I$ is stationary if the parameters $a_{i}$ are chosen so that $\dagger$

$$
\begin{equation*}
\frac{\partial I}{\partial a_{i}}=0 \quad(i=1,2, \ldots, n) . \tag{3}
\end{equation*}
$$

On solving these simultaneous equations for $a_{i}$ and substituting in ( 2 ) the form of $y$ is determined. +

The result obtained may be the exact answer, as in $\S 7.3$, but in most cases it will be an approximation only. Its closeness to the exact answer will depend very largely upon the initial choice of the functions $f_{i}(x)$ and can be tested by substituting for $y$ in the Eulerian equation for the integral [(12). §3.5]. If the left side vanishes, then the answer is exact, but if it differs from zero then the answer is approximate only. In some cases this difference from zero is used as a measure of the degree of approximation attained.

As most applications of the Rayleigh-Ritz method lead to approximate answers, the problem of estimating the degree of approximation is of great importance. In some elasticity investigations, as we shall show later, the exact answer can be enclosed between narrow bounds by a series of approximations from above and below. In investigations for which such bounds

[^44]cannot be obtained the problem of estimating the degree of approximation can become very difficult.

Care must be exercised in choosing the functions $f_{i}(x)$. For upon this choice depends both the degree of approximation attained and the amount of computation involved in obtaining the answer. The nature of the problem must be carefully studied and used as a guide. For example if there is any symmetry in the problem this should be reflected in the choice of $f_{i}(x)$. If the exact answer is required to satisfy certain prescribed conditions, then it is advisable to choose the functions $f_{i}(x)$ so that each one satisfies these conditions, if possible. An illustration of this point is given in the problem of vibrating strings dealt with in § 7.4 where for all values of the time $t, y=0$ when $x= \pm \frac{1}{2}$. The form assumed for $y$ therefore contained the factor $\left\{1-\left(4 x^{2} / l^{2}\right)\right\}$.

If the degree of approximation is insufficient. closer approximations can be obtained by increasing the value of $n$ in (2). In some cases $\sum_{i=1}^{n} a_{i} f_{i}(x)$ converges to the exact answer as $n$ tends to infinity, but there is no certainty that this will always happen. If, in order to obtain close approximations, a large number of functions $f_{i}(x)$ are utilized, it is advisable to choose a sequence of functions which are complete. The functions $f_{i}(x)(i \ldots 1,2, \ldots)$, are said to be complete if it is possible to express an arbitrary function in the form $\sum_{i=1}^{x} a_{i} f_{i}(x)$.

A more precise definition of completeness is as follows. A function of $x$ is said to be piece-by-piece continuous in an interval (or piecewise continuous) if (i) on dividing the interval into a finite number of sub-intervals it is continuous in each subinterval, and (ii) it tends to finite limits as $x$ approaches any of the sub-interval boundaries. If for any piece-by-piece continuous function $F(x)$ a set of coefficients $a_{i}(i=1,2, \ldots)$ can be found such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{i}^{b}\left\{F^{\prime}(x)-\sum_{i=1}^{n} a_{i} f_{i}(x)\right\}^{2} d x=0 \tag{4}
\end{equation*}
$$

then the functions $f_{i}(x)$ are said to be complete.

The trigonometric functions $\sin n x, \cos n x(n=1,2, \ldots)$, and also the Legendre polynomials $P_{i}(x)(i=1,2, \ldots)$, possess this property. A very large class of functions which are complete in the above sense are the Sturm-Liouville functions.

### 7.6. Sturm-Liouville functions

These functions are solutions of the differential equation

$$
\begin{equation*}
\frac{d}{d x}\binom{d y}{d x}+\left(\lambda_{I}-r\right)!y=0 . \tag{1}
\end{equation*}
$$

where $p, q, r$ are continuous functions of $x$ in a given interval $(a, b)$ and $\lambda$ is a parameter independent of $x$. Most of the wellknown differential equations of mathematical physics can be obtained from (1) hy suitable choice of $p, q$, and $r$. For example $p:: q=1, r=0$ leads to the differential equation of simply periodic function; $p=1-x^{2}, q=1, r=0$ leads to the Legendre equation of $\S 7.2 ; p==q=x, r=-n^{2} / x$ leads to the Bessel equation. Other special cases of (1) are the Mathieu equation, (iauss's hypergeometric equation. the equation for the Hermite, Tschebyschef, and Laguerre polynomials and many of their associated functions. In spite of their great diversity these functions have many properties in common.

In most practical applications the solutions of (1) are required either to satisfy conditions at the ends of the interval $(a, b)$, known as boundary conditions, or to satisfy conditions of convergence. In such cases the parameter $\lambda$ cannot assume any value but is restricted to take one of a determinate sequence of values $\lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots, \lambda_{n}$. These numbers are known as eigenvalues and to each eigenvalue there corresponds a solution of (1) which is called an eigenfunction.

As an illustration consider the problem of the vibrating string dealt with in § 7.4. On writing $y=u(x) \cos \alpha t$ in (4), § 7.4 we obtain

$$
\begin{equation*}
\tau \frac{d^{2} u}{d x^{2}}+\sigma a^{2} u=0 \tag{2}
\end{equation*}
$$

where, for brevity, $u$ has replaced $u(x)$. This equation is of the Sturm-Liouville form with $p=q=1, r=0, \lambda=\sigma \alpha^{2} / \tau$, and the solution is

$$
\begin{equation*}
u(x)=A \cos \lambda^{t} x+B \sin \lambda^{t} x \tag{3}
\end{equation*}
$$

If for all values of the time $t$ we must have $y=0$ at the end points $x= \pm \frac{1}{2} l$, then $A=0$ and $\lambda=4 n^{2} \pi^{2} / l$, where $n$ is an integer. This is the $n$th eigenvalue and the corresponding eigenfunction is given by

$$
\begin{equation*}
u_{n}(x)=-=B \sin \left(\frac{2 n \pi x}{l}\right) . \tag{4}
\end{equation*}
$$

The Legendre equation (4), § 7.2, has important applications to problems of quantum theory $\dagger$ in which conditions of convergence can be satisfied only if $\lambda=n(n+1)$, where $n$ is a positive integer. This, then, is the $n$th eigenvalue and the Legendre polynomial $P_{n}(x)$ is accordingly the $n$th eigenfunction for such problems.

In the case where $q>0$ it can be proved that there are an enumerable infinit $\ddagger \ddagger$ of eigenvalues and eigenfunctions and that these functions have the property of completeness. It can be shown that any continuous function can be developed in terms of Sturm-Liouville functions and that such development converges or diverges in the same way as the cosine development of the function.

Proofs of this statement and comprehensive accounts of the properties of these functions are to be found in numerous works on differential equations and quantum theory.§

### 7.7. The case of several independent variables

Integrals of the type

$$
\begin{equation*}
I=\iint F(x, y, z ; p, q) d x d y \tag{1}
\end{equation*}
$$

where $x$ and $y$ are independent variables, $z$ is a dependent variable, $p=\partial z / \partial x$, and $q=\dot{z} ; \partial y$, have already been studied in § 3.6. The determination of stationary values of such integrals can be approximately effected by Rayleigh-Ritz methods and there is no difficulty in extending the process to integrals with several independent variables.

[^45]For (1) we assume an expansion of the form

$$
\begin{equation*}
z=\sum_{i=1}^{n} a_{i} f_{i}(x, y) \tag{2}
\end{equation*}
$$

where $f_{i}(x, y)$ are suitably chosen functions and $a_{i}(i=1,2, \ldots, n)$ are for the moment undetermined parameters. On substituting for $z$ in (1) $I$ can be evaluated as a function of the parameters $a_{i}$ and is stationary if these parameters are chosen to satisfy the $n$ simultaneous equations

$$
\begin{equation*}
\frac{\dot{c} I}{c a_{i}}=0 \quad(i=1,2, \ldots, n) . \tag{3}
\end{equation*}
$$

The amount of computation involved and also the degree of approximation attained both depend upon the choice of the functions $f_{i}(x, y)$. If, for example, $z$ is symmetrical in $x$ and $y$, this should be reflected in the choice of $f_{i}(x, y)$. Again, if $z$ satisfies certain boundary conditions it is advisable that each function $f_{1}(x, y)$ should also satisfy these conditions, if possible. If $z$ satisfies Laplace's equation in two dimensions then, in general, each function $f_{i}(x, y)$ should also satisfy Laplace's equation. In this case we may sometimes choose $f_{i}(x, y)$ from the real or imaginary polynomial parts of $(x+i y)^{n}$. where $i=\sqrt{ }(-1)$ and $n$ is a positive integer.

Since the development of Rayleigh-Ritz methods has largely centred round elasticity problems, we shall illustrate our remarks by applications to the theory of elasticity and particularly to the Saint-Venant problem of torsion in prisms. To acquire a better understanding of the nature of this problem we shall, in the next three sections, give a brief account of the principles underlying the theory of elasticity.

### 7.8. The specification of strain

The simplest examples of elasticity are those associated with the extension or compression of thin rods. If a rod is extended or strained by an amount $x$ beyond its natural length $a$ it exerts a tension $\lambda x / a$ (Hooke's law), where $\lambda$ is known as Young's modulus. The potential energy of the extension is $\lambda x^{2} / 2 a$. These results are true only if $x$ does not exceed a quantity known
as the proportional limit, for when this is exceeded Hooke's law no longer applies. $\dagger$ We shall restrict ourselves entirely to the case when this limit is not exceeded.

As a concrete illustration: for certain types of steel the proportional limit is reached when under a load of 10 tons weight per square inch. If the extension is defined as the change in length per unit length, then under a load of 6 tons weight the extension of steel is $0 \cdot 00046$.

For the case of an elastic body in the shape of a plane lamina let $(x, y)$ and $(x+\xi \cdot y+\eta)$ be the coordinates of two neighbouring points $P$ and $P_{1}$ respectively when the body is unstrained. When the body is strained let $P$ be displaced to $Q$, whose coordinates are $(x+u, y+v)$, where $u$ and $v$ are functions of $x$ and $y$. Then $P_{1}$ will be displaced to $Q_{1}$, whose coordinates are

$$
\left[\left(x+\xi+u+\frac{c u}{\partial x} \xi+\frac{c u}{c y} \eta\right), \quad\left(y+\eta+v+\frac{\partial x}{\partial x} \xi+\frac{c u}{c y} \eta\right)\right],
$$

where terms of the order $\xi^{2}, \eta^{2}, \xi \eta$ and smaller have been neglected. Thus before the strain the projections of $P P_{1}$ on the axes are $(\xi, \eta)$ and after the strain the projections of $Q Q_{1}$ on the axes are

$$
\left[\left(\xi+\frac{c u}{\partial x} \xi+\frac{\partial u}{\partial y} \eta\right), \quad\left(\eta+\frac{\partial u}{\partial x} \xi+\frac{\partial u}{\partial y} \eta\right)\right] .
$$

These changes in the projections are due partly to rotation and partly to deformation or strain. The rotational part causes no strain and so is of no interest to us. The terms due to deformation must therefore be disentangled from those due to rotation, and this is done by means of the following two identities:

$$
\begin{align*}
& \frac{\partial u}{\partial x} \xi+\frac{\partial u}{\partial y} \eta=\frac{\partial u}{\partial x} \xi+\frac{1}{2}\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right) \eta-\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) \eta,  \tag{1}\\
& \frac{\partial v}{\partial x} \xi+\frac{\partial v}{\partial y} \eta=\frac{1}{2}\left(\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}\right) \xi+\frac{\partial v}{\partial y} \eta+\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) \xi . \tag{2}
\end{align*}
$$

$\dagger$ When $x$ exceeds a quantity known as the elastic limit the material acquires a permanent deformation. In many materials the difference between the proportional and elastic limits is small and frequently the distinction between these two limits is disregarded. For steel the elastic limit is reached under a streas of $\mathbf{1 6}$ tons per square inch.

For a sufficiently small strain the terms

$$
-\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) \eta \quad \text { and } \quad+\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) \xi
$$

correspond to a rotation $\dagger$ through the small angle $\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right)$. Therefore the terms which correspond to pure strain are given by

$$
\begin{align*}
& { }_{i \cdot x}^{c u} \xi+{ }_{2}^{1}\left(\begin{array}{c}
c u \\
\dot{c} y \\
i y \\
i x
\end{array}\right) \eta,  \tag{3}\\
& \stackrel{1}{2}\left(\begin{array}{c}
\dot{c} x \\
c x \\
\dot{c}(y)
\end{array}\right) \xi+\frac{\dot{c} u}{\dot{c} y} \eta . \tag{4}
\end{align*}
$$

These ideas can be extended to three dimensions. Let ( $x, y, z$ ) and $(x+\xi, y+\eta, z+\zeta)$ be respectively the coordinates of $P$ and $P_{1}$, two neighbouring points in an elastic body, and let $P$ be displaced to $Q$, whose coordinates are ( $x+u \cdot y+r \cdot z+u$ ). where $u, r$, and $u$ are functions of $x, y$, and $z$. Then $P_{1}$ will be displaced to $Q_{1}$, whose coordinates are

$$
\begin{aligned}
& \left.\left(z: \zeta+w+\frac{i u}{i x} \xi+\frac{(w}{i y} \eta+\frac{i u^{\prime}}{i z}\right)\right) .
\end{aligned}
$$

The differences in the projections of $Q Q_{1}$ and $P P_{1}$ on the coordinate axes can be written as follows:

$$
\begin{aligned}
& +\underset{2}{1}\left(\begin{array}{c}
i u \\
i z
\end{array}+\frac{i u}{i x}\right) \zeta-\frac{1}{2}\left(\begin{array}{c}
c x \\
c x
\end{array}-\frac{i u}{c u}\right) \eta+\frac{1}{2}\left(\frac{c u}{c z}-\frac{i u}{c x}\right) \zeta,
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{2}\left(\frac{\partial u}{c y}+\frac{\partial y}{c z}\right) \zeta+\frac{1}{2}\left(\frac{\hat{c}}{c x}-\frac{\hat{c}}{\partial y}\right) \xi-\frac{1}{2}\left(\frac{c u}{\partial y}-\frac{\hat{c}}{\partial z}\right) \zeta,  \tag{5}\\
& \frac{\partial u}{\partial x} \xi+\frac{\partial u}{\partial y} \eta+\frac{\partial u}{\partial z} \zeta: \quad \underset{\sim}{2}\left(\frac{\partial u}{\partial x}+\frac{\partial u}{\partial z}\right) \xi+\frac{1}{2}\left(\frac{\partial u}{\partial y}+\frac{\partial x}{\partial z}\right) \eta+ \\
& +\frac{\partial u}{\partial z} \zeta-\frac{1}{2}\left(\frac{\partial u}{\partial z}-\frac{\partial u}{\partial x}\right) \xi+\frac{1}{2}\left(\frac{\partial u}{\partial y}-\frac{\partial y}{\partial z}\right) \eta .
\end{align*}
$$

[^46]It can be seen that the terms

$$
\left.\begin{array}{l}
-\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) \eta+\frac{1}{2}\left(\frac{\partial u}{\partial z}-\frac{\partial u}{\partial x}\right) \zeta, \\
\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) \xi-\frac{1}{2}\left(\frac{\partial u}{\partial y}-\frac{\partial v}{\partial z}\right) \zeta,  \tag{6}\\
-\frac{1}{2}\left(\frac{\partial u}{\partial z}-\frac{\partial u}{\partial x}\right) \xi+\frac{1}{2}\left(\frac{\partial u}{c y}-\frac{\partial u}{c z}\right) \eta
\end{array}\right\}
$$

correspond to small rotations through the angles

$$
\frac{1}{2}\left(\frac{\hat{c}}{\partial x}-\frac{\partial u}{\partial y}\right), \quad \frac{1}{2}\left(\frac{\partial u}{\partial y}-\frac{\partial u}{\partial z}\right), \quad \frac{1}{2}\left(\frac{\partial u}{\partial z}-\frac{\partial u}{\partial x}\right)
$$

about the $x, y, z$ axes respectively. $\dagger$
It therefore follows that the part of (5) which corresponds to a pure strain of the elastic body is given by

$$
\begin{align*}
& \frac{c u}{\dot{c} x} \xi+\frac{1}{2}\left(\frac{c u}{c y}+\frac{c}{c} \dot{c} x\right) \eta+\frac{1}{2}\left(\begin{array}{c}
\dot{c} u \\
c z \\
\dot{c} \\
\frac{c u}{c} x
\end{array}\right) \zeta, \\
& \left.\frac{1}{2}\left(\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}\right) \xi+\frac{c u}{c y} \eta+\frac{1}{2}\left(\begin{array}{l}
c u \\
c y \\
c
\end{array}+\frac{c}{c z}\right) \dot{c}\right) .  \tag{7}\\
& \frac{1}{2}\left(\frac{\partial u}{\partial x}+\frac{\partial u}{\partial z}\right) \xi+\frac{1}{2}\left(\frac{\partial u}{\partial y}+\frac{\partial u}{c z}\right) \eta+\frac{c}{c} \frac{c}{c z} \zeta .
\end{align*}
$$

There are only six independent coefficients of $\xi, \eta, \zeta$ in these expressions. They are known as the components of strain and are not all independent but are related by equations known as conditions of compatibility.

As an illustration of these formulae we consider the SaintVenant torsion problem. A prism of elastic isotropic material is bounded by a cylinder and two planes perpendicular to the generators of the cylinder. Couples act in the plane ends so that the prism is twisted about an axis perpendicular to them. Taking this axis as the $z$-axis let the point $P$, whose coordinates in the unstrained state are ( $x, y, z$ ) be displaced by the strain to $P_{1}$, whose coordinates are $(x+u, y+v, z+w)$. Then, for reasons

+ A.S. Ramey, Dynamics, vol. ii, p. 66 ; E. T. Whittaker, Analytical Dyna. mics, p. 17.
which will appear later ( $\$ 7.12$ below), it may be assumed that

$$
\begin{equation*}
u=-\tau y z ; \quad r=\tau z x ; \quad w=\tau \phi(x, y) . \tag{8}
\end{equation*}
$$

Here the constant $\tau$ is the angular measure of the twist per unit length of prism and $\phi(x, y)$ is a function of $x$ and $y$ only-for brevity we shall write it $\phi$. The expressions (7) then become

$$
\begin{align*}
& { }_{2} \tau\left(\frac{c}{c} \phi-y\right) \zeta \\
& { }_{2}^{1} \tau\left(\begin{array}{l}
c \\
c \\
c \\
y
\end{array}+x\right) \zeta  \tag{9}\\
& \left.\underline{d} \tau\left(\begin{array}{l}
\dot{c} \phi \\
\dot{c} x
\end{array}-y\right) \xi+\frac{1}{2} \tau\left(\frac{c \phi}{c y}+x\right) \eta\right)
\end{align*}
$$

### 7.9. The specification of stress

The forces acting on a small element of a continuous elastic medium are of two kinds. The first are body forces such as gravity which are proportional to the volume and. in most cases, to the density of the element. The second are forces which arise from the actions and reactions between the surface of the element and the surface of the surrounding medium in contact with it: they are proportional to the areas of contact. It is assumed that the ratio of the second kind of force to its area of contact tends to a limit as the magnitude of the area tends to zero. This limit. which is a force per unit


Fig. VII. 1. area, is known as the stress.

Consider a small element of the medium in the form of a rectangular parallelepiped $A B C D, A_{1} B_{1} C_{1} D_{1}$, Fig. VII. 1, and let $A B=d x, A I)=d y, A A_{1}=d z$. Let the stress components of the action between this element and the surrounding medium across the area $A D D_{1} A_{1}$ be $\left(X_{x}, X_{y}, X_{t}\right)$ parallel to the axes. It will be assumed that these stresses act at the centre of the
area $A D D_{1} A_{1}$. Across the parallel area $B C C_{1} B_{1}$ the stress components are

$$
\left(X_{x}+\frac{\partial X_{x}}{\partial x} d x, X_{y}+\frac{\partial X_{y}}{\partial x} d x, X_{z}+\frac{\partial X_{z}}{\partial x} d x\right)
$$

in the opposite direction acting at the centre of $B C C_{1} B_{1}$.
Similarly the components of stress across the area $A B B_{1} A_{1}$ are $\left(Y_{x}, Y_{y}, Y_{z}\right)$ and across $D C C_{1} D_{1}$ they are

$$
\left(Y_{x}+\frac{\partial Y_{x}}{\partial y} d y, Y_{y}+\frac{\partial Y_{y}}{\partial y} d y, Y_{z}+\frac{\partial Y_{z}}{\partial y} d y\right)
$$

For the area $A B C D$ the stress components are ( $Z_{x}, Z_{y}, Z_{z}$ ) and for $A_{1} B_{1} C_{1} D_{1}$ they are

$$
\left(Z_{x}+\frac{c}{\partial z} \frac{x}{\partial z} d z, Z_{\nu}+\frac{\hat{c} Z_{\nu}}{\hat{c} z} d z, Z+\frac{\hat{c} Z_{z}}{\hat{c} z} d z\right) .
$$

### 7.10. Conditions for equilibrium

Let $\rho$ be the density of the medium and let ( $\rho F_{x}, \rho F_{y}, \rho F_{z}$ ) per unit volume be the components of the body forces acting on the element. It will be assumed that they act at the centre of the parallelepiped.

If the element is in statical equilibrium, then the forces acting on it must have (i) the sum of their components in any direction equal to zero and (ii) the sum of their moments about any line equal to zero. On summing parallel to the $x$-axis we have

$$
\begin{align*}
X_{x} d y d z & -\left(X_{x}+\frac{\partial X_{s}}{\partial x} d x\right) d y d z+Y_{x} d z d x-\left(Y_{x}+\frac{\dot{c} Y_{x}}{\partial y} d y\right) d z d x+ \\
+ & Z_{x} d x d y-\left(Z_{x}+\frac{\partial Z_{x}}{\partial z} d z\right) d x d y+\rho F_{x}^{\prime} d x d y d z \ldots 0 \tag{1}
\end{align*}
$$

This evidently leads to

Similarly

$$
\left.\begin{array}{l}
\frac{\partial X_{x}}{\partial x}+\frac{\partial Y_{x}}{\partial y}+\frac{\partial Z_{x}}{\partial z}=\rho F_{x} . \\
\frac{\partial X_{\nu}}{\partial x}+\frac{\partial Y_{\nu}}{\partial y}+\frac{\partial Z_{\nu}}{\partial z}=\rho F_{z}^{\prime}  \tag{2}\\
\frac{\partial X_{z}}{\partial x}+\frac{\partial Y_{z}}{\partial y}+\frac{\partial Z_{z}}{\partial z}=\rho F_{z}
\end{array}\right\}
$$

and

On taking moments about a line parallel to the $x$-axis through the centre of the parallelepiped, it can be seen from Fig. VII. 2 that

$$
\begin{align*}
& Z_{\nu} d x d y \frac{d z}{2}+\left(Z_{\nu}+\frac{\partial Z_{\nu}}{\partial z} d z\right) d x d y \frac{d z}{2}- \\
&-Y_{z} d z d x \frac{d y}{2}-\left(Y_{z}+\frac{\partial Y_{z}}{\partial y} d y\right) d z d x \frac{d y}{2}=0, \tag{3}
\end{align*}
$$



$$
Y_{z}+\frac{\delta Y_{z}}{\delta y} d y
$$

Fig. VII. 2.
$\left.\begin{array}{ll}\text { leading to } & Y_{z}=Z_{\nu} \\ \text { Similarly we have } & Z_{x}=X_{z} \\ \text { and } & X_{\nu}=Y_{x} .\end{array}\right\}$

### 7.11. Stress strain relations

The simple form of Hooke's law which applies to strained elastic rods has been generalized by Cauchy into a form which can be applied to strained elastic media in three dimensions. In this generalization it is assumed that each component of stress is linearly related to the six coefficients of strain. Denoting the components of strain in (7), §7.8, by $e_{1}, e_{2}, e_{3}, e_{4}, e_{5}, e_{6}$, a typical Cauchy equation is

$$
\begin{equation*}
X_{r}=\sum_{i=1}^{6} a_{i} e_{i} \tag{1}
\end{equation*}
$$

where $a_{i}(i=1,2, \ldots, b)$ are constants depending upon the nature of the medium. There are six such equations involving altogether
thirty-six constants, not all necessarily independent of each other. In the case of isotropic media $\dagger$, i.e. media whose properties at a point are the same in all directions, it can be shown that all the constants can be expressed in terms of two independent parameters. $\ddagger$

From the six equations such as (1) and the six equations given by the equilibrium conditions, ( 2 ) and ( 4 ), $\S 7.10$, it is possible to eliminate the components of stress (or strain) and obtain six partial differential equations for the six components of strain (or stress). It can then be proved that there is only one solution of these equations which assumes given values, either of stress or strain, over a known boundary.§

The Cauchy assumptions (1) cannot be tested directly, but from the theory which rests upon them deductions can be made which are in close agreement with experiment.

In the case of the Saint-Venant torsion problem the relations between the components of stress and strain are practically selfevident and therefore we shall omit this part of the general theory. The part of the general theory which is of importance to us is the uniqueness theorem for given boundary conditions and this we shall assume without proof.

### 7.12. The Saint-Venant torsion problem

This problem, outlined in § 7.8, is treated here in more detail. A body, built of isotropic and elastic material, is in the shape of a prism bounded by a cylinder and two plane ends perpendicular to the generators of the cylinder. The body is twisted about an axis parallel to a generator by couples acting in the plane ends so that the relative rotation of two cross-sections is proportional to the distance between them, the rotation for unit distance being denoted by $\tau$. If there are no external forces acting on the

[^47]curved cylindrical part of the prism, then the problem of determining the internal stresses and strains admits of a unique solution which we now proceed to find.

For the case of a medium such as steel the problem can be simplified by using the following facts. For a stress of 6 tons weight per square inch in a steel rod the extension of length is 0.00046 inches per inch length of rod. Consequently the angle $\tau$ is very small in practice and the change in shape of the prism due to the strain is negligible. Again the mass of a cubic inch of steel is about $\ddagger$ lb., so that the body forces. which are due to gravity, are negligible in comparison with the stresses which occur in practice. We shall therefore write $\rho F_{x}=\rho F_{\nu}=\rho F_{z}=0$ in (2). § 7.10 .

When the prism is a portion of a right circular cylinder an exact solution can easily be found. Taking the axis of symmetry to be the $z$-axis (this being also the axis of twist), the point whose coordinates are ( $x . y \cdot z$ ) is displaced so that its coordinates are $(x+u, y+r \cdot z+u)$, where

$$
\begin{equation*}
u=-\tau y z ; \quad v=\tau z x ; \quad u=0 . \tag{1}
\end{equation*}
$$

Guided by this. Naint-Venant assumed for the case of the general cylindrical surface a displacement for which the functions $u, v, u$ are defined as follows:

$$
\begin{equation*}
u=-\tau y z: \quad v=\tau z x ; \quad u=\tau \phi(x, y) \tag{2}
\end{equation*}
$$

where $\tau$ is the angle of twist per unit length of prism and $\phi(x, y)$ (for brevity denoted by $\phi$ ) is independent of $z$. For such displacements points coplanar in the unstrained state are no longer coplanar when the strain is imposed.

In $\$ 7.8$ two neighbouring points in the unstrained medium, $P$ and $P_{1}$, are displaced by the strain to $Q$ and $Q_{1}$ respectively. The differences between the projections of $Q Q_{1}$ and $P P_{1}$ on the coordinate axes are then evaluated and separated into two parts, one part due to rotation and the other to strain, (5), § 7.8. The part due to strain is given by the expressions (7), § 7.8 , which, where the displacements are those of (2) above, reduce to the
expressions (9), §7.8, namely

$$
\left.\begin{array}{c}
\frac{1}{2} \tau\left(\frac{\partial \phi}{\partial x}-y\right) \zeta \\
\frac{1}{2} \tau\left(\frac{\partial \phi}{\partial y}+x\right) \zeta  \tag{3}\\
\frac{1}{2} \tau\left(\frac{\partial \phi}{\partial x}-y\right) \xi+\frac{1}{2} \tau\left(\frac{\partial \phi}{\partial y}+x\right) \eta \cdot
\end{array}\right\}
$$

The components of strain are the coefficients of $\xi, \eta, \zeta$ in (3).
We must now obtain the relations between the components of stress and the components of strain in (3). Note first that these
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relations are linear, that the medium is isotropic and that among the components of stress we must have $Y_{z}=Z_{\nu}, Z_{x}=X_{z}$, and $X_{y}=Y_{x}$, from (4), § 7.10. It is then evident from Fig. VII. 3 that all the conditions are satisfied by choosing

$$
\left.\begin{array}{l}
X_{x}=Y_{y}=Z_{z} \because X_{y}=Y_{x}-0  \tag{4}\\
Z_{x}=X_{z}=\mu \tau\left(\frac{\partial \phi}{\partial x}-y\right) \\
Z_{\nu}=Y_{z}=\mu \tau\left(\frac{\partial \phi}{\partial y}+x\right)
\end{array}\right\},
$$

where $\mu$, a constant depending upon the nature of the medium, is known as the modulus of rigidity or the shear modulus.

On using the equilibrium equations (2), §7.10, and writing $\rho F_{x}=\rho \rho F_{y}=\rho F_{z}=-0$, as agreed at the commencement of this
section, we see that the function $\phi$ must satisfy the Laplacian equation

$$
\begin{equation*}
\frac{\delta^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0 . \tag{5}
\end{equation*}
$$

The boundary condition which $\phi$ must satisfy is easily obtained. Over the cylindrical part of the prism there is no normal
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stress, so that if $\nu$ is the angle between the $x$-axis and the normal (Fig. VII. 4) we must have

$$
\begin{equation*}
Z_{r} \cos \nu+Z_{y} \sin \nu=0 . \tag{6}
\end{equation*}
$$

From (4) this reduces to

$$
\begin{equation*}
\frac{c \phi}{c x} \cos v+\frac{c \phi}{\partial y} \sin v=y \cos v-x \sin v . \tag{7}
\end{equation*}
$$

Thus the Saint-Venant problem of torsion in an isotropic prism is reduced to the problem of finding a solution of (5) which satisfies (7) for all values of $x$ and $y$ on the boundary of a crosssection.

### 7.13. The variational form of Saint-Venant's problem

From theorem $10, \S 3.8$, and the results stated in $\S 3.9$ it follows that the function $\phi(x, y)$, which satisfies (5) $\S 7.12$, also minimizes the integral $I$, where

$$
\begin{equation*}
I=\iint\left\{\left(\frac{\partial \phi}{\partial x}\right)^{2}+\left(\frac{\partial \phi}{\partial y}\right)^{2}\right\} d x d y \tag{1}
\end{equation*}
$$

The area of integration for $I$ is a cross-section of the prism.
In addition to making $I$ a minimum $\phi(x, y)$ must also satisfy the boundary condition (7), §7.12. This requirement can be expressed in a much more convenient form, as we now show.

If $f(z)$ is an analytic function of the complex variable $\dagger$

$$
z=x+i y
$$

then, in some domain $D, d f(z) / d z$ is independent of the value of $\arg d z$ as $d z$ tends to zero. If $f(z)=\phi+i \psi$, where $\phi$ and $\psi$ are real functions of $x$ and $y$, then differentiation parallel to either coordinate axis must give the same result. Hence

$$
\begin{equation*}
\frac{\partial(\phi+i \psi)}{\partial x}=\frac{\partial(\phi+i \psi)}{i \partial y} \tag{2}
\end{equation*}
$$

On equating real and imaginary parts we obtain the well-known Riemann-Cauchy equations

$$
\left.\begin{array}{l}
\frac{\partial \phi}{\hat{c} x}=\frac{\hat{c} \psi}{\partial y}  \tag{3}\\
\frac{\hat{c} \phi}{\hat{c} y}=-\frac{\partial \psi}{\partial x}
\end{array}\right\}
$$

From these we deduce that
and

$$
\left.\begin{array}{l}
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0  \tag{4}\\
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}=0
\end{array}\right\}
$$

Thus to every function $\phi(x, y)$ which satisfies (5), § 7.12, there corresponds a conjugate function $\psi(x, y)$ which also satisfies Laplace's equation and which is related to $\phi(x, y)$ by (3). The function $\psi(x, y)$ enables us to express the boundary condition (7), §7.12, in a more convenient form.

Let $\lambda$ denote the angle between the $x$-axis and the tangent to the boundary of a cross-section and, as in $\S 7.12$, let $v$ denote the angle between the $x$-axis and the normal. Then (Fig. VII. 4)

$$
\nu=\lambda+\frac{1}{2} \pi, \quad \cos \nu=-\sin \lambda=-\frac{d y}{d s}, \quad \sin \nu=\cos \lambda=\frac{d x}{d s}
$$

[^48]Combining these with (3) it is clear that the boundary condition (7), §7.12, can be written in the form

$$
\begin{equation*}
-\frac{\partial \psi}{\partial y} \frac{d y}{d s}-\frac{c \psi}{\partial x} \frac{d x}{d s}=-y \frac{d y}{d s}-x \frac{d x}{d s} \tag{5}
\end{equation*}
$$

By integration we then have

$$
\begin{equation*}
\psi=\frac{1}{2}\left(x^{2}+y^{2}\right)+\text { constant } \tag{6}
\end{equation*}
$$

at all points of the boundary. The value of the constant is not of great importance, since in practice only the derivatives of $\psi$ are required. There is therefore no loss of generality in taking its value to be zero, as we shall do in future.

It is also evident that the boundary condition can be simplified still further by introducing a new function $\Psi^{*}$ defined by the equation

$$
\begin{equation*}
\Psi^{\bullet}=\psi-\frac{1}{2}\left(x^{2}+y^{2}\right) \tag{7}
\end{equation*}
$$

so that on the boundary $\Psi=0$. Throughout the interior the second equation of (4) shows that

$$
\frac{c^{2} \Psi}{c x^{2}}+\frac{c^{2} \Psi}{c^{\bullet} y^{2}}+2=0
$$

A further appeal to theorem $10, \S 3.8$, and the results of $\$ 3.9$ shows that $I f$ minimizes the integral $J$. where

$$
\begin{equation*}
J=\iint\left\{\left(\frac{\dot{c} \Psi}{c}\right)^{2}+\left(\frac{\dot{c} \Psi}{c y}\right)^{2}-4 \Psi\right\} d x d y \tag{9}
\end{equation*}
$$

As before, the area of integration is a cross-section of the prism.
The Saint-Venant torsion problem is therefore equivalent to that of finding a function $\Psi^{\circ}$ which minimizes $J$ and which vanishes on the boundary of the prism. Having determined $\Psi$ we obtain $\psi$ from (7) and $\phi$ from (3). The stresses and strains in the medium can then be obtained from (4) and (2), § 7.12.

Example 1. Consider the case of a prism with circular crosssection of radius $a$, the centre of the circle being on the axis of twist. Take $\Psi^{*}=\alpha\left(a^{2}-x^{2}-y^{2}\right)$ and show that $J$ is a minimum when $\alpha=\frac{1}{2}$. Deduce the values of $\phi, Z_{x}$, and $Z_{\nu}$.

Example 2. Deduce the minimum property of $J$, equation (9), from that of $I$, equation (1).

Example 3. For the prism with the elliptical boundary whose equation is $x^{2} ; a^{2}+y^{2} ; b^{2}=1$ take $\Psi=\alpha\left(\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-1\right)$ and find the value of $\alpha$ which makes $J$ a minimum. Deduce that $\dagger$

$$
\phi=-\frac{a^{2}-b^{2}}{a^{2}+b^{2}} x y .
$$

### 7.14. The torsion of beams with rectangular crosssection

The Saint-Venant problem for the beam with cross-section bounded by the rectangle $x= \pm a, y \approx= \pm b$ has been solved in terms of Fourier series. $\ddagger$ In applying the Rayleigh-Ritz method to this problem the simplest approximating function to $\Psi^{\prime}$ is

$$
\begin{equation*}
\Psi_{1}=a\left(a^{2}-x^{2}\right)\left(b^{2}-y^{2}\right) . \tag{1}
\end{equation*}
$$

where $x$ is to be determined. $\Psi_{1}$ evidently vanishes on the boundary. On substituting in the integrand of (9) $\leqslant \mathbf{\S} 7.13$, and integrating between the limits - $a$ and $a$ for $x,-b$ and $b$ for $y$ we obtain

$$
\begin{equation*}
J=\frac{64}{45} a^{3} b^{3}\left\{2 x^{2}\left(a^{2}+b^{2}\right)-5 x\right\} . \tag{2}
\end{equation*}
$$

Consequently $J$ is a minimum when

$$
\begin{equation*}
x=\frac{5}{4\left(a^{2}+b^{2}\right)} . \tag{3}
\end{equation*}
$$

For comparison with the exact answer we make use of the quantity known as the torsional rigidity. If $R$ is the torsional rigidity and $\tau$ is the twist per unit length of prism, then $R \tau$ is equal to the moment, about the axis of twist, of the forces acting over a cross-section of the prism. From Fig. VII. 3 we have

$$
\begin{align*}
R \tau & =\iint\left(Z_{\nu} x-Z_{x} y\right) d x d y \\
& =\mu \tau \iint\left\{\left(\frac{\partial \phi}{\dot{c} y}+x\right) x-\left(\frac{\dot{\partial} \phi}{\partial x}-y\right) y\right\} d x d y \tag{4}
\end{align*}
$$

on using (4), § 7.12. From (3) and (7), § 7.13, we deduce that

$$
\begin{equation*}
R=-\mu \iint\left(\frac{\partial^{\Psi}}{\partial y} y+\frac{\partial \Psi}{\partial x} x\right) d x d y \tag{5}
\end{equation*}
$$

$\dagger$ This result is the correct answer, meo A. E. H. Inve, loc. cit., p. 305.
$\ddagger$ A. E. H. Love, loc. cit., § 221, p. 305; S. Timoshenko, loc. cit., p. 245.

A simple transformation enables us to put this into a much more convenient form for practical use. Evidently we have

$$
\begin{equation*}
R=\mu \iint\left\{2 \Psi-\frac{\hat{c}^{\prime}\left(x^{\Psi} \Psi\right)}{\partial x}-\frac{\hat{( }(y \Psi)}{\partial y}\right\} d x d y \tag{6}
\end{equation*}
$$

But from the lemma of $\S 3.7$ we have

$$
\begin{equation*}
\iint\left\{\frac{\hat{c}\left(x \Psi^{\bullet}\right)}{\partial x}+\frac{\partial(y \Psi)}{\tilde{c} y}\right\} d x d y=\int(x \Psi d y-y \Psi d x) \tag{7}
\end{equation*}
$$

where the left-hand integral is taken over the area of a crosssection and the right-hand one over the boundary curve. But on the boundary we have $\Psi=0$, hence each side of (7) must vanish and (6) reduces to

$$
\begin{equation*}
R=-=2 \mu \iint \Psi \Psi^{\cdot} d x d y \tag{8}
\end{equation*}
$$

Taking the simple case of the square, where $2 a=2 b=l$, the length of a side, we have $x=:=\frac{5}{8} a^{2}$ from (3). so that the approximate form for $\Psi_{1}$ becomes $5\left(a^{2}-x^{2}\right)\left(a^{2}-y^{2}\right) ; 8 a^{2}$. On inserting this in $(8)$ we get $R=\mu 29 a^{4} 9=\left(1 \cdot 1389 \mu l^{4}\right.$. The exact result $\dagger$ is $0 \cdot 1406 \mu l^{4}$, showing how close the approximation is although the form assumed for $\Psi_{1}$ is a function of the simplest kind.

Example 4. Calculate the value of $R$ for the rectangular beam whose sides are of length $2 a, \geq b$. Show that when $b=10 a$ the approximate value of $R$ is $2.75 \mu l^{4}$, where $l=2 a$. (The exact value is $3 \cdot 1: \eta_{\mu} l^{4}$.)

Example 5. For a beam with square cross-section take $\Psi_{1}=\alpha \cos \left(\pi x_{i}^{\prime} l\right) \cos \left(\pi y_{i}^{\prime} l\right)$, where $l$ is equal to the length of a side, as the function approximating to $\Psi^{\circ}$. Show that $J .(9) . \S 7.13$, is minimized when $\alpha==16 l^{2} / \pi^{4}$ and that the torsional rigidity is approximately $1 \cdot 1331 \mu l^{4}$.

There is a simple relation between $R$. the torsional rigidity, and the minimum value of $J$, the integral of (9), § 7.13. Writing $J_{m}$ for the minimum value of $J$ the relation is

$$
\begin{equation*}
R=-\mu J_{m} \tag{9}
\end{equation*}
$$

[^49]To prove this, from the definition of $J$ in $\$ 7.13$ it follows that

$$
\begin{align*}
J=\iint\left\{\frac{\partial}{\partial x}\left(\Psi \cdot \frac{\partial \Psi}{\partial x}\right)+\right. & \left.\frac{\partial}{\partial y}\left(\Psi \frac{\partial \Psi}{\partial y}\right)\right\} d x d y- \\
& -\iint\left\{\frac{\partial^{2} \Psi}{\partial x^{2}}+\frac{c^{2} \Psi}{\partial y^{2}}+4\right\} \Psi d x d y \tag{10}
\end{align*}
$$

From the lemma of $\$ 3.7$ the first integral is equal to

$$
\int \Psi\left\{\begin{array}{c}
\hat{c} \dot{c} x \\
\dot{c} \\
d y
\end{array} d x\right.
$$

taken round the boundary where $\Psi=0$. Hence the first integral of (10) vanishes. For the second integral we note that $J$ is a minimum if $\Psi^{*}$ is chosen to satisfy equation ( 8 ). $\$ 7.13$, so that (10) then reduces to

$$
\begin{equation*}
J_{m}=-2 \iint \Psi d x d y \tag{11}
\end{equation*}
$$

The proof of (9) is completed by comparing ( 8 ) and (11).

### 7.15. Upper bounds for the integral $J$, (9), § 7.13

In applying the Rayleigh-Ritz method to the problem of minimizing the integral $J$, the unknown function $\Psi$ is replaced by a series of known functions multiplied by unknown parameters. Let such an approximating series be denoted by $\Psi_{n}$ and the corresponding value of the integral $h, J_{n}$. In this section we shall attempt to estimate the degree of approximation attained by these methods. We prove that if $\Psi_{"}^{\prime}$ vanishes on the boundary then

$$
\begin{gather*}
J_{n} \geqslant J .  \tag{1}\\
D:=\Psi-\Psi_{n} \tag{2}
\end{gather*}
$$

Writing
and using the definition of $J$ given by equation (9). § 7.13, we have

$$
\begin{align*}
J_{n}-J= & \iint\left\{\left(\frac{\partial \Psi_{n}}{\partial x}\right)^{2}+\left(\frac{\partial \Psi_{n}}{\partial y}\right)^{2}-4^{\prime} \Psi_{n}\right\} d x d y- \\
& \quad-\iint\left\{\left(\frac{\partial \Psi}{\partial x}\right)^{2}+\left(\frac{\partial \Psi}{\partial y}\right)^{2}-4 \Psi\right\} d x d y  \tag{3}\\
= & -2 \iint\left\{\frac{\partial \Psi}{\partial x} \frac{\partial D}{\partial x}+\frac{\partial \Psi}{\partial y} \frac{\partial D}{\partial y}\right\} d x d y+4 \iint D d x d y+ \\
& \quad+\iint\left\{\left(\frac{\partial D}{\partial x}\right)^{2}+\left(\frac{\partial D}{\partial y}\right)^{2}\right\} d x d y \tag{4}
\end{align*}
$$

where, as always, the integration is taken over the cross-section of the prism.

Since $\Psi$ and $\Psi_{n}$ both vanish on the boundary the same must be true of $D$. Hence on integrating by parts with respect to $x$ it follows that

$$
\begin{equation*}
\iint \frac{\dot{\partial} \Psi^{\circ} \partial D}{\ddot{c} x x} d x d y=-\iint D \frac{\hat{\partial}^{2} \Psi}{\dot{c} x^{2}} d x d y \tag{5}
\end{equation*}
$$

Similarly, on integrating by parts with respect to $y$, we have

$$
\begin{equation*}
\iint \frac{\left.\dot{c}^{+} \dot{c} D\right)}{\bar{c} y} d x d y=-\iint D \frac{\dot{c}^{2} \Psi}{\dot{c} y} d x d y \tag{6}
\end{equation*}
$$

But we also know that $\Psi$ satisfies equation (8), § 7.13, namely

$$
\begin{equation*}
\frac{c^{2} \Psi}{x^{2}}+\frac{\partial^{2} \Psi^{4}}{y^{2}}+2=0 \tag{7}
\end{equation*}
$$

Consequently the sum of the first two integrals on the righthand side of (t) must be zero.

But the integrand of the third integral of (4) is obviously positive, so that we have

$$
\begin{equation*}
J_{n}=J \tag{8}
\end{equation*}
$$

as required.
This result shows that the Rayleigh-Ritz method furnishes a series of upper bounds for the value of $J$. At the same time, from (9). $\S 7.14$, we obtain a series of lower bounds for the torsional rigidity $R$.

### 7.16. Lower bounds for the integral $J,(9), \S 7.13$

A method of finding lower bounds for the integral $J$. and upper bounds for the torsional rigidity $R$, was evolved by Trefftz. $\dagger$

In this method we revert to the function $\psi$ introduced in § 7.13. The properties of $\psi$ are as follows:
(i) Throughout a cross-section

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}=0 \tag{1}
\end{equation*}
$$

$\dagger$ E. Trofftz, 'Konvergenz und Fehlerabschätzung beim Ritz'schen Verfahren', Mathematische Annalen, 100 (1028), 503-21; ‘Ein Gegenstuck zum Ritz'schen Verfahren', Proc. Second International Congress for Applied Mechanics 1927, pp. 131-7.
(ii) Over the boundary of a cross-section

$$
\begin{equation*}
\psi=\frac{1}{2}\left(x^{2}+y^{2}\right) . \tag{2}
\end{equation*}
$$

(iii) The relation between the function $\Psi$ of the previous section and $\psi$ is

$$
\begin{equation*}
\Psi=\psi-\frac{1}{2}\left(x^{2}+y^{2}\right) . \tag{3}
\end{equation*}
$$

In $\$ 7.14$ and 7.15 we approximated to $\Psi$ by means of a function $\Psi_{n}^{*}$ which satisfied the same boundary conditions as $\Psi$, i.e. $\Psi_{n}$ vanished on the boundary. In the Trefftz method we approximate to the function $\psi$ by means of a function $\psi_{n}$ which satisfies Laplace's equation (1). Of these two methods the first leads to a series of upper bounds for $J$, as we have already shown, and the second leads to a series of lower bounds for $J$, as we now proceed to prove.

We must first express the integral $J$. (9). § 7.13 , in terms of the function $\psi$ and for this purpose we introduce the integral $K$ defined by

$$
\begin{equation*}
K=\iint\left\{\left(\frac{c}{c} \psi\right)^{2}+\left(\frac{c \psi}{c y}\right)^{2}\right\} d x d y \tag{4}
\end{equation*}
$$

Here. as in all subsequent double integrals of this section, the area of integration is over a cross-section of the prism.

The relation we require is

$$
\begin{equation*}
J=K-\iint\left(x^{2}+y^{2}\right) d x d y \tag{5}
\end{equation*}
$$

To prove this result by (3) the right-hand side of (5) is equal to

$$
\begin{align*}
\iint\left\{\left(\frac{\partial \Psi}{\partial x}+x\right)^{2}+\left(\frac{\partial \Psi}{\partial y}\right.\right. & \left.+y)^{2}\right\} d x d y-\iint\left(x^{2}+y^{2}\right) d x d y \\
& =J+\iint\left\{4 \Psi+2 x \frac{\dot{\varphi}}{\partial x}+2 y \frac{\partial \Psi}{\partial y}\right\} d x d y  \tag{6}\\
& =J+2 \iint\left\{\frac{\partial(x \Psi)}{\partial x}+\frac{\partial(y \Psi)}{\partial y}\right\} d x d y \tag{7}
\end{align*}
$$

On using the lemma of § 3.7 we have

$$
\begin{equation*}
2 \iint\left\{\frac{\partial(x \Psi)}{\partial x}+\frac{\partial(y \Psi)}{\partial y}\right\} d x d y=2 \int \Psi(x d y-y d x) \tag{8}
\end{equation*}
$$

where the right-hand integral is taken round the boundary. But on the boundary $\Psi=0$ (equations (2) and (3)), so that
the integral in (7) vanishes. Consequently the right-hand side of $(5)$ is identically equal to $J$.

From (5) the difference between $J$ and $K$ is equal to the moment of inertia of a cross-section about the axis of twist. Since this is constant we see that from a set of lower bounds for $K$ it is a simple matter to deduce a set of lower bounds for $J$.

We now proceed to find $\psi$ by means of an approximating function $\psi_{n}$ defined by the series

$$
\begin{equation*}
\psi_{n}=\sum_{m}^{n} a_{m} f_{m}(x, y), \tag{9}
\end{equation*}
$$

where each function $f_{m}(x, y)$ satisfies Laplace's equation in two dimensions, i.e.

$$
\begin{equation*}
\frac{\partial^{2} f_{m}(x, y)}{\partial x^{2}}+\frac{\dot{\partial}^{2} f_{m}(x, y)}{\dot{c} y^{2}}=0 \tag{10}
\end{equation*}
$$

( $m=1,2, \ldots, n$ ). From the results of $\$ 7.13$ the functions $f_{m}$ can be chosen from the real or imaginary parts of any convenient function of the complex variable $z(=x+i y$, where $i=\sqrt{ }(-1))$, and in particular from the polynomial real or imaginary parts of $(x+i y)^{n}$. For with such choice of $f_{m}$ the function $\psi_{n}$ must also satisfy Laplace's equation.

Let

$$
\begin{equation*}
d=\psi-\psi_{n} \tag{11}
\end{equation*}
$$

then we shall write
and

$$
\begin{align*}
& K_{n}=\iint\left\{\left(\frac{\partial \psi_{n}}{\partial x}\right)^{2}+\left(\frac{\partial \psi_{n}}{\partial y}\right)^{2}\right\} d x d y  \tag{12}\\
& K_{d}=\iint\left\{\left(\frac{\partial d}{\partial x}\right)^{2}+\left(\frac{\partial d}{\partial y}\right)^{2}\right\} d x d y \tag{13}
\end{align*}
$$

The relation between $K, K_{n}$, and $K_{d}$ reveals the Trefftz method most clearly. We have from (4)

$$
\begin{align*}
K & =\iint\left\{\left(\frac{\partial\left(\psi_{n}+d\right)}{\partial x}\right)^{2}+\left(\frac{\partial\left(\psi_{n}+d\right)}{\partial y}\right)^{2}\right\} d x d y  \tag{14}\\
& =K_{n}+K_{d}+2 \iint\left\{\left(\frac{\partial d}{\partial x}\right)\left(\frac{\partial \psi_{n}}{\partial x}\right)+\left(\frac{\partial d}{\partial y}\right)\left(\frac{\partial \psi_{n}}{\partial y}\right)\right\} d x d y . \tag{15}
\end{align*}
$$

So far the coefficients $a_{m}(m=1,2, \ldots, n)$ in (9) are arbitrary. The Trefftz method depends upon the fact that if these
coefficients are chosen to make $K_{d}$ stationary, then the integral in (15) must vanish, leaving us with the equation

$$
\begin{equation*}
K=K_{n}+K_{d} \tag{16}
\end{equation*}
$$

To prove this, the values of $a_{m}$ for which $K_{d}$ is stationary are obtained by solving the $n$ equations

$$
\begin{equation*}
\frac{\partial K_{d}}{\partial a_{m}}=0 \quad(m=1,2, \ldots, n) \tag{17}
\end{equation*}
$$

But from (9) and (11) we have

$$
\begin{equation*}
\frac{\partial d}{\partial a_{m}}=-f_{m}(x \cdot y)=-f_{m} \tag{18}
\end{equation*}
$$

Hence from (13) and (17) we have
( $m=1,2, \ldots n$ ). These $n$ equations suftice to determine the $n$ parameters $a_{m}$.

Multiply (19) by $a_{m}$, sum for all values of $m$ from 1 to $n$ and use (9). It follows that the integral in (15) vanishes when $K_{d}$ is stationary, thus justifying the statements which led up to (16).

From (13) $K_{d} \geqslant 0$, so that when $K_{d}$ is stationary we see from (16) that

$$
\begin{equation*}
K_{n} \approx K \tag{20}
\end{equation*}
$$

In general $K_{d}$ has only one stationary value and as it is positive semi-definite this must be a minimum. The value of $K_{n}$ will then be as near to $K$ as the choice of the functions $f_{m}(x, y)$ permits.

### 7.17. Applications of the Treffitz method

Although equations (19). §7.16, enable us to evaluate the parameters $a_{m}$, yet they are not in the form most convenient for practical application. By means of the lemma of $\S 3.7$ the integrals in these equations can be transformed into boundary integrals which are much easier to evaluate.

From (2) and (11), §7.16, we have on the boundary

$$
\begin{equation*}
d=\frac{1}{2}\left(x^{2}+y^{2}\right)-\psi_{n} \tag{1}
\end{equation*}
$$

But from (10), §7.16, we can write (19), §7.16, in the form

$$
\begin{equation*}
\iint\left\{\frac{\partial}{\partial x}\left(d \frac{\partial f_{m}}{\partial x}\right)+\frac{\partial}{\partial y}\left(d \frac{\partial f_{m}}{\partial y}\right)\right\} d x d y=0 \tag{2}
\end{equation*}
$$

Combining this with the lemma of $\S 3.7$ it follows that (19), § 7.16, can be replaced by

$$
\begin{equation*}
\int\left\{\frac{1}{2}\left(x^{2}+y^{2}\right)-\psi_{n}\right\}\left\{\frac{\partial f_{m}}{\partial x} d y-\frac{\partial f_{m}}{\partial y} d x\right\}=0 \tag{3}
\end{equation*}
$$

( $m=1,2, \ldots, n$ ), where the integration is taken round the boundary. These equations are not identities since $\psi_{n}$ satisfies Laplace 's equation (see (9) and (10), § 7.16), and does not assume the value $\frac{1}{2}\left(x^{2}+y^{2}\right)$ on the boundary.

If the functions in the integrand of (3) have the property of completeness (see $\S 7.5$ ), then as $n$ tends to infinity it may reasonably be expected that $\psi_{n}$ will tend to $\psi$, but an analytical discussion of this point presents great difficulty. Sufficient conditions to ensure the validity of $\lim _{n \rightarrow \infty} \psi_{n}=\psi$ are of great importance, but in practice a knowledge of the magnitude of the error $\psi-\psi_{n}$ is often even more important. For this reason we shall omit a theoretical discussion and rely upon the upper and lower bounds established in $\$ \$ 7.15$ and 7.16 whenever calculations of torsional rigidity or other quantities of interest are required.

There still remains one point for discussion. It is often convenient to take $f_{1}$ to be a constant and in fact many complete sets of functions commence with a constant. Since the integrals for $K_{d}$ involve only derivatives of $\psi$ and $\psi_{n}$, the value of $f_{1}$ has no influence upon the stationary values of $K_{d}$. Consequently equations (2) start from the value $m=2$ and do not contain $a_{1}$. Clearly the best choice of $a_{1}$ is one which makes $\psi_{n}$ attain as near as possible the value $\frac{1}{2}\left(x^{2}+y^{2}\right)$ on the boundary, and this is done by making the mean value of the difference vanish. We then have the equation

$$
\begin{equation*}
\int\left\{\frac{1}{2}\left(x^{2}+y^{2}\right)-\psi_{n}\right\} d s=0 \tag{4}
\end{equation*}
$$

where the integration is taken round the boundary of a crosssection. Equations (3) for $m=2,3, \ldots, n$ together with (4) give us sufficient equations to determine all the parameters $a_{m}$.

To illustrate these results we consider once again the torsion of a prism of square cross-section. From the nature of the
problem the functions $f_{m}(x, y)$ must be of even degree and symmetrical in $x$ and $y$ in addition to satisfying Laplace's equation. We therefore choose

$$
\begin{equation*}
f_{1}=1 ; f_{2}=\text { real part of }(x+i y)^{4}=x^{4}-6 x^{2} y^{2}+y^{4} \tag{5}
\end{equation*}
$$

and so assume that

$$
\begin{equation*}
\psi_{2}=x+\beta\left(x^{4}-6 x^{2} y^{2}+y^{4}\right), \tag{6}
\end{equation*}
$$

where $\alpha$ and $\beta$ are to be determined from equations (3) and (4). From the symmetry of the problem it is sufficient to take the boundary integrals along one side of the square. say the side parallel to the $y$-axis where $x=a$. Equation (4) gives us

$$
\begin{equation*}
\int_{-a}^{a}\left\{\frac{1}{2}\left(a^{2}+y^{2}\right)-x-\beta\left(a^{4}-6 a^{2} y^{2}+y^{4}\right)\right\} d y=0 \tag{7}
\end{equation*}
$$

which leads to $\quad 15 x-12 a^{4} \beta=10 a^{2}$.
Equation (3), with $m=-2$, gives us
$\int_{-a}^{a}\left(\frac{1}{2}\left(a^{2}+y^{2}\right)-x-\beta\left(a^{4}-6 a^{2} y^{2}+y^{4}\right)^{\frac{c}{c}} \frac{{ }^{\prime}}{c x}\left(x^{4}-6 x^{2} y^{2}+y^{4}\right) d y=0\right.$,
where $x=a$ after the differentiation has been performed. On using (7) it is evident that (9) reduces to

$$
\begin{equation*}
\int_{-a}^{a}\left\{\frac{1}{2}\left(a^{2}+y^{2}\right)-\alpha-\beta\left(a^{4}-6 a^{2} y^{2}+y^{4}\right)\right\} y^{2} d y \cdots 0 \tag{10}
\end{equation*}
$$

This gives us $\quad 35 x-76 a^{4} \beta=28 a^{2}$.
From (8) and (11) we have

$$
\begin{equation*}
\alpha=\frac{53}{90} a^{2} ; \quad \beta=-\frac{7}{72 a^{2}}, \tag{12}
\end{equation*}
$$

and so $\quad \psi_{2}=\frac{53}{90} a^{2}-\frac{7}{72 a^{2}}\left(x^{4}-6 x^{2} y^{2}+y^{4}\right)$.
From (3), §7.16, the corresponding approximation to $\Psi$, namely $\Psi_{2}$, is given by

$$
\begin{equation*}
\Psi_{2}=\frac{53}{90} a^{2}-\frac{7}{72 a^{2}}\left(x^{4}-6 x^{2} y^{2}+y^{4}\right)-\frac{1}{2}\left(x^{2}+y^{2}\right) . \tag{14}
\end{equation*}
$$

We now apply these results to obtain an approximation to the value of $R$, the torsional rigidity defined in $\S 7.14$. For this purpose we make use of equation (8), § 7.14, namely

$$
\begin{equation*}
R=2 \mu \iint \Psi d x d y \tag{15}
\end{equation*}
$$

Substituting $\Psi_{2}$ for $\Psi$ and evaluating we obtain the desired approximation to $R$. If $2 a=l$ the result is

$$
\begin{equation*}
R=\mu \frac{19}{135} l^{4}=0 \cdot 1407 \mu l^{4} \tag{16}
\end{equation*}
$$

The Trefftz method furnishes us with the following information: (i) from ( 20 ), § 7.16, lower bounds for $K$; (ii) from (5), $\S 7.16$. lower bounds for $J$; and (iii) from (9), § 7.14, upper bounds for $R$. The Rayleigh-Ritz method gives us: (i) from (8), § 7.15, upper bounds for $J$, and (ii) from (9), § 7.14, lower bounds for $R$. On comparing (16) above with the approximation for $R$ obtained by the Rayleigh-Ritz method in $\$ 7.14$ we see that without finding the exact value (namely $0 \cdot 1406 \mu l^{4}$ ) we have proved that $R$ must lie between $0 \cdot 1389 \mu l^{4}$ and $0 \cdot 1407 \mu l^{4}$. Evidently for most practical purposes such close limits will suffice.

### 7.18. Galerkin's method

An ingenious alternative to the Rayleigh-Ritz method has been evolved by Galerkin. $\dagger$ To explain the ideas involved we must refer back to some of the work of Chapter III. In $\S \S 3.6$, 3.7 , and 3.8 we investigated conditions which ensured that

$$
\begin{equation*}
I=\iint F(x, y, z \cdot p \cdot q) d x d y \tag{1}
\end{equation*}
$$

should have a stationary value. In this integral $F$ is a known functional form, $x$ and $y$ are the independent variables, $z$ is the dependent variable, $p=\partial z / \partial x$ and $q=\partial z / \partial y$.

Let $z=s(x, y)$ be the equation of the surface for which (1) is stationary and $z=s(x, y)+\epsilon \eta(x, y)$ be the equation of a neighbouring surface. Let the values of (1) for these two surfaces

[^50]be $I$ and $I+\delta I$ respectively. It was established in $\S<3.6$ and 3.8 that for sufficiently small $\epsilon$
\[

$$
\begin{equation*}
\delta I=\epsilon \iint \eta(x, y)\left\{\frac{\partial F}{\partial s}-\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)-\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right)\right\} d x d y+O\left(\epsilon^{2}\right) \tag{2}
\end{equation*}
$$

\]

For a stationary value of $I$ the coefficient of $\epsilon$ must vanish and the arbitrary nature of $\eta(x, y)$ enables us to deduce further, as in § 1.4, that $z$ must satisfy the equation

$$
\begin{equation*}
\frac{\partial F}{\partial z}-\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)-\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right)=0 \tag{3}
\end{equation*}
$$

The Galerkin method of minimizing (1) consists in finding an approximation to the solution of (3). If $z_{n}$ is such an approximation it is assumed that

$$
\begin{equation*}
z_{n}=\sum_{m=1}^{n} a_{m} f_{m}(x, y) \tag{4}
\end{equation*}
$$

where the functions $f_{m}(x, y)$ are known and are chosen according to the nature of the problem and the quantities $a_{m}(m=1,2, \ldots, n)$ are a group of $n$ parameters whose values remain to be determined. Galerkin determines these values by a method which depends upon the fact that the integral on the right-hand side of (2) must vanish for any arbitrary function $\eta(x, y)$. He chooses $\eta(x, y)$ so that

$$
\begin{equation*}
\eta(x, y)=f_{m}(x, y) \tag{5}
\end{equation*}
$$

where $m$ can have any value from 1 to $n$, and writes

$$
\begin{equation*}
\iint f_{m}(x, y)\left\{\frac{\partial F}{\partial z_{n}}-\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)-\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right)\right\} d x d y=0 \tag{6}
\end{equation*}
$$

( $m=1,2, \ldots, n$ ). These $n$ equations suffice to determine the $n$ parameters $a_{m}$.

Since $z_{n}$ is not an exact solution of the Eulerian equation (3), the coefficient of $\epsilon$ in (2) does not, in general, vanish for any arbitrary variation $\eta(x, y)$. It vanishes only when $\eta(x, y)$ is chosen in accordance with (5). If the infinite sequence $f_{m}(x, y)$, ( $m=1,2, \ldots$ ), possesses the property of completeness, then an arbitrary function $\eta(x, y)$, subject to some general restriction such as piecewise continuity, can be expressed in the form

$$
\begin{equation*}
\eta(x, y)=\sum_{m^{=1}}^{\infty} b_{m} f_{m}(x, y) . \tag{7}
\end{equation*}
$$

Under such circumstances it may reasonably be expected that as $n$ tends to infinity $z_{n}$ will tend to a solution of (3), but the analysis required to establish such a result involves considerations of great complexity into which we do not enter here.

$$
\begin{equation*}
\text { If we write } \quad e_{n}=\frac{\partial F}{\partial z_{n}}-\frac{\partial}{\partial x}\left(\frac{\partial F}{\partial p}\right)-\frac{\partial}{\partial y}\left(\frac{\partial F}{\partial q}\right) \tag{8}
\end{equation*}
$$

and if $z_{n}$ does tend to a solution of (3) as $n$ tends to infinity, then $e_{n}$ must simultaneously tend to zero. Thus $e_{n}$ may be used to measure the degree of approximation attained.

Like all methods of approximation success depends largely upon the choice of the functions $f_{m}(x, y)$. As far as possible they should be chosen to satisfy the same conditions as are prescribed for $z$. For example, if $z$ is to satisfy given boundary conditions it is advisable to choose each of the functions $f_{m}(x, y)$ so as to satisfy these conditions also.

For the torsion of a prism the discussion of $\$ 7.13$ shows that we must minimize the integral

$$
\begin{equation*}
J=\iint\left\{\binom{c^{4}}{c^{-}}^{2}+\left(\frac{c^{4}}{c y}\right)^{2}-4 \Psi\right\} d x d y \tag{9}
\end{equation*}
$$

where the function ' 4 ' vanishes on the boundary of the area of integration. To apply the Galerkin method we write $z=\Psi^{\circ}$, $p=\dot{\partial} \dot{\Psi} \cdot x, q=\dot{C} \dot{C} y$ in (6), and assume that $\Psi_{n}$, an approximation to $\Psi$, is given by

$$
\begin{equation*}
\Psi_{n}=-\sum_{m=1}^{n} a_{m} f_{m}(x, y) \tag{10}
\end{equation*}
$$

The Cialerkin equations for $\alpha_{m}$ are then

$$
\iint f_{m}(x, y)\left\{\begin{array}{c}
c^{2} \Psi_{n}  \tag{11}\\
c^{2} x^{2}
\end{array}+\frac{\dot{c}^{2} \Psi^{\prime}}{\partial y^{2}}+2\right\} d x d y=0
$$

where, as usual, the area of integration is over a cross-section of the prism. The functions $f_{m}(x, y)$ are chosen so as to vanish on the boundary if possible.

For the case of the beam whose cross-section is bounded by the rectangle $x \cdots a . y= \pm b$ we assume, as in § 7.14, that

$$
\begin{equation*}
\Psi_{1}=a\left(a^{2}-x^{2}\right)\left(b^{2}-y^{2}\right) . \tag{12}
\end{equation*}
$$

Equation (11) then gives us

$$
\begin{equation*}
\int_{-b}^{b} \int_{-a}^{a}\left(a^{2}-x^{2}\right)\left(b^{2}-y^{2}\right)\left\{2 \alpha\left(x^{2}+y^{2}-a^{2}-b^{2}\right)+2\right\} d x d y=0 . \tag{13}
\end{equation*}
$$

On evaluation we obtain $\alpha=\frac{5}{4\left(a^{2}+b^{2}\right)}$ as in the RayleighRitz application in $\S 7.14$. The Galerkin method is usually quicker in practice than the Rayleigh-Ritz method as this example shows.

Example 6. Apply the Galerkin method to the torsion of a beam of square cross-section using the assumption that

$$
\Psi_{2}=x\left(a^{2}-x^{2}\right)\left(b^{2}-y^{2}\right)+\beta\left(a^{4}-x^{4}\right)\left(b^{4}-y^{4}\right) .
$$

### 7.19. Variations of the Rayleigh-Ritz and Galerkin methods

Numerous variations of the Rayleigh--Ritz and Galerkin methods have been proposed in recent times. In most cases the function sought is approximated to by means of an expansion of the form $\sum_{m=1}^{n} a_{m} f_{m}(x, y)$, where the functions $f_{m}(x, y)$ are chosen according to the nature of the problem and the quantities $a_{m}$ remain to be determined.

In one variation the quantities $a_{m}$ are taken to be functions of $x$ so that the $n$ simultancous algebraical equations which occur in the Rayleigh-Ritz, Trefftz, and Galerkin methods are replaced by $n$ simultaneous differential equations. From these $a_{m}(m=1,2, \ldots, n)$ can be determined as functions of $x . \dagger$

In the Galerkin method the function $\eta(x, y)$ is chosen according to equation (5), §7.18. In some of the variations of the method a different choice is taken for $\eta(x, y)$, for example, in one case $\eta(x, y)$ is chosen to have the value 1 over some parts of the crosssectional area of the prism and the value zero over the remaining parts. $\ddagger$

[^51]Another method consists in setting up the usual approximate form for $\approx$ and then finding the values of $a_{m}$ so that

$$
\begin{equation*}
\iint \iota_{n}^{2} d x d y \tag{1}
\end{equation*}
$$

is a minimum, where $r_{n}$ is defined by ( 8 ), $\S 7.18$. As usual the area of integration is a cross-section of the prism. As pointed out in $\$ 7.1 \times,{ }^{\prime}$ " is a measure of the degree of approximation, so that minimizing (1) makes the approximation as close as possible. The equations for minimizing (1) are
( $m$. $1,2 \ldots, n$ ). We thus obtain $n$ equations to determine the $n$ parameters ${ }^{\prime}{ }_{m}$.

The success of all these methods depends largely upon the choice of the first approximation $\Psi_{1}$ or $z_{1}$. If this is carefully chosen a high degree of accuracy can often be attained with comparatively little numerical calculation. but if the choice is not a fortunate one a considerable amount of labour may follow. The method of finite differences has been developed in order to overcome the undesirable consequences caused by an unsuitable choice of the first approxinucting function. In this method the area of integration is replaced by a set of points and the differential equation for minimizing the integral is replaced by one or more difference equations. Accounts of this and similar methods can be found in various works $\dagger$ and a very interesting and comprehensive review of the subject together with a large list of references is given by R. Courant $\ddagger$ in an address delivered to the American Mathematical Society.
$\dagger$ 1. J. Sokolnikoff alli R. 1). Spocht, loc. cit., § 73.
$\ddagger$ R. Courant, 'Varational Methods for the Solution of Problems of Equilibrium and Vibration', Bulletin of the American Mathematical Society, 49 (1943), 1-23.

## INTEGRALS WITH VARIABLE END POINTS HILBERT'S INTEGRAL

### 8.1. Introduction

The analyses of the previous chapters apply only to integrals whose paths of integration have fixed end points. In this chapter we shall deal with cases where the end points can be displaced along prescribed curves.

We confine ourselves to the case of one independent and one dependent variable only, but we shall use some what more general arguments than those employed in Chapters I and II.

It will appear later that the vanishing of the first variation gives the same characteristic equation as found in $\$ 1.4$ and in addition gives equations known as transversality conditions. These conditions enable us to determine the constants of the solution although the coordinates of the end points are not known. The study of the second variation is somewhat complex. It leads to the introduction of focal points, which are amalogous to the conjugate points of $\S 2.6$ but have a wider tield of application.

### 8.2. First variation with one end point variable

Let

$$
\begin{equation*}
I=\int_{a}^{b} F^{\prime}\left(x, y, y^{\prime}\right) d x \tag{1}
\end{equation*}
$$

where $y^{\prime}=d y / d x$ and $A$ and $B$, the end points of the are of integration, have abscissae $a$ and $b$ respectively (Fig. VIII. 1). In finding the stationary value of $I$ we shall not only vary the arc $A B$ but we shall also allow $B$ to move along the curve $\Gamma_{2}$ whose equation is

$$
\begin{equation*}
y=g_{2}(x) \tag{2}
\end{equation*}
$$

In this investigation the point $A$ will be kept fixed, but the results obtained are easily generalized to allow for the case when $A$ can be displaced along the curve $y=g_{1}(x)$.

In § 1.3, for given $x$, the ordinate was varied from $y=s(x)$, the stationary curve or extremal, to $y=s(x)+\epsilon t(x)$. In this chapter we shall vary the ordinate in a more general manner. For the extremal we take $y=y(x, 0)$ (arc $A B$ in Fig. VIII. 1) and for the varied curve $y=y(x, \epsilon)$ (arc $A B^{\prime}$ in Fig. VIII. 1).


Fig. Vili. 1.
The stationary case occurs when $\epsilon=0$. Now in the varied case $I$ will be a function of $\epsilon$ and the usual methods of the calculus then give the following results: for a maximum at $\epsilon=0$ we have

$$
\begin{array}{ll}
d I \\
d \epsilon & =0,
\end{array} \quad \frac{d^{2} I}{d \epsilon^{2}}<0 \text { and for a minimun } \frac{d I}{d \epsilon}=0, \quad \frac{d^{2} I}{d \epsilon^{2}}>0
$$

If $B$ is displaced along $\Gamma_{2}$ to $B^{\prime}$. whose abscissa is $b+d x_{b}$, then

$$
\begin{equation*}
\delta I=\int_{a}^{b+d x_{b}} F\left(x, y+\delta y, y^{\prime}+\delta y^{\prime}\right) d x-\int_{a}^{b} F\left(x, y, y^{\prime}\right) d x, \tag{3}
\end{equation*}
$$

where $d x_{b}=M B^{\prime}$ in Fig. VIII. I and $\delta y=y(x, \epsilon)-y(x, 0)$. The part of (3) which contains $d x_{b}, \delta y, \delta y$ ' linearly will, as usual, be called the first variation and will be denoted by $\delta I_{1}$. We have

$$
\begin{equation*}
\delta I_{1}=F_{b} d x_{b}+\int_{a}^{b}\left\{\frac{c F}{\partial y} \delta y+\frac{\partial F}{\hat{c} y^{\prime}} \delta y^{\prime}\right\} d x \tag{4}
\end{equation*}
$$

where $F$ is an abbreviation for $F\left(x, y, y^{\prime}\right)$ and $F_{b}$ is the value of $F$ at $x=b . \dagger$ If $\delta y^{\prime} \sim d(\delta y) / d x$, then the second term in the

$$
\dagger(4) \text { can be obtained by differentiating } \int_{a}^{b} F\left(x, y, y^{\prime}\right) d x \text { with respect to } \epsilon \text {, }
$$ allowing for the fact that $b$ is a function of $c$.

integral of (4) can be integrated by parts, giving us

$$
\begin{equation*}
\delta I_{1}=F_{b} d x_{b}+\left(\frac{\partial F}{\partial y^{\prime}}\right)_{b} \delta y_{b}+\int_{a}^{b} \delta y\left(\frac{\partial F}{\partial y}-\frac{d}{d x}\left(\frac{\partial F}{\partial y^{\prime}}\right)\right\} d x \tag{5}
\end{equation*}
$$

Here $\delta y_{b}=y(b, \epsilon)-y(b, 0)$ and the subscript $b$ denotes that the variables have values corresponding to $x=b$. Since $A$ is a fixed point, the value of $\delta y$ at $A$ is equal to zero.

For stationary $I$ the first variation must vanish even if $B$ is fixed, i.e. when the first two terms on the right of (5) are zero. Since $\delta y$ is arbitrary the arguments of $\$ 1.4$ can then be used to show that the integral in (5) can vanish only if the Eulerian equation

$$
\begin{equation*}
\frac{\hat{c} F}{\hat{c} y}-\frac{d}{d x}\left(\frac{\partial F}{\partial y}\right)=0 \tag{6}
\end{equation*}
$$

is satisfied. But this condition by itself is not sufficient in the present case, for when ( 6 ) is satisfied and $B$ varies along $\Gamma_{2}$, (5) reduces to

$$
\begin{equation*}
\delta I_{1}=F_{b} d x_{b}+\left(\frac{c F}{c F^{\prime}}\right)_{b} \delta y_{b} . \tag{7}
\end{equation*}
$$

With the help of Fig. VIII. 1 the right-hand side of (7) can be put into a much more useful form. Through $B$ draw the ordinate so as to cut the varied curve at $N$ and the line through $B$ parallel to the $x$-axis at $M$. Then $\delta y_{b}-B M-N M$.

Now, for sufficiently small displacement $B B^{\prime}$, we have, from ( 2 ), $B M=: g_{2}^{\prime}(b) d x_{b}$, and from the equation of the varied curve, $\boldsymbol{N} \boldsymbol{M}=y^{\prime}(b, \epsilon) d x_{b}$. But evidently $y^{\prime}(b, \epsilon) d x_{b}$ differs from $y^{\prime}(b, 0) d x_{b}$ by second-order quantities only, so that

$$
\begin{equation*}
\delta y_{b}=\left(g_{2}^{\prime}-y^{\prime}\right)_{b} d x_{b}, \tag{8}
\end{equation*}
$$

where $g_{2}^{\prime}$ and $y^{\prime}$ are, respectively, the slopes of $\Gamma_{2}$ and the extremal at $B$. Hence (7) can be written in the form

$$
\begin{equation*}
\delta I_{1}=\left\{F+\left(g_{2}^{\prime}-y^{\prime}\right) \frac{\partial F}{\partial y^{\prime}}\right\}_{b} d x_{b} . \tag{9}
\end{equation*}
$$

Finally to make $I$ stationary and $d I_{i}^{\prime} d \epsilon$ vanish we must have, in addition to (6),

$$
\begin{equation*}
\left\{F+\left(g_{2}^{\prime}-y^{\prime}\right) \frac{\partial F}{\partial y^{\prime}}\right\}_{b}=0 \tag{10}
\end{equation*}
$$

This equation is known as a transversality condition and $\Gamma_{2}$ is said to be transversal to the extremal at $B$.

### 8.3. First variation of an integral with both end points variable

If $A$ can be displaced along the curve $\Gamma_{1}$, whose equation is $y==g_{1}(x)$, it is evident that we must have another transversality condition analogous to ( 10 ), § א.2. The complete result is summed up in the following theorem.

Theorem 15. If the end points $A$ and $B$ of the range of integration of the integral $I=\int_{a}^{b} F\left(x, y, y^{\prime}\right) d x$ can be displaced along prescribed curies, then $I$ is stationury when the following necessary conditions are sutis.jied:
(i) $y$, the ordinato of the extremal, satisfies the Eulerian equation

$$
\begin{equation*}
\frac{d}{\partial y}\left(\frac{\hat{c} F}{c y^{\prime}}\right)=0 \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\text { (ii) at } x=-a \quad F+\left(g_{1}^{\prime}-y^{\prime}\right) \frac{c \cdot}{c y^{\prime}}=\mathrm{C} \tag{2}
\end{equation*}
$$

where $a$ is the abscissa of the end point. A, which can be displaced along the curve !f $g_{1}(x)$.

$$
\begin{equation*}
\text { (iii) at } x-b \quad F^{\prime}+\left(g_{2}^{\prime}-y^{\prime}\right) \frac{\partial F}{\hat{c} y^{\prime}}=0 \tag{3}
\end{equation*}
$$

where $b$ is the ab.scissa of the end point, $B$, which can be displaced along the curve $y=g_{2}(x)$.

In these equations $y^{\prime}$ is the slope of the extremal and $g_{1}^{\prime}, g_{2}^{\prime}$ are respectively the slopes of the displacement curves of $A$ and $B$ at $x=a$ and $x=b$.

We shall mostly exclude the case when the extremal touches $\Gamma_{1}$ at $A$ or $\Gamma_{2}$ at $B$, so that at $x=a, g_{1}^{\prime}-y^{\prime} \neq 0$ and at $x=b$, $g_{2}^{\prime}-y^{\prime} \neq 0$. From (2) and (3) this assumption is equivalent to the statement that $F\left(x, y, y^{\prime}\right)$ does not vanish at $x=a$ or at $x=b$.

### 8.4. Illustrations of the theory

Example 1. The end points, $A$ and $B$, of the arc of integration of the integral $I=\int_{A}^{B} G(x, y)\left(1+y^{\prime 2}\right)^{4} d x$ can be displaced along given curves $\Gamma_{1}$ and $\Gamma_{2}$. If $G(x, y)$ does not vanish at $A$ or $B$, prove that the extremal is orthogonal to $\Gamma_{1}$ and $\Gamma_{2}$.

From (2), § 8.3, we have at the point $A$

$$
\begin{equation*}
G(x, y)\left(1+y^{\prime 2}\right)^{\frac{1}{2}}+\left(g_{1}^{\prime}-y^{\prime}\right) G(x, y) \frac{y^{\prime}}{\left(1+y^{\prime 2}\right)^{\frac{1}{2}}}=0 . \tag{1}
\end{equation*}
$$

This is easily simplified to $g_{1}^{\prime} y^{\prime}+1=0$, showing that the extremal and $\Gamma_{1}$ intersect orthogonally at $A$. Similarly for the intersection at $B$.

This result contains many well-known theorems as special cases and shows that transversality can in some ways be regarded as a generalization of orthogonality. Some simple illustrations are (i) the shortest distance from a point to a line is perpendicular to the line, (ii) the shortest distance between two non-coplanar lines lies along their common perpendicular. (iii) the shortest distance between two curves lies along a common normal.

The result is also applicable to dynamical problems, particularly when the principle of least action is employed. For a particle of unit mass moving in a conservative field of force the principle states (§5.6) that $2 \int T d t=\int r\left(1+y^{\prime 2}\right)^{\dagger} d x$ is a minimum, where $r$ is the velocity. Since $v$ is a function of $x$ and $y$, the conditions of example 1 are satisfied.

Example 2. With the conditions of example 1 except that

$$
I=\int_{A}^{B} G(x, y)\left(1+y^{\prime 2}\right)^{\frac{1}{2}} e^{-\left(\tan -2 y^{\prime} \cot \alpha\right.} d x
$$

prove that the extremal intersects $\Gamma_{1}$ and $\Gamma_{2}$ at an angle $\alpha$.

### 8.5. The Brachistochrone

The problem of $\S 1.11$ can be generalized in the following manner.

Given a vertical plane containing a straight line $L$ and a point A not on $L$. A particle slides along a smooth curve in the plane
starting from rest at $A$ and terminating at a point of $L$. Find the curve for which the time from $A$ to $L$ is a minimum.

Take $A$ as the origin, the horizontal line through $A$ in the plane as the $x$-axis, and the downward vertical through $A$ as the


Fig. VIII. 2.
positive $y$-axis, Fig. VIII. 2. The velocity at depth $y$ is $(2 g y)^{\frac{1}{2}}$ and if the trajectory meets $L$ at the point $B$, then the time from $A$ to $B$ is

$$
\begin{equation*}
\int_{A}^{B} \frac{d s}{v}=\frac{1}{(2 g)^{i}} \int_{A}^{B} \frac{1}{y^{\frac{1}{2}}}\left(1+y^{\prime 2}\right)^{\frac{1}{2}} d x . \tag{1}
\end{equation*}
$$

The Eulerian equation, (1), §8.3. for this integral has already been considered in $\$ 1.11$ and we shall quote the results obtained in that section. By using theorem $2, \S 1.4$, the characteristic equation can be integrated and simplifird to

$$
\begin{equation*}
y\left(1+y^{\prime 2}\right)=2 c \tag{2}
\end{equation*}
$$

where $c$ is an arbitrary constant. On writing $y^{\prime}=\tan \psi$, so that $\psi$ is the angle between the $x$-axis and the tangent to the extremal, we have

$$
\begin{equation*}
y \ldots c(1+\cos 2 \psi) \tag{3}
\end{equation*}
$$

Since
$x \ldots \cot \psi d y$
we also have

$$
\begin{equation*}
x=-b-c(2 \psi+\sin 2 \psi) \tag{4}
\end{equation*}
$$

where $b$ is a second arbitrary constant.
Equations (3) and (4) show that the curve is a cycloid whose directrix is the $x$-axis and the radius of whose generating circle is $c$.

We now proceed to evaluate the constants $b$ and $c$ from the given end conditions. On substituting $(0,0)$, the coordinates of $A$, in (3) and (4) we get $\psi=\frac{1}{2} \pi$ and $b=\pi c$. Equation (4) then becomes

$$
\begin{equation*}
x=c(\pi-2 \psi-\sin 2 \psi) \tag{5}
\end{equation*}
$$

showing that the cycloid has a cusp at $A$. At the point $B$ example $1, \S 8.4$, shows that the cycloid is perpendicular to the line $L$. Let

$$
\begin{equation*}
y=(x-a) \tan \alpha \tag{6}
\end{equation*}
$$

be the equation of the line $L$ (Fig. VIII. 2 ), where $a$ and $a$ are given constants. Since $\tan \psi$ is the slope of the tangent at $B$ we must have

$$
\begin{equation*}
\psi=x-\frac{1}{2} \pi \tag{7}
\end{equation*}
$$

so that from (3) and (5) the coordinates of $B$ are

$$
[c(2 \pi-2 x+\sin 2 \alpha), \quad c(1-\cos 2 x)]
$$

Since $B$ is on (6) we have

$$
c(1-\cos 2 x)=[c(2 \pi-2 \alpha+\sin 2 x)-a] \tan \alpha
$$

which simplifies to

$$
\begin{equation*}
c=\frac{a}{2(\pi-a)} . \tag{x}
\end{equation*}
$$

We thus determine $c$, the radius of the generating circle, and by substitution in (3) and (5) obtain the extremal required.

### 8.6. The second variation

As in §8.2, we commence by keeping the end-point $A$ fixed and allowing $B$ to vary along the curve $\Gamma_{2}$. The result is easily generalized to allow for the displacement of $A$ along the curve $\Gamma_{1}$.

On varying (4), §8.2. from $B$ to $B^{\prime}$ and differencing we have

$$
\begin{align*}
& d^{2} I=\left\{F d^{2} x+\frac{d F}{d x}(d x)^{2}+2 \frac{\partial F}{\partial y} \delta y d x+2 \frac{c}{c} F^{\prime} \delta y^{\prime} d x\right\}_{b}+ \\
& +\int_{a}^{b}\left\{(\delta y)^{2} \frac{\partial^{2} F^{\prime}}{\partial y^{2}}+2 \delta y \delta y^{\prime} \frac{\dot{z}^{2} F}{\partial y c y^{\prime}}+\left(\delta y^{\prime}\right)^{2} \frac{\dot{c}^{2} F^{\prime}}{\partial y^{\prime 2}}+\right. \\
& \left.+\frac{\partial F^{\prime}}{\partial y} \delta^{2} y+\frac{\partial F^{\prime}}{\dot{c} y^{\prime}} \delta^{2} y^{\prime}\right\} d x . \tag{1}
\end{align*}
$$

The subscript $b$ and the symbol $\delta y$ have the meanings assigned to them in $\S 8.2$ and the interpretation of $d^{2} x$ will be obtained shortly, (5) below. The other terms are obtained as follows.

The terms $\frac{\partial F}{\partial y} \delta y d x+\frac{\partial F}{\partial y^{\prime}} \delta y^{\prime} d x$ occur once owing to the variation of $F_{b} d x_{b}$ from $B$ to $N$, Fig. VIII. 1, and again on differentiating the integral of (4), §8.2, and allowing for the change in the upper limit of integration $b$.

The term $\frac{d F}{d x}(d x)^{2}$ occurs owing to the variation of $F_{b} d x_{b}$ from $V$ to $B^{\prime}$, Fig. VIII. 1.

The integrand of (1) is obtained by differentiating the integrand of (4), §8.2, with respect to $\epsilon$.

On integrating the last term of (1) by parts and using the characteristic equation (6), §8.2, it follows that the last two


Again we may write ( 8 ) , § 8.2. in the form

$$
\begin{equation*}
d y=y^{\prime} d x+\delta y, \quad \text { at } \quad x=b \tag{2}
\end{equation*}
$$

where $d y$ denotes the change in the ordinate of $B$ when it is displaced along the curve $\Gamma_{2}$ to $B^{\prime}$. From (2) we deduce

$$
\begin{equation*}
d^{2} y \cdots y^{\prime} d^{2} x+y^{\prime \prime}(d x)^{2}+2 \delta y^{\prime} d x+\delta^{2} y, \quad \text { at } \quad x=b . \tag{3}
\end{equation*}
$$

On using these two equations to eliminate $\delta y$ and $\delta y^{\prime}$ from (1) we obtain
$d^{2} I$

$$
\begin{gather*}
=\left[F d^{2} x+\left(d^{2} y-y^{\prime} d^{2} x\right) \frac{c F}{\partial y^{\prime}}+\left(\frac{c F}{\partial x}-y^{\prime} \frac{\partial F}{\partial y}\right) d x^{2}+2 \frac{\hat{}}{\partial y} d y d x\right]_{b}+ \\
+\int_{a}^{\prime \prime}\left\{(\delta y)^{2} \frac{\delta^{2} F}{\partial y^{2}}+\because \delta y \delta y^{\prime} \frac{\hat{c}^{2} F}{\partial y \dot{c} y^{\prime}}+\left(\delta y^{\prime}\right)^{2} \frac{\tilde{c}^{2} F}{\partial y^{\prime 2}}\right\} d x . \tag{4}
\end{gather*}
$$

Suppose now that the coordinates of points on the curve $\Gamma_{2}$ are given in terms of a parameter $\dagger$, i.e. on $\Gamma_{2}$ we have $x=\phi(t)$ and $y=\psi(t)$. Denoting differentiation with respect to $t$ by a dot we have

$$
\begin{array}{ll}
d x=\dot{x} d t, & d^{2} x=\ddot{x} d t^{2}+\dot{x} d^{2} t \\
d y=\dot{y} d t, & d^{2} y=\ddot{y} d t^{2}+\dot{y} d^{2} t \tag{5}
\end{array}
$$

On inserting these values in (4) and using the transversality condition (10), §8.2, it is found, since $g_{2}^{\prime}=\dot{y}_{i}^{\prime} \dot{x}$, that the terms in $d^{2} t$ cancel. We are now able to divide (4) by ( $\left.d \epsilon\right)^{2}$ and make $d \epsilon$

[^52] tend to zero and then place $\epsilon=0$. The ordinate of the extremal is $y(x, 0)$ and that of the varied curve is $y(x, \epsilon)$, so that
$$
\delta y=\frac{\partial}{\partial \epsilon} y(x, \epsilon) d \epsilon .
$$

For brevity we shall write

$$
\lim _{d \epsilon \rightarrow 0} \frac{\delta y}{d \epsilon}=\eta, \quad \lim _{d \epsilon \rightarrow 0} \frac{\delta y^{\prime}}{d \epsilon}=\eta^{\prime}, \text { when } \epsilon=0 .
$$

We then deduce from (4) that $\left(\frac{d^{2} I}{d \epsilon^{2}}\right)_{\epsilon=0}$

$$
\begin{gather*}
=\left[F \ddot{x}+\left(\ddot{y}-y^{\prime} \ddot{x}\right) \frac{\partial F}{\partial y^{\prime}}+\left(\frac{\partial F}{c x}-y^{\prime} \frac{\partial F}{\partial y}\right) \dot{x}^{2}+2 \frac{\partial F}{\partial y} \dot{x} \dot{y}\right]\left(\frac{d t}{d \epsilon}\right)_{\substack{x=b \\
\epsilon=0}}^{2} \\
+\int_{a}^{b}\left\{\eta^{2} \frac{\dot{c}^{2} F}{\partial y^{2}}+2 \eta \eta^{\prime} \frac{\dot{c}^{2} F}{\dot{c y} y^{\prime} y^{\prime}}+\eta^{\prime 2} \frac{\partial^{2} F}{\partial y^{\prime 2}}\right\} d x . \tag{6}
\end{gather*}
$$

Here $\epsilon=0$ in all the terms of the equation, including those inside the integral sign and $x=: b$ in all terms of the expression* inside the square brackets.

It is now easy to allow for the additional variation of the other end-point $A$ along the curve $\Gamma_{1}$. If the coordinates of points on $\Gamma_{1}$ are expressed as functions of a parameter $\lambda$. then we must subtract from (6) a term analogous to that in square brackets but with $\dot{x}$ replaced by $d x ; d \lambda$, etc., $d t ; d \epsilon$ replaced by $d \lambda_{i}^{\prime} d \epsilon$, and with values taken at $x=a, \epsilon=0$. We shall denote the complete result by $I_{2}$, the terms in the square bracket of (6) by $\beta$, and the corresponding terms which arise for the variation of $A$ by $\alpha$. Further, we shall write $\dot{d}^{2} F^{\prime} / \hat{y} y^{2}=F_{\nu \nu} \dot{c}^{2} F / \partial y \partial y^{\prime}=F_{\nu v^{\prime}}$ and $\partial^{2} F / \partial y^{\prime 2}=F_{y^{\prime} \nu^{\prime}}$, all taken at $\epsilon=0$. Our final result is then

$$
\begin{equation*}
I_{2}=\beta\left(\frac{d \epsilon}{d \epsilon}\right)_{\substack{x=b \\ \epsilon=0}}^{2}-\alpha\left(\frac{d \lambda}{d \epsilon}\right)_{\substack{x=a \\ \bar{c}=0}}^{2}+\int_{a}^{b}\left\{\eta^{2} F_{\nu \nu}+2 \eta \eta^{\prime} F_{\nu \nu^{\prime}}+\eta^{\prime 2} F_{\nu^{\prime} \nu^{\prime}}\right\} d x \tag{7}
\end{equation*}
$$

For maximum or minimum 1 the quantity $I_{2}$ must maintain a constant sign for all permissible variations. Our next aim is to establigh a set of conditions sufficient to ensure such
constancy of sign. We can, with great advantage, use once again the ideas of $\$ \$ 2.2,2.3$, and 2.4.

### 8.7. The accessory equation

When the Eulerian characteristic equation (1), §8.3, has been solved $F_{\nu \nu}, F_{y \nu^{\prime}}$ and $F_{\nu^{\prime}, y^{\prime}}$ become known functions of $x$. We can then define the accessory equation (Jacobi's or the subsidiary characteristic equation) as in $\S 2.4$, namely

$$
\begin{equation*}
\left(F_{\nu y}-\frac{d F_{y v^{\prime}}}{d x}\right) u-\frac{d}{d x}\left(F_{\nu^{\prime} v^{\prime}} \frac{d u}{d x}\right)=0 . \tag{1}
\end{equation*}
$$

This is a second-order differential equation for $u$ so that the solution contains two arbitrary constants. It is the characteristic equation for the integral of (7). §8.6, if we take $x$ to be the independent and $\eta$ to be the dependent variable. Let

$$
y: \ldots s\left(x, c_{1}, c_{2}\right)
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants, be the solution of (1), $\S 8.3$. Then as in $\S 2 . s$ we can prove that $\partial y / \partial c_{1}$ and $\delta y_{j}^{\prime} \delta c_{2}$ are solutions of (1).

With the help of (1) and some simple, but lengthy, transformations we can express $I_{2}$ in a form whose sign is easily determined. Writing

$$
\begin{equation*}
2 \Omega \quad \quad \eta^{2} F_{\nu \nu}+2 \eta \eta^{\prime} F_{\nu \nu^{\prime}}+\eta^{\prime 2} F_{\nu^{\prime} \nu^{\prime}} \tag{2}
\end{equation*}
$$

and observing that $\Omega$ is homogeneous in $\eta$ and $\eta^{\prime}$ of degree two, we have

$$
\begin{align*}
\int: \Omega \Omega d x & -\int\left(\eta \frac{\partial \Omega}{\partial \eta}+-\eta^{\prime} \frac{\partial \Omega}{\partial \eta^{\prime}}\right) d x  \tag{3}\\
& =\eta \frac{\partial \Omega}{\partial \eta^{\prime}}+\int \eta\left\{\frac{\partial \Omega}{\partial \eta}-\frac{d}{d x}\left(\frac{\partial \Omega}{\partial \eta^{\prime}}\right)\right\} d x \tag{4}
\end{align*}
$$

on integration by parts. Hence, from (2), we have

$$
\begin{align*}
\int 2 \Omega d x & =\eta \frac{\partial \Omega}{\partial \eta^{\prime}}+\int \eta\left\{\left(\eta F_{\nu \nu}+\eta^{\prime} F_{y y^{\prime}}\right)-\frac{d}{d x}\left(\eta F_{y \nu^{\prime}}+\eta^{\prime} F_{\nu^{\prime} \nu^{\prime}}\right)\right\} d x \\
& =\eta \frac{\partial \Omega}{\partial \eta^{\prime}}+\int \eta\left\{\left(F_{y \nu}-\frac{d F_{y \nu^{\prime}}}{d x}\right) \eta-\frac{d}{d x}\left(\eta^{\prime} F_{\nu^{\prime} \nu^{\prime}}\right)\right\} d x \tag{5}
\end{align*}
$$

Now if $u$ is a solution of (1) and $u^{\prime}$ is its derivative we may re-write (5) in the form

$$
\int 2 \Omega d x=\eta \frac{\partial \Omega}{\partial \eta^{\prime}}+\int \frac{\eta}{u}\left\{\eta \frac{d}{d x}\left(u^{\prime} F_{\nu^{\prime} y^{\prime}}\right)-u \frac{d}{d x}\left(\eta^{\prime} F_{\nu^{\prime} y^{\prime}}\right)\right\} d x .
$$

After integration by parts we have
$\int 2 \Omega d x=\eta \frac{\partial \Omega}{\partial \eta^{\prime}}+\left(\eta^{2} \frac{u^{\prime}}{u}-\eta \eta^{\prime}\right) F_{\nu^{\prime} y^{\prime}}-\int F_{\nu^{\prime} \nu^{\prime}}\left\{u^{\prime} \frac{d}{d x}\left(\frac{\eta^{2}}{u}\right)-\eta^{\prime 2}\right\} d x$.
This. in turn, reduces to

$$
\begin{equation*}
\int 2 \Omega d x=\frac{\eta^{2}}{u}\left(u F_{\nu y^{\prime}}+u^{\prime} F_{y^{\prime} y^{\prime}}\right)+\int F_{\nu^{\prime} v^{\prime}}\left(\eta^{\prime}-\frac{u^{\prime}}{u} \eta\right)^{2} d x \tag{6}
\end{equation*}
$$

where the terms not inside the integral have values corresponding to the end points of the arc of integration. The quantity $\eta$ has been defined in $\S 8.6$ as equal to $\lim _{d \epsilon \rightarrow 0} \frac{\delta y}{d \epsilon}$, when $\epsilon \therefore 0$. Hence from (8). § 8.2 it follows that

$$
\left.\begin{array}{ll}
\text { at } x=a & \eta=\left(g_{1}^{\prime}-y^{\prime}\right) \frac{d x}{d \lambda} \frac{d \lambda}{d \epsilon} \\
\text { and at } x=b & \eta=\left(g_{2}^{\prime}-y^{\prime}\right) \dot{x} \frac{d t}{d \epsilon} \cdot \tag{7}
\end{array}\right\}
$$

We now choose two solutions of the accessory equation (1), $u_{1}(x)$ and $u_{2}(x)$. For brevity these will be denoted by $u_{1}$ and $u_{2}$ and their derivatives by $u_{1}^{\prime}$ and $u_{2}^{\prime}$ respectively. Since (1) is a second-order differential equation we may choose each of these solutions to satisfy the following two conditions:
at $A$,
at $B$,

$$
\begin{align*}
& x=a, u_{1}=\left(g_{1}^{\prime}-y^{\prime}\right) \frac{d x}{d \lambda} ; \\
& \left(u_{1} F_{\nu \nu^{\prime}}+u_{1}^{\prime} F_{\nu^{\prime} \nu^{\prime}}\right)\left(g_{1}^{\prime}-y^{\prime}\right) \frac{d x}{d \lambda}=-\alpha  \tag{8}\\
& x=b, u_{2}=\left(g_{2}^{\prime}-y^{\prime}\right) \dot{x} ; \\
& \left.\left(u_{2} F_{\nu \nu^{\prime}}+u_{2}^{\prime} F_{y^{\prime} \nu^{\prime}}\right)\left(g_{2}^{\prime}-y^{\prime}\right) \dot{x}=-\beta,\right)
\end{align*}
$$

where $\alpha$ and $\beta$ are the quantities employed in (7), § 8.6.

In (6) take $u=u_{1}, a \leqslant x<c, u=u_{2}, c<x \leqslant b$. We obtain

$$
\begin{align*}
\int_{a}^{b} 2 \Omega d x= & \alpha\left(\frac{d \lambda}{d \epsilon}\right)^{2}-\beta\left(\frac{d t}{d \epsilon}\right)^{2}+\left\{\frac{\eta^{2}}{u_{1} u_{2}}\left(u_{1}^{\prime} u_{2}-u_{1} u_{2}^{\prime}\right) F_{y^{\prime} y^{\prime}}\right\}_{x=c}+ \\
& +\int_{a}^{c} F_{\nu^{\prime} \nu^{\prime}}\left(\eta^{\prime}-\frac{u_{1}^{\prime}}{u_{1}} \eta\right)^{2} d x+\int_{c}^{b} F_{\nu^{\prime} \nu^{\prime}}\left(\eta^{\prime}-\frac{u_{2}^{\prime}}{u_{2}} \eta\right)^{2} d x . \tag{9}
\end{align*}
$$

In all terms $\epsilon \ldots(1)$ and inside the brackets $\} x=c$, as indicated by the subscript. Combining ( 7 ), $\S 8.6$, with (2) and (9) we finally obtain

$$
\begin{align*}
I_{2}:=\left\{\frac{\eta^{2}}{u_{1} u_{2}}\left(u_{1}^{\prime} u_{2}-u_{1} u_{2}^{\prime}\right) F_{y} \nu^{\prime}\right\}_{x-c} & +\int_{a}^{c} F_{\nu^{\prime} \nu^{\prime}}\left(\eta^{\prime}-\frac{u_{1}^{\prime}}{u_{1}} \eta\right)^{2} d x+ \\
& +\int_{c}^{b} F_{y^{\prime} \nu^{\prime}}\left(\eta^{\prime}-\frac{u_{2}^{\prime}}{u_{2}} \eta\right)^{2} d x . \tag{10}
\end{align*}
$$

In this expression $\eta$ is any permissible variation satisfying the end conditions ( 8 ), $u_{1}$ and $u_{2}$ are solutions of the accessory equation (1), and, as indicated by the subscript, in terms outside the integral signs, we must have $x=c, a \leqslant c \leqslant b$.

The accessory equation (1) is a special case of a type of differential equation known as Sturm-Liouville equations. Some properties of the solutions of these equations have been obtained in $\S 2.18$ and one important property is that $\left(u_{1}^{\prime} u_{2}-u_{1} u_{2}^{\prime}\right) F_{y^{\prime} v^{\prime}}$ is constant.

### 8.8. Focal points

Consider $u_{1}(x)$, that solution of the accessory equation (1), §8.7, which satisfies the end conditions (8), §8.7, at the point $x=a$. A point $P$ on the extremal is said to be a focal point of $\Gamma_{1}$ when its abscissa is a zero of $u_{1}(x)$. Similarly for focal points of $\Gamma_{2}$. These are points of the extremal whose abscissae are zeros of $u_{2}(x)$, where $u_{2}(x)$ is that solution of (1), $\S 8.7$, which satisfies the end conditions ( 8 ), $\S 8.7$, at the point $B, x=b$.

Focal points play in variable end point theory the part played by conjugate points in fixed end point theory, see § 2.6. If one
of the end points, e.g. $A$, is fixed the end conditions at $x=a,(8)$, $\S 8.7$, are replaced by $u_{1}(a)=0$ and the focal points for $\Gamma_{1}$ then become the conjugate points of $A$.

Suppose that there exists a focal point of $I_{1}$ at $x=c$, where $a \leqslant c \leqslant b$. Then $u_{1}(c)=0$ and so a permissible choice for $\eta$ is

$$
\eta=u_{1}(x), \quad a \leqslant x \leqslant c, \quad \eta=0, \quad c<x \leqslant b
$$

For the necessary end condition at $A .(7), \$ 8.7$, is satisfied and the other end $B$ can be kept fixed. From (10), §8.7, it follows that $I_{2}=0$ and therefore that when $I \because \int_{a}^{b} F\left(x, y, y^{\prime}\right) d x$ is stationary its first and second variations vanish. For such a case the value of $\delta I$ will then depend upon the third variation which, for sufticiently small $\epsilon$. contains terms of the type $\boldsymbol{e}^{3}$. Consequently $\delta I$ cannot in general maintain the constant sign required at a maximum or minimum value of $I$. To obtain a maximum or minimum value of $I$ we must therefore exclude all focal points from the arc $A B$ of the extremal.

If one end point. e.g. $A$. is fixed, these arguments show that the conjugate points of $A$ must be excluded from the are $A B$ of the extremal as in $\$ 2.6$.

The results obtained so far can be summed up in the following theorem:

Theorem 16. If the end points of the arc of integration of $I=\int_{a}^{b} F\left(x, y, y^{\prime}\right) d x$ can be displaced along prescribed curves, then to ensure that I has a maximum or minimum value the following ronditions must be satisfied in addition to those of Theorem 15, §8.3:
(iv) No focal points of either of the prescribed curves $\Gamma_{1}, \Gamma_{2}$ exist uithin or at either end of the extremal arc $A B$.
(v) If $u_{1}(x)$ and $u_{2}(x)$ are solutions of the accessory equation (1), §8.7, satisfying the end conditions ( 8 ) $\S 8.7$, then

$$
\left\{u_{1}(x) u_{2}(x)-u_{1}(x) u_{2}(x)\right\}
$$

has the same sign as $u_{1}(x) u_{2}(x)$ throughout the range of integration $A B$.
(vi) $\partial^{\mathbf{2}} F / \partial y^{\prime 2}\left(=F_{y^{\prime} \nu^{\prime}}\right)$ maintains constant sign throughout this range.
(vii) The Bliss condition. This deals with the case when the focal points lie outside the arc AB and on the same side of it, as in Figs. VIII. 3 and VIII. 4, where $S_{1}$ and $S_{2}$ are, respectively, the focal points of $\Gamma_{1}$ and $\Gamma_{2}$. On traversing the extremal in the direction from $A$ to $B$ the condition requires that the order of the points $A, B, S_{1}, S_{2}$, should be either $A B S_{2} S_{1}$, as in Fig. VIII. 3, or $S_{2} S_{1} A B$, as in Fig. VIII. 4. Pussibilities such as $A B S_{1} S_{2}$ and $S_{1} S_{2} A B$ must be cxcluted.
W'ith these conditions fulfilled I has a maximum when $F_{\nu^{\prime} v^{\prime}}$ is negatice and a minimum when it is positice.
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The proof of the necessity of the Bliss condition will be postponed to §8.14. The necessity of the other conditions is evident from the form of (10).s8.7. For the exclusion of the focal points together with (v) and (vi) ensure that $I_{2}$ is positive definite if $F_{y^{\prime} p^{\prime}}$ is positive, and negative definite if it is negative.

### 8.9. The determination of focal points, (i) Geometrical

The method of envelopes, used in $\$ 2.9$ for conjugate points, can be applied with equal facility to the problem of finding the positions of focal points.

Since the Eulerian characteristic equation (1), $\$ 8.3$ is of the second order, it follows that the extremals form a two-parameter family of curves with equations of the form

$$
\begin{equation*}
y=s\left(x, c_{1}, c_{2}\right) \tag{1}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants. Suppose that those members of ( 1 ) which satisfy one of the transversality conditions,
say (2), § 8.3, possess an envelope. Then we can prove that the focal points of $\Gamma_{2}, B$ 's displacement curve, are at the points of contact of the extremal and the envelope.

To prove this let a neighbouring curve to (1) have the equation

$$
\begin{align*}
y & =s\left(x, c_{1}+\delta c_{1}, c_{2}+\delta c_{2}\right)  \tag{2}\\
& =s\left(x, c_{1}, c_{2}\right)+\frac{a y}{c c_{1}} \delta c_{1}+\frac{\partial y}{\partial c_{3}} \delta c_{2} . \tag{3}
\end{align*}
$$

where terms containing $\delta c_{1}^{2}, \delta c_{1} \delta c_{2} . \delta c_{2}^{2}$ and higher powers are neglected.

Since $\frac{\partial y}{c c_{1}} \delta c_{1}+\frac{\partial y}{\partial c_{2}} \delta c_{2}$ is the difference between the ordinates of two neighbouring curves it may be denoted by $\delta y$, defined in §8.2. Again, since $\bar{y} y$ c $c_{1}$ and ${ }^{2} y c c_{2}$ both satisfy the accessory equation (1). $\$ 8.7$, see $\$ 2.8$ for proof, then $\delta y$ must also satisfy (1), §8.7. We may then write

$$
\begin{equation*}
\frac{\partial y}{\partial c_{1}} \delta c_{1}+\frac{\hat{c} y}{\partial c_{2}} \delta c_{2}=\delta y \cdots u_{2} d t \cdots u_{2}^{d t} \delta \epsilon . \tag{4}
\end{equation*}
$$

where (i) $t$ is the parameter in terms of which the coordinates of points on $\Gamma_{2}$ are expressed, (ii) $\epsilon$ is as defined in $\S x .2$, and (iii) $u_{2}$ is a solution of (1). § \$.7.

Evidently the points of intersection of (1) and (2) occur at the zeros of $u_{2}$. But a solution of (1), §x.7. which satisfies the conditions ( $X$ ), § $\times .7$, at $x \cdots h$ has its zeros at the focal peints of $\Gamma_{2}$. Hence, if we can prove that $u_{2}$ satisfies these conditions, then (1) and (2) must, in the limit. intersect at the focal points of $\Gamma_{2}$.

To prove that $u_{2}$ satisfies the first of these conditions we combine (4) above and ( 8 ), § s.2. when it follows immediately that

$$
\begin{equation*}
u_{2}=\left(g_{2}^{\prime}-y^{\prime}\right) \dot{x} \tag{5}
\end{equation*}
$$

at $x=b$. Hence $u_{2}$ satisfies the first condition.
To prove that $u_{2}$ satisfies the second of the conditions,

$$
\begin{equation*}
\left(u_{z} F_{y y^{\prime}}+u_{z}^{\prime} F_{v^{\prime} v^{\prime}}\right) u_{z}=-\beta \tag{8}
\end{equation*}
$$

at $x=b$, is much more difficult. The method of proof is as follows: Since $\Gamma_{2}$ is transversal to (1) at $B$, where $x=b$, and
transversal to (2) at $B^{\prime}$, Fig. VIII. 1, we have two transversality conditions,

$$
\begin{equation*}
F+\left(g_{2}^{\prime}-y^{\prime}\right) \frac{\partial F}{\partial y^{\prime}}=0 \tag{7}
\end{equation*}
$$

at $B$ and a corresponding one at $B^{\prime}$. On subtracting one of these equations from the other, dividing by $d t$, and proceeding to the limit $d t \rightarrow 0$, we obtain (6). This procedure is evidently equivalent to differentiating the left-hand side of (7). Or, on eliminating ( $g_{2}^{\prime}-y^{\prime}$ ) by means of (4) and (5), we may vary $F d x+\delta y \frac{\partial F}{\partial y^{\prime}}$ from $B$ to $B^{\prime}$ and then insert $x=-b$.

This variation, which arises from the displacement of $B$ to $B^{\prime}$, can be performed in two stages. The first stage is due to the displacement from $B$ to $N$, Fig. VIII. I, and here we must allow for the change in the ordinate from $y$ to $y+\delta y$ together with the consequential changes in $\delta y^{\prime}$. The second stage is due to the displacement from $N^{\prime}$ to $B^{\prime}$, Fig. VIII. I and here we allow for the change from $x$ to $x+\delta x$. The results are tabulated below. where the expression to be varied is in the first column. the variation in the first stage is in the second column. and that in the second stage is in the third column.

| $F \cdot d x$ | $c^{\prime} \underset{c y}{-\delta y d x+\frac{c F}{c y} ; \delta y^{\prime} d x}$ | $F d^{2} x+\frac{d F}{d x}(d x)^{2}$ |
| :---: | :---: | :---: |
| $\delta y$ | $\delta^{2} y$ | $\delta y^{\prime} d x$ |
| $i v$ $i y$ | $i^{2} F=\frac{\dot{c}^{2} F}{\dot{c} y y^{\prime}} \delta y y^{\prime}$ | $\frac{d}{d x}\left(\frac{\partial F}{c y}\right) d x$ |

From the characteristic equation we can write $\frac{d}{d x}\left(\frac{c F}{\partial y^{\prime}}\right)=\frac{\bar{c} F}{\partial y}$ in the last term of the third row.

On using this table the result of varying

$$
F d x+\delta y \frac{\partial k}{\partial y}
$$

is to give us a number of terms which we classify into three groups ( $a$ ), (b), and (c). Group (a) contains all the terms inside the brackets $\left\}_{0}\right.$ of (1), §8.6. group (b) consists of the term $\frac{\partial F}{\partial y^{\prime}} \delta^{2} y$, which arises from (1), $\S 8.6$, from integration by parts, and group ( $c$ ) consists of the terms

$$
\delta y\left(\frac{\partial^{2} F}{\partial y \partial y^{\prime}} \delta y+\frac{\partial^{2} F}{\partial y^{\prime 2}} \delta y^{\prime}\right) .
$$

On dividing by $d t^{2}$ and proceeding to the limit, from (4), the terms of group (c) lead to the left-hand side of ( 6 ) and. from the analysis of §8.6, the terms of groups ( $a$ ) and (b) sum to the expression denoted there by $\beta$. Hence $u_{2}$ satisfies conditions ( S ), $\S 8.7$, at $x=b$, and the focal points of $\Gamma_{2}$ must be at the limiting points of intersection of (1) and (2). The envelope property stated at the commencement of this section then immediately follows.
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An illustration is given by the problem of finding the shortest distance between two coplanar curves $\Gamma_{1}$ and $\Gamma_{2}$. The integral to be minimized is $\int\left(1+y^{\prime 2}\right)^{t} d x$ and the extremals are members of the family of straight lines $y=r_{1} x ; r_{2}$. Example 1.§8.4, shows that when the extremals satisfy the transversality conditions they are normal to $\Gamma_{1}$ and $\Gamma_{2}$.

Consider now the family of atraight lines normal to $\Gamma_{1}$. They all touch the evolute of $\Gamma_{1}$. Consequently the focal point of $\Gamma_{1}$ for an extremal intersecting it at $A$ is $S_{1}$, the centre of curvature of $A$ for $\Gamma_{1}$ (Fig. VIII. 5). Let $A B$ be a common normal to $\Gamma_{1}$ and $\Gamma_{2}$ with $S_{2}$ the centre of curvature of $\Gamma_{2}$ at $B$, Fig. WIII. 5 . Then $A B$ is the required minimum distance if (i) $S_{1}$ and $S_{2}$ lie outside the segment $A B$ and (ii) the Bliss condition of Theorem 18, $\$ 8.8$, is satisfied.

This example illustrates the fact that the position of the focal
points depends upon the curvature of the transversals. It has been shown $\dagger$ that as the focal point of $\Gamma_{1}$ varies from $A$ to the first conjugate of $A$, then the radius of curvature of $\Gamma_{1}$ at $A$ varies from $-\infty$ to $+\infty$.

### 8.10. The determination of focal points, (ii) Analytical

The abscissue of focal points are the zeros of a function $u(x)$ which satisfies (i) the accessory equation (1), § 8.7, and (ii) one of the pair of end conditions ( 8 ). § 8.7. We shall illustrate this by means of a catenary problem similar to the ones discussed in $\$ 1.7,2.11$, and 2.13 , but with one end point variable.

A uniform flexible heavy string has one end coiled and lying on a horizontal plane and the other end $B$ attached to a small smooth ring of negligible mass. The string rises vertically from the coil and passes over a fixed small smooth peg $A$ before reaching $B$. If the ring can slide on a fixed straight line situated in a vertical plane through $A$. find the equilibrium position of the string.

The potential energy of the arc $A B$ is a constant multiple of

$$
\begin{equation*}
I \cdots \int_{A}^{B} y\left(1+y^{\prime 2}\right)^{i} d x=\int_{A}^{B} F d x, \tag{1}
\end{equation*}
$$

where the positive value of the root is taken. When the string is in stable equilibrium this integral must be a minimum.

The characteristic equation for (1) has already been obtained in § 1.7. where it is show that the extremals are catenaries whose equations are

$$
\begin{equation*}
y=c \cosh \left(\frac{x+d}{c}\right) \tag{2}
\end{equation*}
$$

where $c$ and $d$ are arbitrary constants. Example $1, \S 8.4$, shows that the transversality condition is satisfied if the given straight line is normal to the catenary (2) which passes through $A$. The coordinates of $A$ and the equation of this line then suffice to determine the values of $c$ and $d$.

[^53]From $\$ 2.8$ it follows that the solutions of the accessory equation (1), § 8.7, are

$$
\begin{equation*}
\frac{\partial y}{\partial d}=\sinh \left(\frac{x+d}{c}\right) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial y}{c c}=\cosh \left(\frac{x+d}{c}\right)-\frac{x+d}{c} \sinh \left(\frac{x+d}{c}\right) . \tag{4}
\end{equation*}
$$

We may therefore define $u_{2}(x)$, a general solution of the accessory equation, as follows:

$$
u_{2}(x)=p \sinh \left(\frac{x+d}{c}\right)+q\left\{\cosh \binom{x+d}{c}-\begin{array}{c}
x+d  \tag{5}\\
c
\end{array} \sinh \binom{x+d}{\hdashline}\right\},
$$

where $p$ and $q$ are arbitrary constants.
In this problem $\Gamma_{2}$ is the given straight line and for its parametric equations we take

$$
\begin{equation*}
x-a+t \cos 2: \quad y-t \sin 2 \tag{6}
\end{equation*}
$$

Evidently

$$
\begin{equation*}
\dot{x} \because \cos x, \quad \dot{y}=\cdots \sin x . \quad \ddot{x}=\ddot{y} \quad 0 . \tag{i}
\end{equation*}
$$

From example 1, \& 8.4, the transversality condition is satisfied if $\Gamma_{2}$ and the extremal intersect orthogonally at $B$. We can therefore draw up the following table of values at $B$ :

From $\$ x .6$ we can determine $\beta$, which is equal to the expression inside the square brackets of (6), §8.6. Using (7) and (8) it follows that

$$
\begin{align*}
\beta & { }_{\partial}^{\dot{c} F^{\prime}}\left(2 \dot{x} \dot{y} \dot{y}-y^{\prime} \dot{x}^{2}\right) \\
& =\cos x+\cos x \operatorname{cosec}^{2} x . \tag{9}
\end{align*}
$$

Applying these results to the end conditions ( $s$ ) $. \S \times .7$, we have

$$
\begin{align*}
u_{2}(b)=\left(g_{2}^{\prime}-y^{\prime}\right) \dot{x} & =(\tan x+\cot x) \cos x \\
\cdots & \operatorname{cosec} x \tag{10}
\end{align*}
$$

and

$$
\begin{equation*}
\left\{u_{2}(b) F_{y y^{\prime}}+u_{z}^{\prime}(b) F_{y^{\prime} v}\right\}\left(g_{z}^{\prime}-y^{\prime}\right) \dot{x}=\ldots \beta, \tag{11}
\end{equation*}
$$

where $g_{2}^{\prime}$ is the slope of the given line. Solving these equations for $u_{2}^{\prime}(b)$ we obtain, after some simplification,

$$
\begin{equation*}
u_{2}^{\prime}(b)=-\frac{1}{c} \cot \alpha . \tag{12}
\end{equation*}
$$

The constants $p$ and $q$ of (5) can now be calculated. By choosing a point underneath the vertex of the catenary as the origin we make $d=0$ and simplify the calculations without loss of generality. We then have at the point $x=b$

$$
\begin{align*}
p \sinh \binom{\frac{b}{c}}{c}+q\left\{\cosh \left(\frac{b}{c}\right)-\frac{b}{c} \sinh \frac{b}{c}\right\} & =\operatorname{cosec} x,  \tag{13}\\
\underset{c}{p} \cosh \left(\frac{b}{c}\right)+\frac{q}{c}\left\{-\frac{b}{c} \cosh \left(\frac{b}{c}\right)\right\} & =-\frac{1}{c} \cot x . \tag{14}
\end{align*}
$$

On noting that at $x$. $b$ the slope of the catenary is $\sinh (b / c)$ it follows that $\sinh (b c) \quad y^{\prime}:=-\cot a . \cosh (b, r)=\operatorname{cosec} a$. From (13) and (14) we then ohtain

$$
\begin{align*}
& q \cdot \sin ^{2} x  \tag{15}\\
& \left.p=\sin ^{2} x^{b}\left(\begin{array}{l}
b \\
c
\end{array}+\sinh \binom{b}{c} \cosh \left(\frac{b}{c}\right)\right\},\right\}
\end{align*}
$$

Finally from (5) the equation for abscissa of the focal points, $u_{2}(x)=0$. becomes

$$
\left(\begin{array}{l}
h  \tag{16}\\
c
\end{array}+\sinh \binom{h}{c} \cosh \binom{d}{c}\right) \sinh ^{x}+\cosh \binom{x}{c}-\frac{x}{c} \sinh \left(\frac{x}{c}\right)=0 .
$$

This equation can be given an interesting geometrical interpretation. If the normal at $B$ to the catenary $y=c \cosh (x, c)$, Fig. VIII. 6. meets the directrix at $G$, and $O$ is the origin, then

$$
\begin{equation*}
O\left(\dot{x} \ldots b+c \sinh \left(\frac{b}{c}\right) \cosh \binom{b}{c} .\right. \tag{17}
\end{equation*}
$$

If the tangent at $S$. a focal point of $B G$. meets the directrix at $G_{1}$, then

$$
\begin{equation*}
O C_{1}=x-\frac{y}{\left(1+y^{\prime 2}\right)^{1}} \tag{18}
\end{equation*}
$$

where $x$ is the abscissa of $S$. From the equation of the catenary we obtain

$$
\begin{equation*}
O G_{1}=x-c \frac{\cosh (x / c)}{\sinh (x / c)}=O G \tag{19}
\end{equation*}
$$

from (16) and (17). Consequently the tangent at $S$, the normal at $B$ and the directrix are concurrent at $G$. Since there are two tangents from $G$ to the catenary there are two focal points.
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If $C$ is conjugate to $B$, then the tangents at $B$ and $C$ intersect on the directrix. $\S 2.13$, and so one of the focal points. $S$, lies between $C$ and $B$ and the other, $S^{\prime}$. lies outside the are (' $B$. see Fig. VIII. 6. The appropriate focal point of $B G$ is $S$ when $A$ lies between ( and $B$ and $S^{\prime}$ when $B$ lies between ( $\mathfrak{}$ and $A$.
On taking the positive value of the root it follows that

$$
F_{v, v} \cdots y\left(1+y^{\prime 2}\right)^{-1}
$$

is positive at all points of the catenary. Hence the integral $I$ of (1) has a minimum if $A$ lies between $S$ and $B$ or between $B$ and $S^{\prime}$ (Fig. VIII. 6).

### 8.11. Hilbert's integral

Important deductions can be made from the results obtained in \$8.2. We consider, as before,

$$
\begin{equation*}
I==\int_{A}^{B} F\left(x, y, y^{\prime}\right) d x=\int_{i}^{B} F^{\prime} d x \tag{1}
\end{equation*}
$$

where $A$ is a fixed end point and $B$ can be displaced along the curve $\Gamma_{2}$ whose equation is $y:=g_{2}(x)$. If $F$ satisfies the Eulerian equation (6). §8.2, so that the curve $A B$ is an extremal, then (9), §8.2, states that

$$
\begin{equation*}
\delta I=\left\{F+\left(g_{2}^{\prime}-y^{\prime}\right) \frac{\partial F}{\partial y^{\prime}}\right\} d x_{x \times b} \tag{2}
\end{equation*}
$$

where $g_{2}^{\prime}$ and $y^{\prime}$ are respectively the slopes of $\Gamma_{2}$ and the extremal at $B, x=b$. Terms containing $\epsilon^{2}$ and higher powers have been neglected.

Equation (2) is easily generalized to the case when $A$ is no
longer fixed but can be displaced along the curve $\Gamma_{1}$ whose equation is $y=g_{1}(x)$. The result is

$$
\begin{equation*}
\delta I=\left\{F+\left(g_{2}^{\prime}-y^{\prime}\right) \frac{\dot{c} F}{\partial y^{\prime}}\right\} d x_{2}-\left\{F+\left(g_{1}^{\prime}-y^{\prime}\right) \frac{\partial F}{\partial y^{\prime}}\right\} d x_{1} \tag{3}
\end{equation*}
$$

where the subscripts 1 and 2 denote, respectively, values taken at $A, x=a$, and $B, x=b$. If $A$ is displaced to $A^{\prime}$, a neighbouring
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point on $\Gamma_{1}$, and $B$ to $B^{\prime}$. a neighbouring point on $\Gamma_{2}$ then we also have (Fig. VIII. 7)

$$
\begin{equation*}
\delta I \cdots \int_{i}^{H^{\prime}} F\left(x, y \cdot y^{\prime}\right) d x-\int_{i}^{B} F\left(x \cdot y \cdot y^{\prime}\right) d x . \tag{4}
\end{equation*}
$$

where the ares $A B$ and $A^{\prime} B^{\prime}$ are both extremals.
('onsider now a displacement of the whole are $A B$ in which (i) $A$ is displaced along $\Gamma_{1}$ to $\left('\right.$ and $B$ along $\Gamma_{2}$ to $D$ (Fig. VIII. 7), and (ii) the are $A B$ remains an extremal, i.e. its equation satisfies the Eulerian equation (6). $\$ 8.2$, in all intermediate positions. Then (3) holds throughout the displacement. We deduce that

$$
\begin{align*}
& \int_{\dot{B}}^{D} F\left(x, y, y^{\prime}\right) d x-\int_{A}^{B} F\left(x, y, y^{\prime}\right) d x \\
& \quad=\int_{B}^{n}\left\{F+\left(g_{2}^{\prime}-y^{\prime}\right) \frac{\partial F}{\partial^{\prime} y^{\prime}}\right\} d x_{2}-\int_{A}^{C}\left\{F+\left(g_{1}^{\prime}-y^{\prime}\right) \frac{\partial F}{\partial y^{\prime}}\right\} d x_{1} \tag{5}
\end{align*}
$$

where the subscripts 1 and 2 denote integration along the curves $\Gamma_{1}$ and $\Gamma_{2}$ respectively. On writing

$$
\begin{equation*}
I_{1}^{*}=\int\left\{F+\left(g_{1}^{\prime}-y^{\prime}\right)^{\frac{a}{\partial y^{\prime}}}\right\} d x_{1} \tag{6}
\end{equation*}
$$

and similarly for $I_{2}^{*},(5)$ becomes

$$
\begin{equation*}
I(C D)-I(A B)=I_{1}^{*}(B D)-I_{2}^{*}(A C) \tag{7}
\end{equation*}
$$

where the letters inside the brackets denote the end points of the range of integration in each case. The integral $I^{*}$ is known as Hilbert's integral.

We can make $C$ coincide with $D$ and $A$ with $B$ without making the paths $A C$ and $B D$ coincide with each other. From (7) we then have $I^{*}(B D)=: I^{*}(A C)$, which indicates that the value of $I^{*}$ is in general, independent of the path of integration. This
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fundamental property of Hilbert's integral cannot be adequately discussed without the concept of a 'field' introduced in the next section. We shall therefore post pone the general discussion of $I^{*}$ until § 8.13 and deal only with some special cases in this section.

Consider a one-parameter family of extremals passing through a fixed point $A$ and possessing an envelope. In Fig. VIII. \& AB and $A D$ are two members of the family touching their envelope ${ }^{\circ}$ $B D$ at $B$ and $D$ respectively. We can displace the are $A B$ to $A D$ through a series of intermediate extremals each of which passes through $A$ and touches the envelope BD. Such a displacement satisfies the requirements of (5) in the special case when $A$ and $C$ coincide. Now along the envelope we have $g_{2}^{\prime}==y^{\prime}$, so that in this case (5) reduces to

$$
\begin{equation*}
\int_{A}^{D} F\left(x, y, y^{\prime}\right) d x=\int_{A}^{B} F\left(x, y, y^{\prime}\right) d x+\int_{B}^{D} F\left(x, y, y^{\prime}\right) d x \tag{8}
\end{equation*}
$$

where the first two integrals are taken along the extremals $A D$ and $A B$ respectively and the last along the envelope.

An example of a one-parameter family of extremals passing through a point occurs when a particle is projected under gravity
from a given point $A$ with given initial speed $u$. By varying the direction of projection we obtain different members of the family. This was discussed in $\$ \$ 1.8,2.10$, and 2.14 where, by means of the principle of least action, it was proved that the trajectories are extremals of the integral

$$
\int\left(u^{2}-2 g y\right)^{\frac{1}{( }}\left(1+y^{\prime 2}\right)^{\frac{1}{2}} d x .
$$

Restricting ourselves to one vertical plane through $A$. the extremals are found to be a family of parabolas passing through $A$, each touching another parabola having $A$ as a focus. The axis of the enveloping parabola is the vertical through $A$ and its latus rectum is $2 u^{2}: g$. Equation ( 8 ), with

$$
F\left(x, y, y^{\prime}\right) \cdots\left(u^{2}-2 g y\right)^{\frac{1}{2}}\left(1+y^{\prime 2}\right)^{4}
$$

holds for such a system.
Equation ( 8 ) can be generalized in a very interesting manner. If the extremals and their slopes $y^{\prime}$ are known at every point we can solve the first-order differential equation

$$
\begin{equation*}
F^{\prime}+\left(y^{\prime}-y^{\prime}\right) \frac{\hat{c} F^{\prime}}{\partial y^{\prime}}=0 \tag{9}
\end{equation*}
$$

for $g$. A one-parameter family of curves is then obtained, one curve passing through each point of the plane. By the definition of $\S 8.2$ the member of this family which passes through $P$ is transversal to the extremal through $P$. If the arc $A C$ of (5) is one of the curves of the family defined by (9). i.e. if we take $g_{1}^{\prime} \cdots g^{\prime}$, then the last integral of (5) vanishes.

C'onsider now a one-parameter family of extremals possessing an envelope and let $A B,(1)$ be two of the members touching the envelope at $B$ and $D$ respectively. If in (5) the arc $A B$ is displaced to (' $D$ ) so that $\Gamma_{1}$, the displacement curve of $A$, is one of the transversals defined by (9) and $\Gamma_{2}$ is the envelope $B 1$ ) on which $g_{2}^{\prime}=y^{\prime}$, see Fig. VIII. 9, then we obtain

$$
\begin{equation*}
\int_{C}^{D} F^{\prime}\left(x, y, y^{\prime}\right) d x=\int_{A}^{B} F\left(x, y, y^{\prime}\right) d x+\int_{B}^{D} F\left(x, y, y^{\prime}\right) d x \tag{10}
\end{equation*}
$$

The first two of these integrals are taken along the extremals and the third along the envelope.

Equation (10) contains as a special case the well-known
'unwrapping' relation between a curve and its evolute. Let $F\left(x, y, y^{\prime}\right)=\left(1+y^{\prime 2}\right)^{\frac{1}{2}}$ so that $I=\int\left(1+y^{\prime 2}\right)^{\prime} d x=\int d s$ and the extremals are therefore straight lines. Epuation ( $\theta$ ) reduces to $g^{\prime} y^{\prime}+1=0$, showing that the lines are normal to $\Gamma_{2}$. Hence
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during the displacement from $A B$ to ('D) we have a series of lines normal to the arc $A C^{\prime}$ and so touching the evolute of $A C^{\prime}$. Equation (10) then becomes

$$
\begin{equation*}
\text { ('D) } A B+\operatorname{arc} B D \text {. } \tag{11}
\end{equation*}
$$

a relation which expresses the well-known fact that a curve can be obtained by unwrapping a string from its evolute (Fig. VIII. I(1).
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In the case when both $\Gamma_{1}$ and $\Gamma_{2}$ are transversals and so members of the family defined by (9), both the right-hand integrals of (5) vanish. We then have

$$
\begin{equation*}
\int_{i}^{n} F^{\prime}\left(x, y, y^{\prime}\right) d x=\int_{\cdot}^{n} F^{\prime}\left(x, y, y^{\prime}\right) d x, \tag{12}
\end{equation*}
$$

where the integrals are taken along the extremals $A B$ and $C D$ (Fig. VIII. 11).

### 8.12. Fields of extremals

The results of the previous section lead to the concept of a field of extremals which is much used in modern theory.
Starting with the integral

$$
\begin{equation*}
I=\int F\left(x, y, y^{\prime}\right) d x \tag{1}
\end{equation*}
$$

we can. by means of the Eulerian characteristic equation, obtain a two-parameter family of extremals. When the Eulerian equation is solved we can then find a direction $g^{\prime}$ defined by the equation

$$
\begin{equation*}
F+\left(g^{\prime}-y^{\prime}\right) \frac{\partial F}{\partial y^{\prime}}=0 \tag{2}
\end{equation*}
$$

Suppose that by introducing some suitable restrictions we obtain from the two-parameter family of extremals a oneparameter family. Then a field of extremals is defined if no two members of this one-parameter family have a point in common. Through every point $P$ of such a field there passes a unique extremal $E$ and. if $y^{\prime}$ is its slope at $P$. we obtain from (2) a unique slope $g^{\prime}$ transversal to $E$. On solving ( $(\underset{ }{2})$ for the function $g$ we obtain a one-parameter family of curves no two of which have a common point in the field. These are transversal to the extremals. The part of the plane to which the field is limited can evidently be covered by a network of extremals and transversals in such a manner that through each point of the field we can draw one extremal and one transversal only.

Hilbert's integral. as defined in $\$ 8.11$, is

$$
\begin{equation*}
I^{*}==\int_{A}^{B}\left\{F+\left(g^{\prime}-y^{\prime}\right) \frac{\hat{}}{\hat{c} y^{\prime}}\right\} d x \tag{3}
\end{equation*}
$$

where $g^{\prime}$ is the slope of the are of integration and $y^{\prime}$ is the slope of the extremal. If $F$ is one-valued, or if multi-valued is restricted by the field to the values of one branch only, then the integrand of (3) is uniquely defined at every point of the path of integration and the integral can therefore be evaluated. The fundamental property of $I^{*}$ is that the value of $I^{*}(A B)$ is independent of the path $A B$ if the arc of integration lies entirely inside a field of extremals. We shall prove this in the next section.

If $A B$, the are of integration. is an extremal, then $g^{\prime}=y^{\prime}$ and so

$$
\begin{equation*}
I^{*}=I . \tag{4}
\end{equation*}
$$

If the are $A B$ is a transversal then. from (2), we have

$$
\begin{equation*}
I^{*}=0 . \tag{i}
\end{equation*}
$$

The simplest example of a field is derived from the integral

$$
\begin{equation*}
I=\int F\left(y^{\prime}\right) d x \tag{i}
\end{equation*}
$$

The extremals are the lines $y \quad m x+n$. where $m$ and $n$ are arbitrary constants. We can obtain a field by contining ourselves to a family of lines parallel to a given direction. The transversals would then be the family of parallel lines perpendicular to them.

A field can be obtained for (6) in another way. (onsider a family of lines concurrent at 0 . Then if we exclude a domain which contains the point 0 , the remaining segments of the extremals form a field. The transversals are ares of eoneentric circles having $O$ as a common centre.

A more complicated example is given by the integral

$$
\begin{equation*}
I \quad \int y\left(1-y^{\prime 2}\right)^{t} d x \tag{i}
\end{equation*}
$$

The extremals are the catenaries! $\cdot r \cosh \{(x: a) c$. where a and $c$ are arbitrary constants and the $r$-axis is a common directrix. From this two-parameter family we can ohtain a oneparameter family by restricting ourselves to those curves which pass through a given point $A$ on the positive $!$-axis. This subfamily has an envelope $E_{f}^{\prime}$ (see Fig. VIII. 12), and if $B$ lies outside $E_{c}$ there are no members of the family which pass through both $A$ and $B$. But if $B$ lies inside $E_{r}^{\prime}$, i.e in the region which contains the positive $y$-axis, then there are two catenaries of the subfamily passing through $A$ and $B$. In Fig. VIII. 12 the two possible catenaries are shown as $A A_{1} B$ and $A B A_{2}$, where $A_{1}$ and $A_{2}$ are points of contact with $E_{c}$. From $\S 2.9, A_{1}$ and $A_{2}$ are conjugate points of $A$. We can olitain a field by restricting ourselves to arcs whose end-points lie betwren $A$ and its conjugates. For, Fig. VIII. 12, the arc $A_{1} B$ is then excluded
and through $B$ passes only one extremal of the field, namely that are of the catenary $A A_{2}$ which lies between $A$ and $A_{2}$.
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A similar example of a field can be obtained from the integral

$$
\begin{equation*}
I \int\left(u^{2}-2 g y\right)^{\frac{1}{4}\left(1+y^{\prime 2}\right)^{\frac{1}{2}} d x . ~ . ~} \tag{8}
\end{equation*}
$$

This occurs in the problem of finding the trajectory of a particle by means of the principle of least action. § i.s. The extremals are a two-parameter family of parabolas

$$
r^{2}\left(u^{2} \cdots \geq g y \quad c^{2}\right) \quad g^{2}(x \cdots d)^{2}
$$

where $c$ and $d$ are arbitrary constants and $u$ is the given initial velocity. We can obtain a one-parameter family by confining
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ourselves to those trajectories which lie in a fised vertical plane through $A$ and which are obtained by projection from $A$ with initial speed $u$. Inş. 10 it was shown that these trajectories touch a parabola with latus rectum $2 u^{2} g$ having $A$ as focus and the vertical through $A$ as diameter. If $B$ lies outside the envelope there are no trajectories passing through $A$ and $B$. If $B$ lies inside there are two trajectories. $A_{1} A_{1} B$ and $A B . A_{2}$. Fig. VIII. 13, where $A_{1}$ and $A_{2}$ are the points of contact with the envelope and therefore, $\S 2.9$, are the conjugates of $A$. As in the previous example, we can obtain a field by confining ourselves to those arcs of the trajectories which lie in between $A$ and its conjugate,
for we then have only one extremal through a point $B$ inside the envelope. The field is confined to the interior of a domain bounded by the parabolic envelope and a small curve enclosing $A$.

### 8.13. Hilbert's integral independent of the path of integration

In this section we give an analytical proof of the theorem that the value of Hilbert's integral $I^{*}$, defined by (3). $\$ 8.12$, is independent of the path of integration if we contine ourselves to a field of extremals.

Consider the integral

$$
\begin{equation*}
\int_{A}^{B}(x d x+\beta d y) \tag{1}
\end{equation*}
$$

where $\alpha$ and $\beta$ are functions of $x$ and $y$. If (i) $\alpha, \beta$ and their first partial derivatives are continuous and one-valued in a simply connected region of the ( $x, y$ ) plane, and (ii)

$$
\begin{equation*}
\frac{\bar{x}}{\bar{c} y}=\frac{i \cdot \beta}{c x} \tag{2}
\end{equation*}
$$

then $x d x+\beta d y$ is an exact differential and the value of the integral (1) is independent of the path from $A$ to $B$. These conditions are both necessary and sufficient. $\dagger$

Consider now the following integral $J$ whose integrand satisfies (i) and (ii) in a field of extremals. $J$ is defined by

$$
\begin{equation*}
J=\int_{A}^{B}\left\{F+\left(g^{\prime}-y^{\prime}\right) \frac{\dot{c} F}{\partial y^{\prime}}\right\} d x \tag{3}
\end{equation*}
$$

where $g^{\prime}$ is the slope of the path of integration and $y^{\prime}$ is a function of $x$ and $y$. Along the path of integration $g^{\prime} d x=d y$, so that we have

$$
\begin{equation*}
\alpha=F-y^{\prime} \frac{\partial F}{\partial y^{\prime}} ; \quad \beta=\frac{\partial F^{\prime}}{\partial y^{\prime}} . \tag{4}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{\partial \alpha}{\partial y}=\left(\frac{\partial F}{\partial y}+\frac{\partial F}{\partial y^{\prime}} \frac{\partial y^{\prime}}{\partial y}\right)-\left(\frac{\partial y^{\prime}}{\partial y} \frac{\partial F}{\partial y^{\prime}}+y^{\prime} \frac{\partial^{2} F}{\partial y \partial y^{\prime}}+y^{\prime} \frac{\partial^{2} F^{\prime} \partial y^{\prime}}{\partial y^{\prime 2}} \dot{c y}\right) \tag{5}
\end{equation*}
$$

[^54]and (2) becomes
\[

$$
\begin{equation*}
\frac{\partial F}{\partial y}-y^{\prime} \frac{\partial^{2} F}{\partial y \partial y^{\prime}}-y^{\prime} \frac{\partial^{2} F}{\partial y^{\prime 2}} \frac{\partial y^{\prime}}{\partial y}=\frac{\partial^{2} F}{\partial x \partial y^{\prime}}+\frac{\partial^{2} F}{\partial y^{\prime 2}} \frac{\partial y^{\prime}}{\partial x} \tag{6}
\end{equation*}
$$

\]

Since

$$
\begin{equation*}
y^{\prime \prime}=\frac{d y^{\prime}}{d x}=\frac{\partial y^{\prime}}{\partial x}+\frac{\partial y^{\prime}}{\partial y} y^{\prime} \tag{7}
\end{equation*}
$$

it is easy to deduce that (6) is equivalent to Euler's characteristic equation

$$
\begin{equation*}
\frac{\partial F}{\partial y}-\frac{d}{d x}\left(\frac{\partial F}{\partial y^{\prime}}\right)=0 . \tag{8}
\end{equation*}
$$

The value of $J$ is therefore independent of the path of integration if $y^{\prime}$ is the slope of an extremal. But this is the case for $I^{*}$, the integral defined by (3) $\S 8.12$. Consequently $I^{*}$ is independent of the path of integration in a field of extremals.

### 8.14. The method of Carathéodory

A simple method for dealing with the relationship between extremals and transversals has been introduced by Carathéodory.

Consider a one-parameter family of curves and let

$$
\begin{align*}
& g(x, y)=a  \tag{1}\\
& g(x, y) \quad a+\delta a \tag{르}
\end{align*}
$$

be the equations of two neighbouring curves of the family, Fig. VIII. 14. Suppose that we are given (i) a print $P$ on (1). coordinates $(x, y)$, and (ii) a functional form $F\left(x, y, y^{\prime}\right)$ where $F$ is known and $y^{\prime}$ is the derivative of $y$ with respect to $x$. Consider the problem of finding an arc which minimizes the integral

$$
\begin{equation*}
I=\int_{D}^{0} F\left(x, y, y^{\prime}\right) d x \tag{3}
\end{equation*}
$$

where the arc starts at $P$ on (1) and terminates at a point $Q$ on (2).
If the arc is sufficiently small $I$ can be expressed as a function of the variable $y^{\prime}$ as we now proceed to show.

Let the coordinates of $Q$ be $(x+\delta x, y+\delta y)$, then we have

$$
\begin{equation*}
I=F\left(x, y, y^{\prime}\right) \delta x+O(\delta x)^{2} \tag{4}
\end{equation*}
$$

where $(x, y)$ are the coordinates of $P$.

Since $Q$ lies on (2) we have

$$
\begin{equation*}
g(x+\delta x, y+\delta y)-g(x, y)=\delta a \tag{5}
\end{equation*}
$$
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From this we deduce that

$$
\begin{equation*}
\left(\frac{c g}{\bar{c} x}+y^{\prime} \frac{c}{c y}\right) \delta x \cdots \delta a . \tag{6}
\end{equation*}
$$

where second-order quantities have been ignored. Hence

$$
\begin{equation*}
1-\frac{F\left(x, y \cdot y^{\prime}\right)}{\frac{c}{c}+y^{\prime}(\underline{y}} \delta, \tag{i}
\end{equation*}
$$

where again second-order quantities have been igmored. Evidently $y^{\prime}$ is the only variable in (i), so that for stationary $I$ we must have $d I_{i} d y^{\prime}=0$.

If $g^{\prime}$ is the slope of (1) at $P$. i.e. $g^{\prime} \ldots \frac{c q}{c x} \left\lvert\, \begin{aligned} & a y \\ & \bar{c} y\end{aligned}\right.$, then the condition becomes

$$
\begin{equation*}
F+\left(g^{\prime}-y^{\prime}\right) \frac{a F^{\prime}}{\partial y} \cdot 0 \tag{x}
\end{equation*}
$$

Comparison with (10). \& s.2, shows that we have once again arrived at the transversality condition. This may be summed up by the statement that the extremals of (3) must be cut transversally by the family of curves (1).

### 8.15. The Bliss condition

We can now prove the necessity of condition (vii), Theorem 16, \$8.8. It has been shown in $\$ 8.8$ that if the integral $I$ is to be a maximum or minimum and not merely stationary, then focal points must be excluded from the arc of integration $A B$. The

Bliss condition is additional to this. Let $A$ and $B$ be displaceable along $\Gamma_{1}$ and $\Gamma_{2}$ respectively and let $S_{1}$ be the focal point of $\Gamma_{1}$ and $S_{2}$ of $\Gamma_{2}, S_{1}$ and $S_{2}$ both lying on the extremal $A B$. The condition deals with the case when $S_{1}$ and $S_{2}$ lie on the same side of the arc $A B$, as in Figs. VIII. 3, VIII. 4, and VIII. 15. If the extremal is traversed in the direction from $A$ to $B$ it can be enunciated as follows:
$I$ can be a maximum or minimum for either of the orders $A B S_{2} S_{1}$ (Fig. VIII. 3) or $S_{2} S_{1} A B$ (Fig. VIII. 4). I is neither a
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maximum nor a minimum for the orders $A B S_{1} S_{2}$ (Fig. VIII. 15) and $S_{1} S_{2} A B$.

Before the proof we give an illustration showing the necessity of the condition. Consider the problem of finding the shortest distance between two coplanar circles, $\Gamma_{1}$ and $\Gamma_{2}$. The extremals of the integral to be minimized. $\int d s$, are straight lines and the transversality conditions require these lines to be orthogonal to the circles, example $1, \S 8.4$. From the results of § 8.9 the focal points of $\Gamma_{1}$ lie on its evolute, which, for a circle, i.s its centre. Similarly for the fucal points of $\Gamma_{2}$. Fig. VIII. 16 shows the two circles $\Gamma_{1}$ and $\Gamma_{2}$ with their centres $S_{1}$ and $S_{2}$, which are also their respective focal points. If $S_{1} S_{2}$ produced cuts the circles at $A B$ and $A_{1} B_{1}$, as in Fig. VIII. 16, then the common normals $A B$ and $A_{1} B_{1}$ are the stationary positions for $\int d s$. Evidently the Bliss condition is satisfied for $A B$, so that $A B$ is a minimum distance between the circles. But the condition is not satisfied for $A_{1} B_{1}$, and in fact $A_{1} B_{1}$ is neither a maximum nor a minimum. It is easy to prove this by elementary reasoning.

For on displacing $A_{1}$ to $P$ and $B_{1}$ to $Q$ so that $S_{y}, P$, and $Q$ are collinear, we have $S_{2} P<S_{2} S_{1}+S_{1} P=S_{2} A_{1}$ and $S_{2} Q=S_{2} B_{1}$. Hence

$$
P Q<A_{1} B_{1} .
$$

But evidently $A_{1} Q>A_{1} B_{1}$ and consequently $A_{1} B_{1}$ can be neither a maximum nor a minimum.

We now proceed with the proof of the Bliss condition. We assume that all the conditions for minimum $I$ are satisfied except that the focal points are in the order exhibited in Fig. VIII. 15, and we then show that this leads to a contradiction. For brevity $\int F\left(x, y, y^{\prime}\right) d x$ taken along the arc $A B C$ will be denoted by $I(A C)$ or by $I\left(A B C^{\prime}\right)$.

Take any point $O$ between $S_{1}$ and $S_{2}$ in Fig. VIII. 15. Then, since the focal point $S_{1}$ is not excluded from the arc $A O$, the arguments of $\$ 8.8$ show that we can find a curve such as $P Q O$ for which $I(P Q O)<I(A B O)$. But since the focal point $S_{2}$ is excluded from the are $B O$, we have

$$
I(Q O) \because \cdot I(B O) .
$$

Consequently $I(P Q)<I(A B)$. which contradicts the original assumptions. Thus the necessity for the Bliss condition is proved.

## CHAPTER IX

## STRONG VARIATIONS AND THE WEIERSTRASSIAN E FUNCTION

### 9.1. Introduction

Weak variations have already been defined in §1.3. If $y=s(x)$ is the equation of an extremal $\Gamma$, and $y \cdots(x)+\epsilon t(x)$ that of a neighbouring curve $\Gamma_{n}$ then. in the case of weak variations. $t(x)$ is independent of $\epsilon$ and so $\epsilon t^{\prime}(x)$ tends to zero with $\epsilon$. Alternatively if. as $\epsilon$ tends to zero, a point $Q$ on $\Gamma_{\text {, }}$ approaches $P$ on $\Gamma_{c}$. then the slope of $\Gamma_{n}$ at $Q$ must tend to that of $\Gamma_{c}$ at $P$. This excludes an important type of variation, as the following example shows.

('onsider the problem of finding the shortest distance between two points $A$ and $B$. for which the extremal $\Gamma_{p}$ is the straight line $A B$ (Fig. IX. 1). Divide $A B$ into $n$ equal intervals. each of length $A B n$, and let $A_{m} A_{m+1}\left(A_{1}:=A, A_{n+1}=B\right)$ denote the $m$ th interval. ('onstruct the equilateral triangles $A_{m} A_{m+1} C_{m}$ ( $m \cdots 1,2, \ldots, n$ ) and for the neighbouring curve $\Gamma_{n}$ take the series of lines $A_{m} G_{m}$ and $C_{m} A_{m+1}(m \cdots 1,2 \ldots . n)$. Evidently as $n$ tends to infinity each point on $I_{n}$ tends to some point on $\Gamma$, but the slope of $\Gamma_{n}$ always differs from that of $\Gamma_{c}$ by $\pi / 3$. The length of $\Gamma_{n}$ is twice that of $\Gamma_{r}$, so that the straight line $A B$ still gives us the minimum case.

The limitation imposed upon variational theory by the use of weak variations was first transcended by Weierstrass who, in the year 1879, introduced an expression now fundamental in variational theory. The study of this expression, generally known as the Weierstrassian $E$ function, is the main purpose of the present chapter. The $E$ function enables us to deal with the most general possible variations from $\Gamma_{e}$ to $\Gamma_{n}$.

### 9.2. The Weierstrassian $E$ function in the simplest case

Suppose that with the integral

$$
\begin{equation*}
I=\int_{A}^{B} F\left(x, y, y^{\prime}\right) d x=\int_{A}^{B} F d x \tag{1}
\end{equation*}
$$

whose end points $A$ and $B$ are fixed, we can associate a field of extremals, as defined in $\$ 8.12$. Then. $\$ 8.13$, the value of the Hilbert integral

$$
\begin{equation*}
I^{*}=\int_{d}^{B}\left\{F+\left(g^{\prime}-y^{\prime}\right) \frac{c}{c y^{\prime}}\right\} \tag{2}
\end{equation*}
$$

is the same for all paths from $A$ to $B$ confined to the domain of the field. If the path is along the extremal $I_{e}^{\prime}$, then $g^{\prime} \cdot y^{\prime}$ so that

$$
\begin{equation*}
I^{*} .: I . \tag{3}
\end{equation*}
$$

Let $P$ and $Q$ be two points, one on $\Gamma$, and the second on a neighbouring curve $\Gamma_{n}$, Fig. IX. : and let their respective coordinates be $(x, y)$ and $(x, y)$. The slope of $\Gamma_{n}$ at $Q$ will be denoted by $I^{\prime \prime}$. Taken along the path $\Gamma_{n}$ we have
where $y^{\prime}$ is the slope of the extremal through $Q$.
From the invariant properties of $I^{*}$ it follows that

$$
\begin{equation*}
\int_{A}^{B} F\left(x, y, y^{\prime}\right) d x=\int_{A}^{H}\left\{F\left(x, Y^{\prime}, y^{\prime}\right)+\left(Y^{\prime \prime} \cdots y^{\prime}\right) \frac{\partial F\left(x, Y^{\prime}, y^{\prime}\right)}{\dot{c} y^{\prime}}\right\} d x \tag{5}
\end{equation*}
$$

where the left-hand integral is taken along $\Gamma_{\rho}$, and the right-hand one along $\Gamma_{n}$.

In (1) we take $I$ to be the value of the integral when the path from $A$ to $B$ is along the extremal $\Gamma_{p}$, and $I+\delta I$ to be its value when taken along the neighbouring path $\Gamma_{n}$. Then

$$
\begin{equation*}
I+\delta I=\int_{A}^{B} F\left(x, Y, Y^{\prime}\right) d x \tag{6}
\end{equation*}
$$

and so from (5) we have

$$
\begin{equation*}
\delta I=\int_{d}^{B}\left\{F\left(x, Y, Y^{\prime}\right)-F\left(x, Y, y^{\prime}\right)-\left(Y^{\prime}-y^{\prime}\right) \frac{\partial F\left(x, Y, y^{\prime}\right)}{\partial y^{\prime}}\right\} d x \tag{7}
\end{equation*}
$$

where $\Gamma_{n}$ is the path of integration.
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The integrand of $(7)$ is the Weierstrassian $E$ function for the integral (1), and on writing

$$
E\left(x, y \cdot y^{\prime}, Y^{\prime}\right) \rightarrow F\left(x, y, Y^{\prime}\right)-F^{\prime}\left(x, y \cdot y^{\prime}\right)-\left(Y^{\prime}-y^{\prime}\right) \frac{c F^{\prime}\left(x, y \cdot y^{\prime}\right)}{c y^{\prime}}
$$

(7) becomes

$$
\begin{equation*}
\delta I=\int_{A}^{H} E\left(x, Y^{\prime}, y^{\prime}, Y^{\prime}\right) d x \tag{8}
\end{equation*}
$$

In this integral the path is taken along $\Gamma_{n}$, a curve which lies in the field of extremals containing $\Gamma_{C}$. The coordinates of a point $Q$ on $\Gamma_{n}$ are $\left(x, Y^{\prime}\right)$, the slope of $\Gamma_{n}$ at $Q$ is $Y^{\prime \prime}$. and that of the extremal passing through $Q$ is $y^{\prime}$.

As $Q$ on $\Gamma_{n}$ tends to $P$ on $\Gamma_{e}, Y^{\prime}$ tends to $y$ but $Y^{\prime}$ need not necessarily tend to $y^{\prime}$. A simple case is given by the example of § 9.1. The variations of this section are therefore much more general than those of $\$ 1.3$ and are accordingly known as strong variations. Associated minima (maxima) are known as strong minima (maxima). It is evident from (9) that a necessary condition for a strong minimum is that

$$
\begin{equation*}
E\left(x, y, y^{\prime}, Y^{\prime}\right) \geqslant 0 \tag{10}
\end{equation*}
$$

at all points of the extremal and for all finite values of $Y^{\prime \prime}$ (we
exclude the possibility that $E\left(x, y, y^{\prime}, Y^{\prime}\right)=0$ at all points of the extremal). For a strong maximum the inequality sign must be reversed. Inequality (10) is known as the Weierstrassian condition.

In addition to this there are, of course, other conditions such as the Eulerian equation and the exclusion of conjugate points; these will appear later in the general discussion of $\$ 9.6$.

### 9.3. The simplified form of the Weierstrassian condition

If $E$ has continuous partial derivatives of the first and second order we may apply the second mean value theorem $\dagger$ to ( 8 ), §9.2. We then have

$$
\begin{equation*}
E\left(x, y, y^{\prime}, Y^{\prime}\right)=\frac{1}{2}\left(Y^{\prime}-y^{\prime}\right)^{z^{2}} \frac{z^{2}}{\partial y^{\prime 2}} \frac{\left.y \cdot y^{\prime}-\theta\left(Y^{\prime}-y^{\prime}\right)\right\}}{a y^{\prime}}, \tag{1}
\end{equation*}
$$

where $0<\theta<1$. Thus the inequality (111). $\S 9.2$. is ensured if

$$
\begin{equation*}
\frac{\tilde{c}^{2} F(x, y, p)}{c p^{2}} \geqslant 0 \tag{2}
\end{equation*}
$$

at every point of the extremal $\Gamma_{e}$ and for all finite values of $p$. It is possible, however, for (10), § 9.2 , and (1) to be true for all values of $Y^{\prime}$, but for ( 2 ) to be true for only a limited range of values of $p$. Thus (2), although useful in practice and sufficient to ensure the truth of ( 10 ), § 9.2. is not a necessary condition.

The inequality (2) must be carefully distinguished from the Legendre test of § 1.5 and $\S 2.5$, which requires that $\partial^{2} F \cdot y^{\prime 2}$ should have a constant sign at all points of the extremal $\Gamma_{e}$. In the Legendre test $y^{\prime}$ is the slope of $\Gamma_{e}$, whereas in (2) the variable $p$ can assume any finite value.

To ensure a maximum value for $I$ the inequality sign of (2) must be reversed.

Example 1. Investigate the case when

$$
\begin{equation*}
I=\int_{A}^{B} f(x, y) d s=\int_{A}^{B} f(x, y)\left(1+y^{\prime 2}\right)^{4} d x \tag{3}
\end{equation*}
$$

where the positive value of the root only is taken.

[^55]Here

$$
\begin{equation*}
\frac{\hat{\partial}^{2} F(x, y, p)}{\partial p^{2}}=\frac{f(x, y)}{\left(1+p^{2}\right)^{!}} \tag{4}
\end{equation*}
$$

so that $I$ possesses a strong minimum if $f(x, y) \geqslant 0$ at all points of the extremal $\Gamma_{\rho}$ (excluding the case when $f(x, y)=0$ all along $\Gamma_{e}$ ).

This result includes the following special cases:
(i) The shortest distance between two points, where the integral to be minimized is $\int_{A}^{B} d s$. Here $f(x, y)=1$ and the integral therefore admits a strong minimum.
(ii) Problems associated with catenaries, § 1.7, and minimal surfaces, § 1.12. The relevant integral is $\int_{A}^{B} y d s$, so that the condition for a strong minimum is satisfied if $y>0$ and the arc of the catenary remains wholly above the $x$-axis.
(iii) The principle of least action for a particle in a conservative field of furce. $\$ 1 . x$. The integral is $\int_{A}^{B} v d s$, where $v$ is the speed. If $r, 0$ throughout the path, the condition for a strong minimum is realized.
(iv) Problems associated with optics. § 1.9. and the brachistochrone. § 1.11. The integral is $\int_{i}^{n} d s v$, where $r$ is the speed. A strong minimum is realized once again if $v>0$ at all points of the optical or dynamical path.
(v) (ieodesics satisfy the requirements for strong minima. The general case is more easily dealt with by expressing the integral in parametric form, as in $\$ 9.14$, and in this section we shall confine ourselves to the case of geodesics on a sphere. The relevant integral, equation (2), $\$ 1.10$, is

$$
\begin{equation*}
I=\int_{i}^{B}\left(1+y^{\prime 2} \sin ^{2} x\right)^{4} d x \tag{5}
\end{equation*}
$$

where the positive value of the root only is taken. We have

$$
\begin{equation*}
\frac{\partial^{2} F}{\partial p^{2}}=\frac{\sin ^{2} x}{\left(1+p^{2} \sin ^{2} x\right)^{1}} \tag{6}
\end{equation*}
$$

so that $\hat{c}^{2} F / \hat{c} p^{2}>0$ except at $x=0$ and $x \cdots \pi$ where it vanishes.

Example 2. Newton's solid of minimum resistance. This problem was discussed in $\$ 1.16$ and the integral to be minimized is

$$
\begin{equation*}
I=\int \frac{x}{1+y^{\prime 2}} d x \tag{7}
\end{equation*}
$$

For this case we have

$$
\begin{equation*}
\frac{\partial^{2} F}{\partial p^{2}}=-\frac{2 x\left(1-3 p^{2}\right)}{\left(1+p^{2}\right)^{3}} \tag{8}
\end{equation*}
$$

so that $\hat{c}^{2} F ; p^{2}$ cannot maintain a constant sign for all values of $p$. Since this test is sufficient but not necessary, we return to the necessary $E$ test, (10). §9.2. From. (8), §9.2, we have

$$
\begin{equation*}
E\left(x, y, y^{\prime}, Y^{\prime \prime}\right)=\frac{x\left(Y^{\prime \prime}-y^{\prime}\right)^{2}\left(2 Y^{\prime} y^{\prime}+y^{\prime 2}-1\right)}{\left(1+Y^{\prime 2}\right)\left(1+y^{\prime 2}\right)^{2}} \tag{9}
\end{equation*}
$$

Evidently the inequality $E\left(x, y, y^{\prime}, Y^{\prime}\right) \geqslant 0$ is not true for all finite values of $Y^{\prime}$, so that the integral possesses a weak but not a. strong minimum.

The extremals of (7) are given by eliminating the parameter $p$ from equations (4) and ( 6 ), § 1.16. and the solid of minimum resistance, $S_{m}$, is then obtained by revolving these curves about the $y$-axis. The investigation of this section shows that it must be possible to construct solids of revolution. $S_{m m}$. which offer less resistance to fluids than $\mathbb{S}_{m}$. The meridian curves of $\mathcal{S}_{m m}$ would not possess continuously varying tangents, as is the case for $S_{m}$, but would be built up from a series of arcs which change direction discontinuously at their points of intersection, as in the discontinuous solutions of $\S 1.17$.
9.4. The Weierstrassian condition by an alternative method
The Eulerian equation of the integral

$$
\begin{equation*}
I=\int_{A}^{B} F\left(x, y, y^{\prime}\right) d x=\int_{\Lambda}^{B} F d x \tag{1}
\end{equation*}
$$

defines a family of extremals with two parameters. Let Ir denote the extremal which passes through $A$ and $B$, the fixed end
points of the arc of integration, and let us assume that there are no points conjugate to $A$ or $B$ lying within the arc. Take $P$ and $Q$, any two points on the arc between $A$ and $B$, and through $P$ draw any curve $\Gamma$ making an angle other than zero with $\Gamma_{e}$ at $P$ (Fig. IX. 3). Through $Q$ can be drawn a singly infinite oneparameter family of extremals of (1). Let one of these meet $\Gamma$ at $R$.


Fig. IX. 3.
Consider the integral

$$
\begin{equation*}
J \int_{i}^{N} F d x+\int_{i}^{R} F d x+\int_{i}^{Q} F d x+\int_{i}^{B} F d x \tag{2}
\end{equation*}
$$

As $R$ moves along $\Gamma$. $J$ will be a function of $\xi$, the abscissa of $R$, and we may denote it $b y J(\xi)$. If the abscissa of $P$ is $x_{1}$ it is evident that $J\left(x_{1}\right) \cdots I$.

If $I$ is to be a minimum for the path $\Gamma_{r}$. then $J$ must be a nondecreasing function of $\xi$ as $R$ moves away from $P$, so that $\hat{c} \int \xi \geqslant 0$ when $\xi: \ldots x_{1}$. In interpreting this result we must look upon $\delta \xi$ as the radius vector of $R$ in a system of polar coordinates of which $P$ is the pole and the tangent to $A B$ at $P$ is the initial line. The direction from $A$ to $B$ along the extremal will be called the forward direction. In Fig. IX. 3, as $Q$ tends to $P$ the direction of $P Q$ tends to that of the forward tangent at $P$. The vectorial angle of $P R$ will be the angle measured counter-clockwise from the forward tangent at $P$.

We now proceed to evaluate ( $(\mathrm{J} / / 2 \xi)_{p}$. Evidently the derivatives of the first and fourth integrals of (2) vanish for fixed $P$ and
$Q$. The derivative of the second integral is $F^{\prime}\left(x, y, Y^{\prime}\right)$, where $Y^{\prime}$ is the slope of $P R$ at $P$. Since $Q R$ is an extremal with variable end point $R$ the derivative of the third integral can be obtained by the method of § 8.2. From (9), §8.2, the result is

$$
\begin{equation*}
-\left\{F+\left(y^{\prime \prime}-y^{\prime}\right) \frac{\partial F}{\partial y^{\prime}}\right\}_{y^{\prime}}, \tag{3}
\end{equation*}
$$

where (i) the suffix $p$ denotes that all variables have their values taken at the point $P$, (ii) $y^{\prime}$ is the slope of the forward tangent to the extremal at $P$, and (iii) $Y^{\prime \prime}$ is the slope of $I$ at $P$.

Collecting these results we have

$$
\begin{align*}
\left(\frac{\partial J}{\hat{c} \xi}\right)_{p} & =\left\{F\left(x, y, Y^{\prime}\right)-F\left(x, y, y^{\prime}\right)-\left(Y^{\prime}-y^{\prime}\right)^{\hat{c} F\left(x, y, y^{\prime}\right)}\right\}_{p} y^{\prime} y^{\prime}  \tag{4}\\
& =E\left(x, y \cdot y^{\prime}, Y^{\prime}\right)_{p} \tag{5}
\end{align*}
$$

from (8), §9.2. Consequently $\Gamma_{\rho}$ is the path for minimum $I$ if $E\left(x, y, y^{\prime}, Y^{\prime}\right) \geqslant 0$ at all points of $\Gamma_{e}$ and for all finite values of $Y^{\prime \prime}$, in agreement with (10), § 9.2 .

### 9.5. Conjugate points related to fields of extremals

The object of this section is to show that there is a close connexion between conjugate points, defined in $\$ 2.6$. and fields of extremals, defined in § 8.12. The results obtained so far can then be expressed in terms of whichever of these two concepts is more convenient. We shall prove the following result.

Let $A B$ be an arc of an extremal for the integral (1) of $\$ 9.4$. If $A B$ can be enclosed in an arc $A_{0} B_{0}$ which contains no points conjugate to $A$ and $B$ and no zeros of $\partial^{2} F / c y^{\prime 2}$, then we can construct a field of extremals, as defined in $\S \$ .12$, of which the extremal $A B$ is a member.

To prove this we first observe that the Eulerian equation for the integral (1), § 9.4 , has solutions of the form

$$
\begin{equation*}
y=s\left(x, c_{1}, c_{2}\right) \tag{1}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are parameters. Associated with this is the accessory equation, (1), $\S 2.4$, a second-order equation having $\partial y / \partial c_{1}$ and $\partial y / \partial c_{2}$ as independent solutions, $\S 2.8$. Let $P$ be a
point on the extremal $\Gamma_{e}$, then the solution of the accessory equation which vanishes at $P$ also vanishes at all points on $\Gamma_{e}$ which are conjugate to $P, \S 2.6$.

Let $\left(x_{0}, y_{0}\right)$ be the coordinates of a point $P$ on $\Gamma_{e}$. Then the one-parameter family of extremals passing through $P$ can be obtained by eliminating one of the parameters $c_{1}$ or $c_{2}$ from (1) and

$$
\begin{equation*}
y_{0}=s\left(x_{0}, c_{1}, r_{2}\right) \tag{2}
\end{equation*}
$$

A more symmetrical result is obtained if $c_{1}$ and $c_{2}$ are expressed in terms of a third parameter a. defined by

$$
\begin{equation*}
\alpha=\frac{\partial_{s}\left(x_{0} \cdot c_{1} \cdot c_{2}\right)}{\partial x_{0}} \tag{3}
\end{equation*}
$$

The one-parameter family of extremals through $P$ then takes the form

$$
\begin{equation*}
y=\phi(x, \alpha) . \tag{4}
\end{equation*}
$$

From (1) we have

$$
\begin{equation*}
\frac{\partial y}{c x}=\frac{c y}{c c_{1}} \frac{c c_{1}}{c x}+\frac{\partial y}{c c_{2}} \frac{c c_{2}}{c x} . \tag{5}
\end{equation*}
$$

Differentiating (2) and (3) with respect to $x$ we can then eliminate $\hat{c} c_{1} ; x$ and $c c_{2} c$, from (5). The result is

$$
\begin{equation*}
\frac{c y}{\partial x}=c_{\{ }\left\{-\frac{c y}{c c_{1}} \frac{c y_{0}}{c c_{2}}+\frac{\partial y}{\partial c_{2}} \frac{c y_{0}}{c c_{1}}\right\}, \tag{6}
\end{equation*}
$$

where $C$ is a constant depending upon $x_{0}$ and $y_{0}$. On writing $u_{1} \therefore \hat{c}_{0} y_{0} c_{1}, u_{1}^{\prime} \ldots d u_{1} d x_{0} . u_{2} \cdots \hat{c} y_{0} \curvearrowright c_{2}$ and $u_{2}^{\prime}=d u_{2} d x_{0}$ we have

$$
\begin{equation*}
\frac{1}{( }-u_{1} u_{2}^{\prime}-u_{1}^{\prime} u_{2} \tag{7}
\end{equation*}
$$

Since $\partial y / \partial c_{1}$ and $\partial y / \partial c_{2}$ are solutions of the accessory equation it follows from (4), § 2.18 , that ( 7 ) can be written in the form

$$
\begin{equation*}
C=K \frac{\partial^{2} F}{\partial y^{\prime 2}} \tag{8}
\end{equation*}
$$

where $K$ is a constant independent of $x_{0}$ and $y_{0}$. But, by hypothesis, $\partial^{2} F / \partial y^{\prime 2}$ does not vanish at any point of an arc $A_{1} B_{1}$, enclosed by $A_{0} B_{0}$ and enclosing $A B$, see Fig. IX. 4. Therefore $C$ cannot vanish at any point of $A_{1} B_{2}$.

Now, from (6), ( $1 / C) \partial y_{i} a x$ is a solution of the accessory equation which vanishes at $P$, where $y=y_{0}$, and consequently its zeros can occur only at the conjugates of $P$. Hence, if $P_{c}$ is the nearest conjugate, $2 y / \partial a$ has constant sign for that section of $P P_{c}$ which lies inside $A_{1} B_{1}$ (Fig. IX. 4). By choosing $P$ sufficiently near to $A$. but outside the arc $A B$, and observing that the conjugate of $A$ lies outside $A B$. we deduce that $\bar{c} y \bar{a}$ has constant
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sign and cannot vanish for some are $A_{2} B_{2}$ which encloses $A B$. Assuming that $\hat{c}_{y} \hat{c}_{2}$ is a continuous function of $x$ and , this constancy of sign must hold at all points of a strip or domain $s$ which encloses $A B$. Thus, if a member of ( 4 ) pessesses an are $C D$ which lies in the domain $S . c y$ c has constant sign at all points of $C D$. In constructing $\delta$ we must exclude the point $P$.

We can now prove that those ares of ( $t$ ) which lie within $S$ possess the properties of a field of extremals. For let $Q$ be a point in $S$ (Fig. IX. 5) and let the ordinate through $Q$ intersect the boundaries of $S$ at $Q_{0}$ and $Q_{1}$. As $Q$. coordinates $\left(x_{1}, y_{1}\right)$. traverses the interval $Q_{0} Q_{1}, x_{1}$ remains constant and ( $t$ ) becomes a relation between $y_{1}$ and $x$, namely $y_{1}$ : $\phi\left(r_{1}, a\right)$. But the constancy of sign of $\partial y / \partial x$ shows that as $y$ steadily increases $x$ either steadily increases or steadily decreases. Hence. for given $y_{1}$, the equation for $\alpha, \phi\left(x_{1}, \alpha\right)=y_{1}$, can have only one root, and only one member of (4) can therefore pass through $Q$. ('onsequently the domain $S$ encloses a field of extremals of which the extremal $A B$ is a member, as required.

### 9.6. Conditions for a strong maximum or minimum

The results so far obtained can be summarized in the form of two theorems. The integral $I$, with fixed end points $A$ and $B$ for the range of integration, is defined as usual by

$$
\begin{equation*}
I=-\int_{A}^{H} F\left(x, y, y^{\prime}\right) d x=\int_{A}^{H} F d x \tag{1}
\end{equation*}
$$

Theorem 17. The follouing conditions are necessary to ensure a strong minimum for the integral 1 .
(i) The "upution of $\Gamma_{e}$, the arc of integration. must satisfy

$$
\frac{a F}{c y}-\frac{d}{d x}\binom{c F}{a y^{\prime}} \therefore 0 .
$$

(ii) The are $A B$, of $\mathrm{I}_{\text {c }}$, contain.w no point comjugate to either $A$ or $B$ (see S. 2.6 ).
(iii) At all peimts of this are $\frac{i^{2} F}{y^{2}} \therefore 0$.
(iv) At all perints of this are and for all finite zalues of $p$

$$
E\left(x, y \cdot y^{\prime}, y^{\prime}\right) \geqslant 0
$$

(see $\$ 9.2$ ). The possibility $E\left(x, y, y^{\prime}, p\right)=0$ at all points of the are fur all finite evilues of $p$ is excluded.
For a strong maximum thr incquality signs of (iii) and (iv) must be reversed.

Theorem 1s. The following conditions are sufficient to ensure a strong minimum for the integral $I$.
(i) and (ii) as for Theorem 1 i.
(iiia) At all points of the arc $A B$. of $\Gamma_{c}$. and for all finite values of $p$

$$
\frac{a^{2} F(x, y \cdot p)}{a^{2} p^{2}}>0 .
$$

For a strong maximum the inequality sign of (iiia) must be reversed.

The difference between conditions (iii) and (iiia) has already been noted. In Theorem 18 (iiia) $p$ can have any value. whereas in Theorem 17 (iii) $y^{\prime}$ is the slope of the extremal.

Conditions (ii) and (iii), or (ii) and (iii a), enable us to construct a field of extremals containing $\Gamma_{e}$ as a member. The proof of Theorem 17 then follows immediately from (iv) and the analysis of $\S 9.2$, in particular (9), $\S 9.2$. The proof of Theorem 18 follows from (1) $\S 9.3$, for if (iii a) holds, then conditions (iii) and (iv) of Theorem 17 are both satisfied.

But it is possible for (iii) and (iv) to be satistied without (iii a) holding for all values of $p$, so that the conditions of Theorem 18 are sufficient but not necessary.

Evidently if $I$ has a strong minimum it must also have a weak one, but the converse is not necessarily true, as the problem of the solid of minimum resistance, $\$ 9.3$, shows. Weak variations are very special cases of strong ones, so that a weak minimum can hardly be regarded as a true minimum. Nevertheless the possession of a weak minimum is an important functional property which may have useful applications to practical problems. Much of the analysis which occurs in the theory of weak variations still retains its value in the theory of strong variations, e.g. accessory equations, conjugate points. focal points, ete. It is mainly the Legendre test of $\$ 1.5$ and 2.5 which is seriously affected by the Weierst rassian introduction of strong variations, for this must be replaced by the far more powerful $E$ test of $\$ 9.2$.

### 9.7. Strong variations for integrals with two dependent variables

The results obtained above for integrals with one dependent variable can be generalized in many ways. In this section we shall state, without proof, the generalization to integrals of the type

$$
\begin{equation*}
I=\int_{A}^{B} H\left(x, y, z ; \frac{\partial y}{\partial x}, \frac{\partial z}{\partial x}\right) d x=\int_{i}^{B} H d x \tag{1}
\end{equation*}
$$

where the path of integration is along a twisted curve in threedimensional space. Here $x$ is the independent and $y, z$ are the dependent variables. We confine ourselves to the case where the end points of integration, $A$ and $B$, are fixed, and for brevity we write $p=\partial y / \partial x$ and $q=\partial z / \partial x$.
$I$ is stationary if $y$ and $z$, as functions of $x$, satisfy the two Eulerian equations $\dagger$

$$
\left.\begin{array}{l}
\frac{\partial H}{\partial y}-\frac{d}{d x}\left(\frac{\partial H}{\partial p}\right)=0,  \tag{2}\\
\frac{\partial H}{\partial z}-\frac{d}{d x}\left(\frac{\partial H}{\partial q}\right)=0 .
\end{array}\right\}
$$

Theories of conjugate points and fields of extremals can be developed for (1) in much the same way as for the integral $\int F\left(x, y, \frac{d y}{d} x\right) d x$. The corresponding Hilbert integral $I^{*}$ is given by

$$
\begin{equation*}
I^{*} \cdots \int_{A}^{B}\left\{H d x \div(d y-p d x) \frac{\partial H}{\partial p}+(d z-q d x) \frac{\partial H}{\partial q}\right\} d x \tag{3}
\end{equation*}
$$

At every point $X$ of the path there is a tangent $T_{p}$, to the path and a tangent $T_{r}$ to the extremal of the field through $X$. The direction ratios of $T_{p}$ and $T_{c}$ are respectively $(d x: d y: d z)$ and ( $1: p: q$ ). In a field of extremals it can be proved that the value of $I^{*}$ is independent of the path of integration and depends upon the coordinates of the end points only. $\ddagger$

If at a point $P$ of a field of extremals we have

$$
\begin{equation*}
H d x-(d y-p d x) \frac{c H}{\partial p}+(d z-q d x) \frac{c H}{\partial q}=0, \tag{4}
\end{equation*}
$$

then the direction ( $d x: d y: d z$ ) is said to be transversal to the extremal through $P$. All transversal directions at $P$ evidently lie in a plane and the envelopes of these planes are surfaces known as transversals of the field.

The Weierstrassian $E$ function for (1) is given by

$$
\begin{array}{r}
E(x, y, z ; p, q ; P, Q)=H(x, y, z: P, Q)-H(x, y, z ; p, q)- \\
\cdots(P-p) \frac{c H(x, y, z ; p, q)}{\partial p}-(Q-q) \frac{\partial H(x, y, z ; p, q)}{\partial q} \tag{5}
\end{array}
$$

Let $\Gamma_{c}$ denote the extremal through $A$ and $B$ and $\Gamma_{n}$ a neighbouring curve passing through these points. If $\delta I$ denotes the
$\dagger$ See \$ 3.2, equations (7) and (8).
$\ddagger$ For proofn of those nnd subsequent statements G. A. Bliss, Lectures on the Calculun of Variations, University of Chicago Press. For conjugate pointa and fields, pp. 29 and 46; for Hilbert's integral, pp. 44 and 49; for oxtensions to space of $(n+1)$ dimensions, $p .86$.
difference between the values of $I$ when the paths of integration are $\Gamma_{n}$ and $\Gamma_{e}$, it can be proved that

$$
\begin{equation*}
\delta I=\int_{i}^{B} E(x, y, z ; p, q ; P, Q) d x \tag{6}
\end{equation*}
$$

where the integration is along $\Gamma_{n}$. At a point $X$ of $\Gamma_{n}$ the direction ratios $(1: P: Q)$ and $(1: p: q)$ are respectively those of the tangent to $\Gamma_{n}$ and the tangent to the extremal of the field passing through $X$.

In a field of extremals we can obtain generalizations of theorems 17 and 18 . Thus $I$ has a strong minimum if (i) equations ( 2 ) are satisfied, (ii) the arc $A B$ of $I$, contains no point conjugate to $A$ or $B$. (iii) $E(x, y, z: p, q ; P, Q) \geq 0$ at every point of this are and for every tinite value of $P$ and $Q \cdot \dagger$

### 9.8. The Weierstrassian theory for integrals in parametric form

Curves can often be studied with great fucility when the coordinates of their points are expressed in parametric form. For example the coordinates of points on the circle $x^{2}+y^{2}: a^{2}$ can be expressed in the form ( $a \cos t . a \sin t$ ) or alternatively in the form $\left(\frac{1-\tau^{2}}{1+\tau^{2}}, a \frac{\theta_{\tau}}{1-\tau^{2}}\right)$. An intinite number of such parametric representations are possible for any curve.

In the general case we shall assume that the coordinates $(x, y)$ can be expressed in parametric form by means of the equations

$$
\begin{equation*}
x: \phi(t), \quad y \quad \psi(t) \tag{1}
\end{equation*}
$$

and we shall denote differentiation with respect to $t$ by means of dots. ${ }_{+}$'The integral
then becomes

$$
\begin{align*}
& I=\int_{A}^{n} F\left(x, y, \frac{d y}{d x}\right) d x  \tag{2}\\
& I=\int_{A}^{H} F\left(x, y, \frac{\dot{y}}{\dot{x}}\right) \dot{x} d t \tag{3}
\end{align*}
$$

[^56]We shall write this in the form

$$
\begin{equation*}
I==\int_{A}^{B} G(x, y, \dot{x}, \dot{y}) d t \tag{4}
\end{equation*}
$$

and observe that the integrand of (4) is a homogeneous function of degree one in the variables $\dot{x}, \dot{y}$.

Evidently the value of $I$ must be independent of the parametric form chosen for $x$ and $y$. For example the length of the circular are,

$$
\begin{equation*}
\int d s-\int\left(\dot{x}^{2}+\dot{y}^{2}\right)^{\frac{3}{2}} d t \tag{5}
\end{equation*}
$$

must be the same whether we use $x=a \cos t, y=a \sin t$ or $x=a\left(\frac{1-t^{2}}{1+t^{2}}\right), y=a\left(\frac{2 t}{1+t^{2}}\right)$, as is easily verified. If we write $t \therefore 2 \tan ^{-1} \tau$ in the first pair of these equations we obtain the second pair with $t$ replaced by $\tau$. Our first problem then is to determine the conditions which ensure that (2) remains invariant whatever parametric form is chosen.

The change from one parameter to another may be expressed by a relationship of the form

$$
\begin{equation*}
t \because \phi(\tau) \tag{6}
\end{equation*}
$$

where $\tau$ is the parameter after the change. Thus we require the conditions under which ( 4 ) remains invariant for the transformation (6). For such invariance we must have

$$
\begin{equation*}
\int_{i_{1}}^{t}\left(i\left(x, y, \frac{d x}{d t}, \frac{d y}{d t}\right) d t \cdots \int_{r_{1}}^{\tau} C\left(x, y, \frac{d x}{d \tau}, \frac{d y}{d \tau}\right) d \tau\right. \tag{7}
\end{equation*}
$$

where $t_{1}$ and $\tau_{1}$ correspond to th.e point $A$ and $t$ and $\tau$ correspond to any point on the arc of integration.

On differentiating (7) we have

$$
\begin{equation*}
G\left(x, y \cdot \frac{d x}{d t}, \frac{d y}{d t}\right) \frac{d t}{d \tau}=G\left(x, y, \frac{d x}{d \tau}, \frac{d!}{d \tau}\right) \tag{8}
\end{equation*}
$$

In the case of the special transformation

$$
\begin{equation*}
t=k \tau \quad(k \text { positive and constant }) \tag{9}
\end{equation*}
$$

this becomes

$$
\begin{equation*}
G\left(x, y, \frac{d x}{d l}, \frac{d y}{d t}\right) k==G\left(x, y, k \frac{d x}{d l}, k \frac{d y}{d l}\right) \tag{10}
\end{equation*}
$$
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The invariance of (4) under transformation (6) must hold not merely along a given arc but in some domain $D$ enclosing the arc $A B$. In such a domain we can choose paths of integration for which $x, y, \dot{x}, \dot{y}$ can assume arbitrary values. If $k$ is other than unity, (10) can hold only if $G(x, y, \dot{x}, \dot{y})$ is homogeneous and of degree one in $\dot{x}$ and $\dot{y}$.

Conversely if $G(x, y, \dot{x}, \dot{y})$ is homogeneous and of degree one in the variables $\dot{x}$ and $\dot{y}$, equation ( 8 ) is obviously true. If $d t: d r>0$ we may then integrate with respect to $\tau$ and deduce (7).

Consequently the homogeneity condition is necessary and sufficient to ensure the invariance of $I$ whatever parametric form is chosen. For the rest of this chapter we confine ourselves entirely to functions satisfying this condition.

### 9.9. The Eulerian equation for $\int_{t_{1}}^{2}(x)(x, y, \dot{x}, \dot{y}) d t$

The great advantage of the parametric form is that $x$ and $y$ can be varied independently of each other. Let $l$ ', coordinates $(x, y)$. be a point on $\Gamma_{e}$, the path of integration which renders the integral

$$
\begin{equation*}
I=\int_{i_{1}}^{t_{2}}\left(j(x, y, \dot{x}, \dot{y}) d t=\int_{i_{1}}^{t_{1}}(\dot{j} d t\right. \tag{1}
\end{equation*}
$$

stationary. Consider a path of integration along a neighbouring curve $\Gamma_{n}$ obtained by displacing $P$ to the point $Q$, coordinates $x+\epsilon_{1} \xi_{1}(t), y-\epsilon_{2} \xi_{2}(t)$. Here $\epsilon_{1}$ and $\epsilon_{2}$ are constants and $\xi_{1}(t)$, $\xi_{2}(t)$ are arbitrary functions of $t$ independent of $\epsilon_{1}$ and $\epsilon_{2}$. Restricting ourselves to the case of fixed end peints we have

$$
\xi_{1}\left(t_{1}\right)=\xi_{2}\left(t_{1}\right)=\xi_{1}\left(t_{2}\right)=\xi_{2}\left(t_{2}\right) \cdots 0 .
$$

The arguments used in $\$ 3.2$ can be repeated here and we then prove that $I$ is stationary if $x$ and $y$. regarded as functions of $t$, satisfy the equations

$$
\begin{align*}
& \frac{\partial G}{\bar{c} x}-\frac{d}{d t}\left(\frac{\partial x}{\partial x}\right)=0,  \tag{2}\\
& \frac{\partial G}{\partial y}-\frac{d}{\partial t}\binom{\hat{\partial}(\hat{y}}{\partial \dot{y}}=0 . \tag{3}
\end{align*}
$$

When $\sigma$ satisfies the homogeneity conditions these equations are not independent of each other, as we now proceed to prove.

Since $G$ is homogeneous and of degree one in $\dot{x}$ and $\dot{y}$ we have

$$
\begin{equation*}
\dot{x} \frac{\partial G}{\partial \dot{x}}+\dot{y} \frac{\partial G}{\partial \dot{y}}=G . \tag{4}
\end{equation*}
$$

Differentiating this identity first with respect to $\dot{x}$ and then to $\dot{y}$ proves that

$$
\begin{equation*}
\frac{1}{\dot{y}^{2}} \frac{\partial^{2} G}{\dot{c} \dot{x}^{2}}=-\frac{1}{\dot{x} \dot{y}} \frac{\dot{\partial}^{2} G}{\dot{\partial} \dot{x} c \dot{y}}=\frac{1}{\dot{x}^{2}} \frac{\dot{o}^{2} G}{\partial \dot{y}^{2}}=S(x, y, \dot{x}, \dot{y})=S, \tag{5}
\end{equation*}
$$

where $S(x, y, \dot{x}, \dot{y})$ denotes the common value of each of these expressions. Again on differentiating (4) partially with respect to $x$ we obtain

$$
\begin{equation*}
\frac{\dot{c}(\dot{y}}{\dot{x} x}=-\dot{x} \frac{\hat{c}^{2}(\dot{y}}{\dot{c x c \dot{x}}}+\dot{y} \frac{\dot{c}^{2} G}{\dot{c} x \bar{y} \dot{y}} . \tag{6}
\end{equation*}
$$

Now apply (5) and (6) to (2). It follows that

$$
\begin{align*}
& =\dot{y}\left\{\frac{\dot{c}^{2} G}{\dot{c} x c \dot{y}}-\frac{\dot{c}^{2}(\dot{y}}{\dot{c} y c \dot{x}}-S(\dot{y} \ddot{x}-\dot{x} \ddot{y})\right\} . \tag{7}
\end{align*}
$$

Similarly we can prove that

$$
\dot{\partial y}-\frac{d}{d t}\binom{\partial \vec{r}}{\dot{c} \dot{y}}-\dot{x}\left(\begin{array}{l}
\dot{c}^{2} \dot{\vec{c}}  \tag{8}\\
\dot{c} x \dot{y} \dot{y}
\end{array}-\frac{\dot{r}^{2} G}{\dot{c y} \dot{c} \dot{x}}-S(\dot{y} \ddot{x}-\dot{x} \ddot{y})\right\} .
$$

Since $\dot{x}$ and $\dot{y}$ do not in general vanish toget hert the two equations (: 2 ) and (3) are equivalent to the single equation

$$
\begin{align*}
& \dot{a}^{2}(\dot{i}  \tag{9}\\
& \dot{c} x \dot{i}^{2}(\dot{y} \\
& \ddot{y} y \dot{x} \dot{x}
\end{align*}-\dot{x}(x, y, \dot{x}, \dot{y})(\ddot{x} \dot{y}-\ddot{y} \cdot \dot{x})=0 .
$$

This is known as the Weierstrassian form of the Eulerian equation. To use (9), first express $x$ in terms of any convenient function of $t$, substitute in (9), and solve for $y$ in terms of $t$. Alternatively choose any relationship between $x, y$, and $t$ and by means of (9) $x$ and $y$ can then be expressed in terms of $t$.

In the subsequent analysis we shall sometimes take $t$ to be the length of are and $(\dot{x}, \dot{y})$ are then the direction cosines of the tangent to the extremal at the point $(x, y)$.

[^57]9.10. The Weierstrassian $E$ function for $\int_{A}^{B} G(x, y, \dot{x}, \dot{y}) d t$

Let $\Gamma_{\rho}$ be the extremal and $\Gamma_{n}$ a neighbouring curve. Our present aims are firstly to obtain $\delta I$, the difference between the


Fic. IN. 6. values of $\int G d t$ taken along $\Gamma_{n}$ and $\Gamma_{e}$, and secondly to express the result in a form analogous to (7), § 9.2 . For these purposes we take a convenient point $O$ on $\Gamma_{e}$ along the arc B.A produced. Fig. IX. 6, and draw the family of extremals which pass through $O$. Let two neighbouring members of this family intersect $\Gamma_{n}$ at $Q_{m}$ and $Q_{m+1}$, Fig. IX. 6, and let $I(M$,$) denote the value of \int G(x, y, \dot{x}, \dot{y}) d t$ when integrated along the are $M N$. Then it is easy to see from the figure that

$$
\begin{equation*}
\delta I=\sum_{m=1}^{n}\left\{I\left(O Q_{m}\right)+I\left(Q_{m} Q_{m+1}\right)-I\left(O Q_{m+1}\right)\right\} \tag{1}
\end{equation*}
$$

where $Q_{1}=A$ and $Q_{n-1}=B$.
The evaluation of the right-hand side of (1) can be much shortened by using the results of $\$ \mathrm{~S} .2$, where a difference similar to $I\left(O Q_{m+1}\right)-I\left(O Q_{m}\right)$ has already been obtained. We use (9). § 8.2 and make two modifications, one a change of the indejendent variable from $x$ to the current variable $t$, and the other a change due to the introduction of the second dependent variable in the present investigation.

To allow for the pxtra variable we separate the right-hand side of ( 9 ), § 8.2 , into two parts. The first part, $F d x_{b}$, arises from the displacement of one end point $B$ to $B^{\prime}$ along $I_{2}$, Fig. VIII. I. The corresponding displacement here is from $Q_{m}$ to $Q_{m+1}$ along $\Gamma_{n}$ and so $F d x_{b}$ must be replaced by $G d t$. The second part, $\left(g_{2}^{\prime}-y^{\prime}\right) \frac{c F}{\partial y^{\prime}} d x$, arises from the change in the value of the dependent variable $y$ on passing from the extremal $A B$, Fig. WIll. 1, to the neighbouring curve $A B^{\prime}$. The corresponding term for the present case is $(q-\dot{y}) \frac{\partial G}{\partial \dot{y}} d t$, and comparison of Figs. VIII. 1 and
IX. 6 enables us to interpret $q$ and $\dot{y}$ as follows. They are both rates of change of the ordinate of $Q_{m}$ with respect to $t, q$ as $Q_{m}$ moves along $\Gamma_{n}$ and $\dot{y}$ as $Q_{m}$ moves along the extremal $O Q_{m}$.

The extra dependent variable is now easily allowed for by the addition of the term $(p-\dot{x}) \frac{\dot{c}(\dot{x}}{\dot{c}} d t$. where the interpretations of $p$ and $x$ are as for $q$ and $y$ above with the word ordinate replaced by abscissa. If $d t$ is the element of are of $\Gamma_{n}$, then $(p, q)$ are the direction cosines of the tangent to $\Gamma_{n}$ at $Q_{m}$.

One point still requires investigation. The term

$$
\left(g_{2}^{\prime}-y^{\prime}\right) \frac{\delta F^{\prime}}{\partial y^{\prime}} d x
$$

in (9), § 8.2, was obtained with the help of the Eulerian equation (6). $\S 8.2$. In the present case each of the variables $x$ and $y$ satisfies an Eulerian equation similar to (6), \$8.2, namely (2) and (3). § 9.9. The forms we have assumed, $(q-\dot{y}) \frac{\dot{c} G}{c \dot{y}} d t$ and $(p-\dot{x}) \frac{c(\dot{r}}{\dot{x}} d t$, are therefore justified.

Our final result is

$$
\begin{equation*}
I\left(O Q_{m+1}\right)-I\left(O Q_{m}\right)=\left\{\left(\dot{r}+(p-\dot{x}) \frac{\dot{c} G}{\dot{\partial} \dot{x}}+(q-\dot{y}) \frac{\dot{c} G}{\dot{\partial} \dot{y}}\right\} d t\right. \tag{2}
\end{equation*}
$$

where terms of order $(d t)^{2}$ and smaller are neglected and the values of the variables are taken at the point $Q_{m}$.
since $G(x, y, \dot{x}, \dot{y})$ is homogeneous and of degree one in $\dot{x}$ and $\dot{y}$, we may replace ( 2 ) by

$$
\begin{equation*}
I\left(O Q_{m+1}\right)-I\left(O Q_{m}\right)=\left(p \frac{\hat{\partial}}{\hat{c} \dot{x}}+q \frac{\hat{\partial}}{\partial \dot{y}}\right) d t . \tag{3}
\end{equation*}
$$

Evidently $\quad I\left(Q_{m} Q_{m+1}\right)=G(x, y, p, q) d t$,
where $p$ and $q$ have the same interpretations as for (2). Once again terms of order ( $d t)^{2}$ and smaller have been neglected, as will be the case for the rest of this section.

Now write

$$
\begin{equation*}
E(x, y ; \dot{x}, \dot{y} ; p, q)=G(x, y, p, q)-p \frac{\partial G(x, y, \dot{x}, \dot{y})}{\partial \dot{x}}-q \frac{\dot{c} G(x, y, \dot{x}, \dot{y})}{\partial \dot{y}} \tag{5}
\end{equation*}
$$

then we have

$$
\begin{equation*}
I\left(O Q_{m}\right)+I\left(Q_{m} Q_{m+1}\right)-I\left(O Q_{m+1}\right)=E(x, y ; \dot{x}, \dot{y} ; p, q) d t \tag{8}
\end{equation*}
$$

From (1) it follows immediately that

$$
\begin{equation*}
\delta I=\int_{\Delta}^{B} E(x, y ; \dot{x}, \dot{y}: p, q) d t \tag{7}
\end{equation*}
$$

where the integration is along the curve $\Gamma_{n}$.
The function $E(x, y ; \dot{x}, \dot{y} ; p, q)$ is the Weierstrassian $E$ function for the case when the integrand of $I$ is expressed in parametric form. Since $G(x, y, \dot{x}, \dot{y})$ is homogeneous and of degree one in $\dot{x}, \dot{y}$, it follows that $E(x, y ; \dot{x}, \dot{y} ; p, q)$ is homogeneous and of degree one in $p, q$ and also homogeneous and of degree zero in $\dot{x}, \dot{y}$. Thus, regarded as a function of $\dot{x}$ and $\dot{y}$, the $E$ function must. be of the form $\phi(\dot{y}, \dot{x})$ and so the individual values of $\dot{x}$ and $\dot{y}$ are immaterial as long as their ratio is unaltered. In $E$ we may therefore take $(\dot{x}, \dot{y})$ to be the direction cosines of the tangent to the extremal $O Q_{m}$ at $Q_{m}$. Fig. IX. 6 .

In the case where $d t$ is the element of are of $\Gamma_{n}$ we may then replace $(\dot{x}, \dot{y})$ by $(\cos \theta, \sin \theta)$ and $(p, q)$ by $(\cos \phi, \sin \phi)$ in the $E$ function. where $\tan \theta$ and $\tan \phi$ are the slopes at $Q_{m}$ of $O Q_{m}$ and $\Gamma_{n}$ respectively. After these substitutions the $E$ function usually assumes its simplest and most useful form.

### 9.11. Alternative forms for the $E$ function

The $E$ function can be expressed in a more convenient form by means of Taylor's theorem. If $f(x, y)$ has continuous partial derivatives of the second order, then $\dagger$

$$
\begin{align*}
f(x+h, y+k)=f(x, y)+\left(h \frac{\partial}{\partial x}\right. & \left.+k \frac{\partial}{\partial y}\right) f(x, y)+ \\
& +\frac{1}{2}\left(h \frac{\partial}{\partial x_{1}}+k \frac{\partial}{\partial y_{1}}\right)^{2} f\left(x_{1}, y_{1}\right) \tag{1}
\end{align*}
$$

where $x_{1}=x+\lambda h, y_{1}=y+\lambda k$, and $0<\lambda<1$. Applying this

[^58]theorem to $G(x, y, p, q)$, regarded as a function of $p$ and $q$, we have
\[

$$
\begin{align*}
& G(x, y, p, q)=G(x, y, \dot{x}, \dot{y})+(p-\dot{x}) \frac{\partial G}{\partial \dot{x}}+(q-\dot{y}) \frac{\partial G}{\partial \dot{y}}+ \\
& +\frac{1}{2}\left\{(p-\dot{x})^{2} \frac{\dot{c}^{2}}{\partial p_{1}^{2}}+2(p-\dot{x})(q-\dot{y}) \frac{\dot{c}^{2}}{\partial p_{1} \dot{c} q_{1}}+\right. \\
& \left.\quad+(q-\dot{y})^{2} \frac{\dot{o}^{2}}{\partial q_{1}^{2}}\right\}\left(\dot{x}\left(x, y, p_{1}, q_{1}\right),\right. \tag{2}
\end{align*}
$$
\]

where $p_{1} \cdots \dot{x}+\lambda(p-\dot{x}), q_{1}=\dot{y}+\lambda(q-\dot{y})$ and $0<\lambda<1$.
From the homogeneity property of $G(x, y, \dot{x}, \dot{y})$ the first three terms on the right-hand side of (2) simplify to $p \frac{\dot{\partial} G}{\bar{c} \dot{x}}+q \frac{\partial G}{c \dot{y}}$.

On using (5), §9.9, the remaining terms on the right of (2) simplify to

$$
\frac{1}{2}(p \dot{y}-q \dot{x})^{2} S\left(x, y \cdot p_{1}, q_{1}\right)
$$

From the definition of $E$ given by (5), $\S 9.10$. it then follows that

$$
\begin{equation*}
E(x, y ; \dot{x}, \dot{y} ; p, q) \cdots \frac{1}{2}\left(p^{\prime} \dot{y}-q \dot{x}\right)^{2} \dot{S}\left(x, y, p_{1} q_{1}\right), \tag{3}
\end{equation*}
$$

where $p_{1}$ and $q_{1}$ are as defined above.
When $t$ is the length of are of $\Gamma_{n}$ we may write $\dot{x}=\cos \theta$, $p=\cos \phi$, where $\tan \theta$ and $\tan \phi$ are respectively the slopes of the extremal and of $\Gamma_{n}$. We now prove that
$E(x, y ; \cos \theta, \sin \theta ; \cos \phi, \sin \phi)$

$$
\begin{equation*}
\therefore \because \sin ^{2} \frac{1}{2}(\theta-\phi) S(x, y, \cos \theta, \sin \theta) . \tag{4}
\end{equation*}
$$

where $\theta$ lies betweent $\theta$ and $\phi$.
From (5), § 9.10 , and the homogeneity property of $G(x, y, \dot{x}, \dot{y})$ we have

$$
\begin{aligned}
& E^{\prime}(x, y ; \cos \theta, \sin \theta ; \cos \phi, \sin \phi)
\end{aligned}
$$

where, after the differentiations have been performed, we must write $\dot{x}=\cos \theta, \dot{y}=\sin \theta, p=\cos \phi$, and $q=\sin \phi$.

Now the coefficient of $\cos \phi$ is equal to

$$
\begin{equation*}
\int_{\theta}^{\phi} \frac{d}{d \psi}\left\{\frac{\partial G(x, y, u, v)}{c u}\right\} d \psi \tag{6}
\end{equation*}
$$

where, after the partial differentiation with respect to $u$ and before the differentiation with respect to $\psi$, we write $u=\cos \psi$ and $v=\sin \psi$. On differentiating with respect to $\psi$ and using (5), $\S 9.9$, the integrand of (6) can be expressed in terms of $S(x, y, \cos \psi, \sin \psi)$. We then prove that (6) is equal to

$$
\begin{equation*}
-\int_{\theta}^{\phi} S(x, y, \cos \psi, \sin \psi) \sin \psi d \psi \tag{7}
\end{equation*}
$$

In the same way we can prove that the coefficient of $\sin \phi$ in (5) is equal to

$$
\begin{equation*}
\int_{\theta}^{\phi} S(x, y, \cos \psi \cdot \sin \psi) \cos \psi d \psi . \tag{8}
\end{equation*}
$$

From ( 7 ) and ( 8 ) it follows that the right-hand side of (5) is equal to

$$
\begin{equation*}
\int_{\theta}^{\phi} S(x, y \cdot \cos \psi, \sin \psi) \sin (\phi-\psi) d \psi \tag{9}
\end{equation*}
$$

But by suitably measuring the angles $\theta$ and $\phi$ we can satisfy the inequality

$$
-\pi<\theta-\phi \div \pi
$$

and so ensure that $\sin (\phi-\psi)$ does not change sign anywhere in the range of integration. We may then apply the mean-value theorem of the integral calculus $\dagger$ to (9) and deduce the relationship (4).

### 9.12. Conditions for maxima and minima of

$$
I=\int_{A}^{B} G(x, y, \dot{x}, \dot{y}) d l
$$

Throrem 19. The following necessary and sufficient conditions ensure a strong minimum for $I$ in the case where the end points $A$ and $B$ are fixed and where $G(x, y, \dot{x}, \dot{y})$ is homogeneous and of degree one in $\dot{x}$ and $\dot{y}$.
$\uparrow$ R. Courant, Differential and Integral Calculun. vol. i, p. 128.
(i) The variables $x$ and $y$, which are functions of $t$, either satisfy the two equations

$$
\left.\begin{array}{l}
\frac{\partial G}{\partial x}-\frac{d}{d t}\left(\frac{\partial G}{\partial \dot{c}}\right)=0  \tag{1}\\
\frac{\partial G}{\partial y}-\frac{d}{d t}\binom{c}{\dot{\partial} \dot{y}}=0
\end{array}\right\}
$$

or satisfy the single equivalent equation (9), § 9.9 .
The curve whose equations in parametric form satixfy (1) and uhich passes through the fixed end points $A$ and $B$ will be denoted by $\Gamma_{e}$.
(ii) The arc $A B$ of $\Gamma_{e}$ contains no points conjugate either to $A$ or to $B$ (see § 2.6). Singular points must also be excluded (see §9.9).
(iii) At all points of this arc

$$
\begin{equation*}
S(x, y, \dot{x}, \dot{y})>0 \tag{2}
\end{equation*}
$$

where the function $S$ is defined by (5), § 9.9 .
(iv) At all points of the arc

$$
\begin{equation*}
E(x, y ; \dot{x}, \dot{y} ; p, q)>0 \tag{3}
\end{equation*}
$$

for cecry pair of finite values of $p$ and $q$, other than $p=\dot{x}$ and $q=\dot{y}$ simultaneously.

If dt is the element of arc of $\Gamma_{n}$, see $\S 9.10$, then (3) can be replaced by

$$
\begin{equation*}
E^{\prime}(x, y ; \cos \theta, \sin \theta ; \cos \phi, \sin \phi)>0 \tag{3a}
\end{equation*}
$$

where $\tan \theta$ is the slope of the cxtremal. This inequality must be satisfied at every point of the arc AB and for all finite calues of $\phi$.

For a strong maximum the signs of the inequalities must be reversed.

To prove this we take $\Gamma_{c}$ to be the extremal and $\Gamma_{n}$ to be a neighbouring curve, as in $\$ 9.9$, but for simplicity we make $\epsilon_{1}=\epsilon_{2}$. Since $\xi_{1}(t)$ and $\xi_{2}(t)$ are arbitrary functions of $t$, this entails no loss of generality.

From the analysis of $\$ 9.9$ and condition (i) it follows that the first variation, i.e. the term in $\delta I$ containing $\epsilon_{1}$ to the first degree, must vanish.

We continue for the moment with the case of weak variations. Here, if $Q$ on $\Gamma_{n}$ tends to $P$ on $\Gamma_{c}$ as $\epsilon$ tends to zero, then the slope
of $\Gamma_{n}$ at $Q$ tends to that of $\Gamma_{c}$ at $P$. Hence $p-\dot{x}$ and $q-\dot{y}$ must both tend to zero with $\epsilon$. Thus, for sufficiently small $\epsilon$ we have

$$
\left.\begin{array}{c}
p-\dot{x}=k_{1} \epsilon+O\left(\epsilon^{2}\right)  \tag{4}\\
q-\dot{y}=k_{2} \epsilon+O\left(\epsilon^{2}\right)
\end{array}\right\}
$$

where $k_{1}$ and $k_{2}$ are independent of $\epsilon$. From (7), § 9.10, and (3), § 9.11, we deduce that

$$
\begin{equation*}
\delta I=\frac{1}{2} \epsilon^{2} \int_{A}^{B}\left(k_{1} \dot{y}-k_{2} \dot{x}\right)^{2} S(x, y, \dot{x}, \dot{y}) d t \tag{5}
\end{equation*}
$$

neglecting terms of order $\epsilon^{3}$ and smaller. Hence condition (iii), in conjunction with (i), ensures a weak minimum for 1 . Is in $\$ 2.6$ and 2.7 , the permissible length of are for such minimum is governed by the properties of conjugate points. Condition (ii) then allows a weak minimum for the whole length of are $A B$.

Reverting to the case of strong variations, we observe that $S(x, y, \dot{x}, \dot{y})$ plays in parametric theory a part analogous to that played by $\tilde{c}^{2} F^{\prime} \sigma y^{\prime 2}$ in the analysis of $\$ \geq .4$. If conditions (ii) and (iii) are fulfilled it can be proved. by arguments similar to those of § 9.5 , that a field of extremals can be constructed of which $\Gamma$, is a member. At every point of such a field $\dot{x}$ and $\dot{y}$ have unique values and therefore the integral of ( 7 ), $\S 9.10$, can be evaluated for any given path $\Gamma_{n}$ in the field. It follows immediately from (7), §9.10. that condition (iv) is necessary and sufficient to ensure a strong minimum for $I$.

Theorem 20. The following are sufficient conditions to cnsurc a strong minimum for $I$ in the case where the end point.s, $A$ and $B$, are fixed and uhere $(\dot{j}(x, y, \dot{x}, \dot{y})$ is homogeneous and of degree one in $\dot{x}$ and $\dot{y}$.
(i) and (ii) as in Theorem 19.
(iiia)

$$
\begin{equation*}
s(x, y, p, q)>0 \tag{6}
\end{equation*}
$$

at every point of $A B$ and for every pair of calues of $p$ and $q$.
For a strong maximum the sign of the inequality (8) must be reversed.

To prove this it is evident that condition (iii), Theorem 19, is a special case of (iiia). Also, from (3), $\S 9.11$, it follows that
condition (iv), Theorem 19, is satisfied if (iii $a$ ) is satisfied. Therefore the conditions are sufficient toensure the truth of Theorem 20.

But it is possible for conditions (iii) and (iv), Theorem 19, to be satisfied without (iiia) being true for all values of $p$ and $q$. Thus the conditions of Theorem 20 although sufficient are not necessary.

### 9.13. Applications to special cases

Applying (5) §9.9 and (5) $\$ 9.10$ to integrals of the type

$$
\begin{equation*}
I=-\int_{\dot{d}}^{B} g(x, y)\left(\dot{x}^{2}+\dot{y}^{2}\right)^{\frac{1}{2}} d t \tag{1}
\end{equation*}
$$

where the positive value of the root is taken, we have

$$
\begin{gather*}
s(x, y, \dot{x}, \dot{y})=\frac{g(x, y)}{\left(\dot{x}^{2}+\dot{y}^{2}!\right.},  \tag{2}\\
E(x, y ; \dot{x}, \dot{y} ; p, q)=\frac{g(x, y)}{\left(\dot{x}^{2}+\dot{y}^{2}\right)^{!}}\left\{\left(p^{2}+q^{2}\right)^{\mathbf{1}}\left(\dot{x}^{2}+\dot{y}^{2}\right)^{\mathbf{1}}-\mu \dot{x}-q \dot{y}\right\}, \tag{3}
\end{gather*}
$$

$$
\begin{equation*}
E(x, y ; \cos \theta, \sin \theta: \cos \phi, \sin \phi)=\{1-\cos (\theta-\phi)\} g(x, y) . \tag{4}
\end{equation*}
$$

If $g(x, y)=0$ the theorems of $\S 9.12$ then show that $I$ possesses a strong minimum when the path of integration is the are of an extremal which contains no points conjugate to either end point.

Among the special cases of this result are (i) the shortest distance between two pints, for which $I=\int\left(\dot{x}^{2}-\dot{y}^{2}\right)^{t} d t$ and $g(x, y)=1$. (ii) the principle of least action for a particle for which $I=\int r\left(\dot{x}^{2}+\dot{y}^{2}\right)^{i} d t$. and (iii) the brachistochrone problem. $I=\int(1 ; c)\left(\dot{x}^{2}+\dot{y}^{2}\right)^{t} d t$. provided that $v$ remains positive throughout the motion for (i) and (iii).

### 9.14. Applications to geodesics on surfaces

Let $(x, y, z)$ be the coordinates of a point $P$ on a surface $S$ and suppose that each coordinate can be expressed as a function of two variables $u$ and $v$. If $u$ and $v$ are independent of each other their variations give us all points on $S$, but if they are functions of another variable $t$, then their variations give us points on curves lying wholly on $S$. We shall confine ourselves to a region which contains only one point corresponding to a given ( $u, v$ ).

The distance from $A$ to $B$. measured along a curve lying on $S$, is

$$
\begin{align*}
I & =\int_{i}^{B}\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)^{t} d t  \tag{1}\\
& =\int_{-}^{B}\left(E \dot{u}^{2}+2 F \dot{u} \dot{u}+\left(\dot{u}^{2}\right)^{i} d t .\right. \tag{2}
\end{align*}
$$

where the positive value of the root is taken and where

$$
\begin{align*}
& \left.\begin{array}{l}
E=\binom{c x}{c u}^{2}+\left(\frac{c u}{c u}\right)^{2}+\binom{c}{c u}^{2} \\
F=\frac{c x}{c u} \bar{c}+\frac{c y}{c u} \overline{c u}+\begin{array}{c}
c z \\
i u \\
c u
\end{array}
\end{array}\right\} .  \tag{3}\\
& G=\left(\begin{array}{l}
x \\
c \\
c
\end{array}\right)^{2}+\binom{c y}{c y}^{2}+\binom{c}{c x}^{2}
\end{align*}
$$

To avoid singular points on the arc $A B$ we assume that $E G-F^{2}>0$. The geodesics of $S$ are the paths of integration for which $I$ is a minimum.

The Weierstrassian form of the Eulerian equation, (9), §9.9, gives us, after some reduction,

$$
\begin{align*}
& \left(E G-F^{2}\right)(\dot{u} \dot{v}-\dot{i} \dot{u})+ \\
& \left.\quad+(E \dot{u}+F \dot{v})\left(\frac{\partial F}{\partial u}-\frac{1}{2} \frac{\partial E}{\dot{c} v}\right) \dot{u}^{2}+\frac{\dot{c}(\dot{\partial}}{\dot{c} u} \dot{u} \dot{v}+\frac{1}{2} \frac{c G}{\dot{c} v} \dot{v}^{2}\right\}- \\
& \quad-(F \dot{u}+G \dot{G})\left\{\frac{1}{2} \frac{\partial E}{\partial u} \dot{u}^{2}+\frac{\partial E}{\dot{c} v} \dot{u} \dot{v}+\left(\frac{\partial F}{\partial v}-\frac{1}{2} \frac{\dot{c}(\dot{j}}{\dot{c} u}\right) \dot{v}^{2}\right\}=0 . \tag{4}
\end{align*}
$$

In spite of its complexity this equation has a simple geometrical interpretation in terms of the concept known as geodesic curvature. For a plane curve let $\psi$ be the angle between one of the axes and the tangent at a point $P$ and let $s$ be the length of arc measured from some convenient point to $P$. Then the rate $d \psi / d s$ measures the curvature at $P$. For the shortest distance between two points lying in the plane the curvature is zero at every point. This theory of curvature can be extended to curves lying on surfaces.

Let $P$ be a point on a curve $C$ lying on the surface $S$, then the geodesic through $P$ which touches $C$ is known as the geodesic tangent at $P$. Consider the curve on $S$ defined by $u=$ constant. By varying this constant we obtain a family of curves which is, in many ways, analogous to the family of lines in a plane parallel to the $x$-axis. Through each point $P$ passes only one member of this family. Let $\psi$ denote the angle between this member and the geodesic tangent at $P$ and $s$ the length of arc of $C$ ' measured from some convenient point to $P$. Then $d \psi_{i} d s$ is the measure of the geodesic curvature of the curve $C$ at $P$.

Equation (4) simply states that at every point of a geodesic the geodesic curvature is zero. $\dagger$

The $\mathscr{S}$ function of (5), $\S 9.9$, becomes for this case

$$
\begin{equation*}
S(u, r, \dot{u}, \dot{i})=\frac{E\left(\dot{i}-F^{2}\right.}{\left(E, u^{2}+2 F^{\prime} u+G \dot{v}^{2}\right)^{i}} . \tag{5}
\end{equation*}
$$

Since $E G^{3}-F^{2}>0$ and the positive value of the root is taken. the inequality (6), §9.12, is satisfied. Hence, for geodesics the conditions for a strong minimum are satisfied, subject, of course. to the requirements of conjugate points, (ii). $\$ 9.1$.
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[^0]:    $\dagger$ Dachen, or primea, hero and subsequently, denote differentiation with reepect to $x, 0 . g$.

    $$
    y^{\prime}=\frac{d y}{d x}, \quad y^{\prime \prime}=\frac{d^{2} y}{d x^{2}}, \quad \text { otc. }
    $$

[^1]:    $\dagger$ Routh, Analytical Statics, vol. i, chap. 6; Loney, Statics, § 175.

[^2]:    $\dagger$ Forsyth, Calculus of Variations, p. 258.

[^3]:    $\dagger$ The variations must be ruch that $t(0)=0$ and $t(b)=0$. A complicated mechaniam would be required in order to obtain theee results in practice.

[^4]:    $\dagger$ Sometimes known as the Weierstrass-Erdmann corner conditions. The integral to be minimized is, as usual, $\int F\left(x, y, y^{\prime}\right) d x$ and we write

    $$
    F\left(x, y, y^{\prime}\right)=F
    $$

[^5]:    $\dagger$ R. Courant, Differential and Integral Calculus, Blackie \& Son, vol. I, p. 104.

[^6]:    $\dagger$ For the proof of this statement see Forsyth, C'alculus of Variatiome, p. 98 et seq.

[^7]:    $\dagger$ E. Lindsay Inco, Ordinary Differential Equations, chap. x.

[^8]:    $\dagger$ Ramsey, Dynamics, Part II, p. 70.

[^9]:    $\dagger$ Forsyth, loc. cit., pp. 204-25.

[^10]:    $\dagger$ Forsyth, Calculus of Variations, p. 223.
    $\ddagger$ Loc. cit., pp. 267-70.

[^11]:    $\dagger$ G. A. Gibson, Advanced Calculus, p. 103 (Macmillan).

[^12]:    $\dagger$ Courant, Differential and Integral Calculus, vol. ii, chap. v; Rutherford, Vector Methods, p. 75.

[^13]:    $\dagger$ Remsey, Theory of Newtonian Auraction, 855.3 and 4.1.
    $\ddagger$ Jeans, The Mathematical Theory of Electricity and Magnetiom, \& 168.
    § Jeans, loc. cit., $\$ 451$.
    || Ramsoy, A Treatise on Hydromechanics, vol. ii, 884.6 and 4.7.
    $\dagger \dagger$ Courant, Differential and Integral Calculus, vol. ii, pp. 268 et. seq.

[^14]:    $\dagger$ Forsyth, loc. cit., p. 480.

[^15]:    $\dagger$ Forsyth, loc. cit., p. 100.
    $\ddagger$ Forsyth, loc. cit., p. 643.

[^16]:    $\dagger$ Courant, Differential and Integral Calculus, vol. ii, p. 188 et seq.

[^17]:    $\dagger$ The positive values of the roots are to be taken throughout.

[^18]:    $\dagger$ The sum of the principal curvatures at a point of the surface is zero. The enclosed volume of revolution is a maximurn. See Forsyth, loc. cit., p. 416.
    $\ddagger$ Soe H. Lamb, Slatics, chap. xiv.

[^19]:    $\dagger$ Courant, Differential and Integral Calculun, vol. i, p. 273.

[^20]:    4 The observations of § 1.17 apply to these cases.

[^21]:    $\dagger$ C. Smith, Solid Geometry, p. 202, § 233.

[^22]:    $\dagger$ Forsyth, Differential Equations, 4th edition, p. 309 ; Piaggio, Differential Equations (1928), p. 137.

[^23]:    $\dagger$ For details of proofs of all statements in this section see Forsyth, loc. cit., pp. 60 and 387-406.

[^24]:    $\dagger$ Professor of Mathematics at the Massachusotts Institute of Technology.

[^25]:    $\dagger$ See Whittaker, Analytical Dynamica, p. 34, for an alternative definition of degrees of freedom.
    $\ddagger$ Whittaker, loc. cit., p. 9.

[^26]:    $\dagger$ Routh, Analytical Statice, vol. i, § 150 et seq. Sometimes redundant or over-rigid may be uned instead of overatiff.
    s185

[^27]:    $\dagger$ This illustration is taken from Whittaker's Analytical Dynamics, p. 214.

[^28]:    $\dagger$ Natural Philosophy; vol. i. 327. For this referenco and Maupertuis's statement I am indebted to Forsyth, loc. cit., p. 363 footnote.

[^29]:    $\dagger$ If there are $q$ equations such as (4) then there will be $q$ constants such as $\sigma$ in (7). But the arguments are essentially unaltered.

    8185

[^30]:    $\dagger$ A function whose value is always negative is called negative definite and one whose value is always either negative or zero is called negative semidefinite.

[^31]:    $\dagger$ A constant factor, such as $m$, can evidently tre ignored.

[^32]:    $\dagger$ E. Zermelo, Zeitachrift für angewandte Mathematik und Mechanik, vol. xi (1931), pp. 114-24. A full arcount is given by C. Caratheodory, Variations. rechnung, pp. 276 and 458.

[^33]:    $\dagger$ A. S. Eddington, The Mathematical Theory of Relativity, §60, pp. 137 et seq., H. Weyl, Space, Time, and Matter, §§ 28 and 36.

[^34]:    $\dagger$ A. Einstein, 'Zur Elektrodynamik bewegter Körper', Annalen der Physik, 17 (1905).
    $\ddagger$ Phil. Mag. Dec. 1887.
    5 Proc. Roy. Soc. 72 (1903), p. 132 ; Phil. Trans. 202 (1803), p. 185.

[^35]:    $\dagger$ For the calculations see the references in the foutnote to $\$ 6.3$.

[^36]:    $\dagger$ Definition of cotariant. If a transformation from the variables $x_{1}, x_{2}, \ldots, x_{n}$ to $y_{1}, y_{2}, \ldots, y_{n}$ is given by $x_{i}=f_{i}\left(y_{1}, y_{2}, \ldots, y_{n}\right)(i=1,2, \ldots, n)$, then the function $\boldsymbol{F}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is a covariant of tho transformation if

    $$
    F\left(x_{1}, x_{2}, \ldots, x_{n}\right)=F\left(y_{1}, y_{2}, \ldots, y_{n}\right) .
    $$

    As an example, for the group of rotations about the origin $O$ given ${ }^{\prime} y$

    $$
    x_{1}=y_{1} \cos \alpha-y_{2} \sin \alpha, \quad x_{2}=y_{1} \sin \alpha+y_{2} \cos \alpha
    $$

    the expression $x_{1}^{2} ; x_{2}^{2}$ is covariant since $x_{1}^{2}+x_{2}^{2}=y_{1}^{2}+y_{2}^{2}$. Interpreted geometrically, if the point $P$ rotates about $O$, then the distance $O P$ remains unaltered.

    The essential property of a covariant for our purpose is that its form remains unaltered by a transformation. This is wider than the normal usage of the word in generalized relativity theory.
    $\ddagger$ Or perhaps it is the space variables which are privileged.

[^37]:    $\dagger$ For the proof of this statement see E. Cunningham, loc. cit., chap. iv, or R. C. Tolman, Relativity Thermodynamics and Coamology, 52. The electrical and magnetic intensities also undergo transformations similar to (2) above.

[^38]:    $\dagger$ T. Levi.Civita, The Absolute Differential Calculus, chap. v.

[^39]:    $\dagger 6.11$ and subsequent sections follow the treatment of Levi.Civita, loc. cit., p. 289 et seq. For an alternative treatment Tolman, loc. cit., $\$ 8 \mathbf{2 6}$ and 27.

[^40]:    $\dagger$ A. S. Eddington, loc. cit., \$12; R. C. Tolman, loc. cit., § 23.

[^41]:    $\dagger$ Whittaker and Watson, Modern Analyais, chap. xv, where a comprehensive account of these functions can be found.

[^42]:    $\dagger$ Courant, Differential and Integral Calculus, vol. ii, p. 183.
    $\ddagger$ Courant, loc. cit., vol. ii, p. 194.

[^43]:    $\dagger$ Rayleigh, loc. rit., vol. i, 88 . This is sometimes known as Rayleigh's principle and is proved in most books on dynamics, e.g. Whittaker, Analytical Dynamics, 582 ; Ramsey, Dymamics, Part II, $\mathbf{5 1 0 . 6}$.

[^44]:    $\dagger$ Courant, loc. cit., vol. ii, p. 194.
    $\ddagger$ Ritz, Journal für reine und angeurandle Mathematik, 125 (1909), 1-81.

[^45]:    $\dagger$ E. C. Kemble, The Fundamental Principles of Quantum Mechanics, § 28.
    $\ddagger$ An enumerable infinity of nambers can be put into one-one correspondence with the integers.
    §. Lindsay Ince, Ordinary Differential Equations, chap. xi, in particular p. 276 et eeq.; E. C. Titchmarsh, Eigenfunction Expansions: Courant and Hilbert, Methoden der mathematiechen Phyoik, vol. i, chap. vi; E. C. Kemble, loc. cit., $\$ 23$.

[^46]:    $\dagger$ A. S. Kamsey, Dynamics, vol. ii, p. 61.

[^47]:    $\dagger$ Media whose properties at a point are not the same in all directions are known as anisotropic. Examples of anisotropic media are crystals, drawn wire, and wood.
    $\ddagger$ A. E. H. Love, Mathematical Theory of Elanticity, §68, p. 97 ; I. S. Sokolnikoff and R. D. Specht, Mathematical Theory of Elasticity. \& 21, p. 59.
    f A. F. H. Love, loc. cit., 118 , p. 167 ; I. S. Sokolnikoff and R. D. Speoht, loc. cit., \$27, p. $92 ;$ S. Timoshenko, Theory of Elasticity. $\$ 64$.

[^48]:    $\dagger$ Analytic functions of complex variables are treated in all works on mathematical analysis, e.g. E. T. Whittaker and G. N. Watson, Modern Analysis.

[^49]:    † I. S. Sokolnikoff and R. D. Specht, loc. cit., p. 309 ; S. Timoshenko, loc. cit., p. 249, $R=M_{t} / \theta$.

[^50]:    $\dagger$ The original paper is in Russian but the ideas have been expounded by Professor W. J. Duncan in a series of papers in the Philosophical Magazine. The paper by B. G. Galerkin is 'Series Solutions of Some Problems of Elastic Equilibrium of Rods and Plates', Vestnik Inghenerov, 1 (1915), 879-908. See also W. J. Duncan 'Application of Galerkin's Method to the Torsion and Flexure of Cylinders and Prisms', Phil. Mag., Ser. 7, 25 (1938), 636-49.

[^51]:    $\dagger$ L. V. Kantorovitch, Bulletin of the Academy of Sciences of U.S.S.R. No. 5 (1903); Applied Mathematics and Mechanics, 6 (1942), 31-40.
    $\ddagger$ C. B. Biezeno and J. J. Koch, De Ingenieur, 38 (1923), 25-36.

[^52]:    $\dagger$ No conception of time is associated with the parameter $t$.

[^53]:    $\dagger$ G. A. Blime, Lectures on the Calculus of Variasions, University of Chicago Presa, §68; O. Bolza, Voriesungen ibler V'ariationerechnung, Teubner, § 39.

[^54]:    $\dagger$ R. Courant, Differmtial and Infegral Calculus, vol. ii, p. 352.

[^55]:    $\dagger$ R. Comrant, Difforential and Integral Caltulus, vol. ii, p. 80.

[^56]:    $\uparrow$ Blisu, loc. cit. For proof of (6) wee p. 41 and for conditiona for a atrong minimum p. 43.

    I No acsociation with time is implied by the une of 6 .

[^57]:    $\dagger \dot{x}$ and $\dot{y}$ vanish simultaneously at singular points. We shall assume that the extremal is free from such points when $t$ lies inside the interval $\left(f_{1}, t_{2}\right)$.

[^58]:    个 R. Courant, Differential and Inlegral Calculus, Blackie, vol. ii, p. 80.

[^59]:    + A. R. Forsyth, Lectures on the Inffrential Genmetry of Curies and Lurfaces. Cambralge C'mberaity Presw, f. 153. The geardesic curvature on this book is denoted by $1 \gamma$. the parameters used are $p$ and " (mstead of $u$ and $r$; and the -ymbela 1 and $\Gamma$ are defined on p. 46.

